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ABSTRACT

Context. Supersonic disordered flows accompany the formation and evolution of molecular clouds (MCs). It has been argued that this
is turbulence that can support against gravitational collapse and form hierarchical sub-structures.

Aims. We examine the time evolution of simulated MCs to investigate: What physical process dominates the driving of turbulent
flows? How can these flows be characterised? Are they consistent with uniform turbulence or gravitational collapse? Do the simulated
flows agree with observations?

Methods. We analysed three MCs that have formed self-consistently within kiloparsec-scale numerical simulations of the interstellar
medium (ISM). The simulated ISM evolves under the influence of physical processes including self-gravity, stratification, magnetic
fields, supernova-driven turbulence, and radiative heating and cooling. We characterise the flows using velocity structure functions
(VSFs) with and without density weighting or a density cutoff, and computed in one or three dimensions. However, we do not include
optical depth effects that can hide motions in the densest gas, limiting comparison of our results with observations.

Results. In regions with sufficient resolution, the density-weighted VSFs initially appear to follow the expectations for uniform
turbulence, with a first-order power-law exponent consistent with Larson’s size-velocity relationship. Supernova blast wave impacts
on MCs produce short-lived coherent motions at large scales, increasing the scaling exponents for a crossing time. Gravitational
contraction drives small-scale motions, producing scaling coefficients that drop or even turn negative as small scales become dominant.
Removing the density weighting eliminates this effect as it emphasises the diffuse ISM.

Conclusions. We conclude that two different effects coincidentally reproduce Larson’s size velocity relationship. Initially, uniform
turbulence dominates, so the energy cascade produces VSFs that are consistent with Larson’s relationship. Later, contraction dominates
and the density-weighted VSFs become much shallower or even inverted, but the relationship of the global average velocity dispersion
of the MCs to their radius follows Larson’s relationship, reflecting virial equilibrium or free-fall collapse. The injection of energy by

shocks is visible in the VSFs, but decays within a crossing time.

Key words. turbulence — ISM: kinematics and dynamics — ISM: structure — ISM: clouds

1. Introduction

It has long been known that star formation preferentially occurs
within molecular clouds (MCs). However, the physics of the
star formation process is still not completely understood. It is
obvious that gravity is the key factor for star formation as it
drives collapse motions and operates on all scales. However, one
needs additional processes that stabilise the gas or terminate star
formation quickly in order to explain the low star formation effi-
ciencies observed in MCs. Although there are many processes
that act at the different scales of MCs, turbulent support has often
been argued to be the best candidate for this task.

In the literature, turbulence plays an ambiguous role in the
context of star formation. In most of the cases, turbulence is
expected to stabilise MCs on large scales (Fleck 1980; McKee &
Zweibel 1992; Mac Low 2003), while feedback processes and
shear motions heavily destabilise or even disrupt cloud-like
structures (Tan et al. 2013; Miyamoto et al. 2014). However, it

remains unclear whether there are particular mechanisms that
dominate the driving of turbulence within MCs, as every process
is supposed to be traced by typical features in the observables.
Yet, these features are either not seen or are too ambiguous to
clearly reflect the dominant driving mode. For example, turbu-
lence that is driven by large-scale velocity dispersions during
global collapse (Ballesteros-Paredes et al. 2011a,b; Hartmann
et al. 2012) produces P-Cygni line profiles that have not yet
been observed on scales of entire MCs. Internal feedback, on
the contrary, seems more promising as it drives turbulence from
small to large scales (Dekel & Krumholz 2013; Krumholz et al.
2014). Observations, though, demonstrate that the required driv-
ing sources need to act on scales of entire clouds, which typical
feedback, such as radiation, winds, jets, or supernovae (SNe),
cannot achieve (Heyer & Brunt 2004; Brunt et al. 2009; Brunt &
Heyer 2013).

There have been many theoretical studies that have examined
the nature and origin of turbulence within the various phases of
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the interstellar medium (ISM; Mac Low & Klessen 2004, and
references within). The most established characterisation of tur-
bulence in general was introduced by Kolmogorov (1941) who
investigated fully developed, incompressible turbulence driven
on scales larger than the object of interest, and dissipating on
scales much smaller than those of interest. In the scope of this
paper this object is a single MC. MCs are highly compress-
ible, though. Only a few analytical studies have treated this
case. She & Lévéque (1994) and Boldyrev (2002), for example,
generalised and extended the predicted scaling of the decay of
turbulence to supersonic turbulence. Galtier & Banerjee (2011)
and Banerjee & Galtier (2013) provided an analytic description
of the scaling of mass-weighted structure functions.

Larson (1981) found a relation between the linewidth o~ and
the effective radius R of MCs. Subsequent investigators have
settled on the form of the relation being (Solomon et al. 1987;
Falgarone et al. 2009; Heyer et al. 2009)

o o« RY2, (D)

Goodman et al. (1998) showed that analysis techniques used
to study this relation could be distinguished by whether they
studied single or multiple clouds using single or multiple tracer
species. Explanations for this relation have relied on either
turbulent cascades (Larson 1981; Kritsuk et al. 2013a, 2015;
Gnedin 2015; Padoan et al. 2016), or the action of self-gravity
(Elmegreen 1993, 2007; Vazquez-Semadeni et al. 2006; Heyer
et al. 2009; Ballesteros-Paredes et al. 2011b).

These can potentially be distinguished by examining the
velocity structure function (VSF). Kritsuk et al. (2013a) care-
fully reviews the argument for Larson’s size-velocity relation
depending on the turbulent cascade. In short, in an energy cas-
cade typical for turbulence, the second-order structure function
has a lag dependence £*® with ¢(2)~1/2. In Ibafiez-Mejia
et al. (2016, hereafter Paper I) the authors argue that uniform
driven turbulence was unable to explain the observed relation
in a heterogeneous ISM, but that the relation could be naturally
explained by hierarchical gravitational collapse.

In this paper, we examine the velocity structure functions
of three MCs that formed self-consistently from SN-driven tur-
bulence in the simulations by Paper I and Ibafiez-Mejia et al.
(2017, hereafter Paper II). We study how the turbulence within
the clouds’ gas evolves. The key questions we address are the
following: What dominates the turbulence within the simulated
MCs? Does the observed linewidth-size relation arise from the
turbulent flow? How can structure functions inform us about
the evolutionary state of MCs and the relative importance of
large-scale turbulence, discrete blast waves, and gravitational
collapse?

In Sect. 2, we introduce the simulated clouds in the context of
the underlying physics involved in the simulations. Furthermore,
we describe the theoretical basics of velocity structure functions.
Section 3 demonstrates that the velocity structure function is
a useful tool to characterise the dominant driving mechanisms
of turbulence in MCs and can be applied to both simulated
and observed data. We examine the influence of using one-
dimensional velocity measurements, different Jeans refinement
levels, density thresholds, density weighting on the applicability
of the velocity structure function, and the results obtained with
it in Sect. 4. At the end of that section, we also compare our
results to observational studies. We summarise our findings and
conclusions in Sect. 5. The simulation data and the scripts that
this work is based on are published in the Digital Repository of
the American Museum of Natural History (Chira et al. 2018a).
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2. Methods
2.1. Cloud models

The analysis in this paper is based on a sample of three MCs
identified within a three-dimensional (3D), magnetohydrody-
namical, adaptive mesh refinement simulation using the FLASH
code (Fryxell et al. 2000). Paper I and Paper II, as well as
Chira et al. (2018b, Paper III hereafter), describe the simulations
and the clouds in more detail. We summarise the most relevant
properties.

The numerical simulation models a 1 x 1 x40 kpc® section
of the multi-phase, turbulent ISM of a disc galaxy, where dense
structures form self-consistently in convergent, turbulent flows
Paper I. The model includes gravity — a background galactic-disc
potential accounting for a stellar component and a dark matter
halo, as well as self-gravity turned on after 250 Myr of simulated
time — SN-driven turbulence, photoelectric heating and radiative
cooling, and magnetic fields. Although hundreds of dense clouds
form within the simulated volume, Paper II focussed on three
clouds, which were re-simulated at a much higher spatial res-
olution. The internal structures of the MCs are resolved using
adaptive mesh refinement, focussing grid resolution on dense
regions where Jeans unstable structures must be resolved with
a minimum of 4 cells (A; > 4Axy;,). For a maximum resolution
of Ax=0.1 pc, the corresponding maximum resolved density is
8x 10° cm™ for gas at a temperature of 10 K (e.g. Paper II,
Eq. (15)). We define MCs as regions above a fixed number den-
sity threshold with fiducial value 7¢jouq = 100 cm™. We chose
this threshold as it roughly corresponds to the density when CO
becomes detectable. The MCs have initial masses at the onset of
self-gravity of 3 x 10°, 4 x 10°, and 8 x 10° M, and are denoted
as M3, M4, and M8, respectively, hereafter. In this paper, we use the
data within (40 pc)? subregions centred on the high-resolution
clouds’ centres of mass, which we map to a uniform grid of 0.1
pc zones for analysis. For illustrations of the morphologies of the
three clouds we refer to Fig. 1 of Paper III.

It is important to point out that the clouds are embedded
within a complex turbulent environment, gaining and losing
mass as they evolve. Paper II described the time evolution of
the properties of all three clouds in detail, in particular, mass,
size, velocity dispersion, and accretion rates, in the context
of MC formation and evolution within a galactic environment.
Paper III studied the properties, evolution, and fragmentation
of filaments that self-consistently condense within these clouds.
We paid particular attention to the accuracy of typical stabil-
ity criteria for filaments, comparing the results to the theoretical
predictions, showing that simplified analytic models do not cap-
ture the complexity of fragmentation due to their simplifying
assumptions.

2.2. Velocity structure function

In this paper, we probe the power distribution of turbulence
throughout the entire simulated MCs by using the velocity
structure function (VSF). The VSF is a two-point correlation
function,

S p(0) = (1Avl”) @)
that measures the mean velocity difference
Av(l) = v(x + ) —v(x) 3)

between two points x and x + £, with £ being the direction
vector pointing from the first to the second point. The VSF S, is
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usually reported as a function of lag distance, £ =|£|, between the
correlated points. The coherent velocity differences measured by
the VSF can be produced by both the energy cascade expected
in turbulent flows, and by coherent motions such as collapse,
rotation, or blast waves. Those patterns become more prominent
the higher the value of the power p is (Heyer & Brunt 2004).

For fully developed, homogeneous, isotropic, turbulence the
VSF is well-described by a power-law relation (Kolmogorov
1941; She & Lévéque 1994; Boldyrev 2002):

S,(6) oc ££P, )

Kolmogorov (1941) predicts that the third-order exponent,
£(3), is equal to unity for an incompressible flow. As a conse-
quence the kinetic energy decays with Ey;, (k) ock‘g, with k= 27”
being the wavenumber of the turbulence mode. For a supersonic
flow, however, {(3)>1 is expected. Based on Kolmogorov’s
work, She & Lévéque (1994) and Boldyrev (2002) extended and
generalised the analysis and predicted the following intermit-
tency corrections to Kolmogorov’s scaling law. For incompress-
ible turbulence with filamentary dissipative structures She &
Lévéque (1994) predict that the VSFs scale with power law

index
o\
1-(5) }, 5)

while supersonic flows with sheet-like dissipative structures are
predicted to scale with (Boldyrev 2002)

_P
Lp)=75+2

N
am=§+1—%). ©6)

It should be noted that both equations return a value of
£(3)=1, but this is only an exact result for the She & Lévéque
model, while it is a result of normalisation in the case of
Boldyrev.

In the case of compressible turbulence, the energy cascade
can no longer be expressed in terms of a pure velocity differ-
ence because density fluctuations become important. Turbulence
should then show a cascade in some density-weighted VSF anal-
ogous to the incompressible case. Padoan et al. (2016) defined a
density-weighted VSF to attempt to capture this process, which
we use in our subsequent analysis

(p(x)p(x + £) |Av)” )
(p(x)p(x +£))

Alternatives have been proposed by Kritsuk et al. (2013b)
based on an analysis of the equations of compressible flow that
should be explored in future work.

In many cases a three-dimensional computation of the VSF
cannot be performed because of the observational constraint that
only line-of-sight velocities are available. We therefore compare
our three-dimensional (3D) results to one-dimensional (1D),
density-weighted VSFs

(p(x)p(x + O)|Av - €|” )
(px)px+6))

with e; representing the unit vector along the i = x-, y-, or z-axis.

Benzi et al. (1993) introduced the principle of extended
self-similarity. It proposes that there is a constant relationship
between the scaling exponents of different orders at all lag scales

S,(6) = (7

Sp.an(l) =

®)

so that £ can be measured from §,/S3, which typically gives
a clearer power-law behaviour. The self-similarity parameter is
defined as

_ )
£@3)

As mentioned before, both Eqgs. (5) and (6) return values
of £(3)=1. Therefore, those equations also offer predictions for
Z(p).

For the discussion below, we measure {(p) by fitting a power-
law, given by

Z(p) €))

1ogo [$,(0)] = logyq (A) + {(p) log (D). (10)

with A being the proportionality factor of the power-law to the
simulated measurements. We choose the smallest lag of the fit-
ting range to be equal to eight zones, sufficiently large to ensure
that our fit does not include the numerical dissipation range. For
more details of the fitting procedure we refer to Appendix A.

We follow observational practice and reduce the compu-
tational effort of this study by generally focussing on clouds
defined by a density threshold. However, Paper II shows that
there is usually no sharp increase in density between the ISM
and the clouds. Instead, the gas becomes continuously denser
towards the centres of mass within the clouds. Consequently,
our use of a density threshold is a somewhat artificial bound-
ary between the clouds and the ISM. Observationally, however,
introducing a column density (or intensity) threshold is unavoid-
able, be it due to technical limitations (e.g. detector sensitivity)
or the nature of the underlying physical processes (for example,
excitation rates, or critical densities). Therefore, we also study
how a density threshold influences the VSF and its evolution.

At our fiducial density threshold, we actually consider only
<1.5% of the volume in the high resolution cube. To under-
stand the influence of this limitation we set up a test sce-
nario (see Sect. 3.4) by removing the density threshold (setting
Netoud =0 ¢cm™3) that results in analysing the entire data cube.
Details of the method for computing the VSFs in these two cases
are given in Appendix A.

As in the case without a density threshold it would be too
computationally expensive to compute all lags to all zones.
Thus, we randomly choose a set of 5% of the total number of
zones as reference points and only compute relative velocities
from the entire cube to these zones. By choosing the start-
ing points randomly we ensure that all parts of the cubes are
considered. As a consequence, there is only a small likelihood
(5% % 1.5% =0.075%) that any given zone chosen will be within
the cloud. Therefore, we emphasise that it is likely that the two
subsamples (no density threshold and cloud-only) do not have
a common subset of starting vectors. Nevertheless, the random
sample still includes >4 x 103 zones in the cloud, so the sample
does include information on VSFs of material in the cloud.

3. Results
3.1. Examples

In this section, we present our results on how VSFs reflect the
velocity structure within and around MCs.

Figure 1 shows nine examples of density-weighted VSFs
(Eq. (7)). The figure shows the VSFs of all three clouds
(columns) at times of 1.0, 3.0, and 4.2 Myr after the onset of
gravity. All plots show orders p = 1-3. The solid lines show the
fitted power-law relations as given by Eq. (10).
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Fig. 1. Examples of VSFs from models (left to right) M3, M4, and M8 as function of lag scale ¢ and order p, based on data with density threshold.
The examples are given for times (fop to bottom) t=1.0 Myr, 3.0 Myr, and 4.2 Myr. The dots (connected by dashed lines) show the values computed
from the simulations. The solid lines represent the power-law relation fitted to the respective structure functions.

The examples demonstrate that, in general, the measured
VSFs cannot be described by a single power-law relation over
the entire range of £. Instead they are composed of roughly three
different regimes: one at small scales at 0.8 pc < <3 pc, a sec-
ond one within 3 pc <€ < 10-15 pc, and the last one at large
scales with 10—15 pc < € <30 pc. We find that only the small and
intermediate ranges may be represented by a common power-law
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relation. On larger scales, one observes a local minimum before
the VSFs either increase or stagnate. Additional examples of
VSFs are given in Appendix B.

The examples in Fig. 1 and Appendix B illustrate how VSFs
react to different scenarios that affect the turbulent structure of
the entire clouds. All clouds at = 1.0 Myr show the case where
turbulence is driven on large scales and naturally decays towards
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smaller scales. This is the most common behaviour seen in all
three MCs within the first ~1.5 Myr of the simulations. During
this interval of time the clouds experience the effect of self-
gravity for the first time in their evolution and need to adjust
to this new condition. Until this occurs, their VSFs continue to
be dominated by the freely cascading turbulence that previously
dominated the kinetic structure of the clouds. We note that with
each refinement it takes finite time for the turbulence to propa-
gate to smaller scale, so the cloud evolution at high resolution
was started well before self-gravity was turned on (see Paper II,
Seifried et al. 2017).

The later examples represent the clouds when the VSFs are
dominated by sources that drive the flow within the clouds in
a more coherent way. M3 at t=3.0 Myr and M4 at r=4.2 Myr
show VSFs at times when the clouds have just been hit by a SN
blast wave. One clearly sees how the amplitude of the VSFs are
increased by an order of magnitude or more compared to the
time before. Especially the power at small scales below a few
parsecs is highly amplified as a result of the shock. Despite the
increase of turbulent power at small scales, a large amount of
energy is injected at large scales, as well. However, the effect of
SN shocks last for only a short period of time (see Sect. 3.2).

M8 at +=3.0 Myr demonstrates the imprint of gravitational
contraction. Here, the VSF is almost flat, or even slightly increas-
ing towards smaller separation scales. This kind of profile is
typical for gas that is gravitationally contracting (Boneberg et al.
2015; Burkhart et al. 2015). Gas moves into the inner regions of
the cloud, reducing the average lag distances, while being accel-
erated by the infall to higher velocity. As a consequence, large
amounts of kinetic energy are transferred to smaller scales and
higher densities, flattening the corresponding density-weighted
VSF.

3.2. Time evolution

Figure 2a summarises the time evolution of the power-law index
{(p) fit to the density-weighted VSF obtained for each cloud, and
each order p. The figure shows several interesting features. First,
initially, at =0 Myr, all calculated values of { are above the
predicted values (see Egs. (5) and (6)). This probably occurs pri-
marily because the base simulation only resolves down to 0.49 pc
before additional grid levels are added to resolve the clouds, so
it cannot resolve the turbulence inertial range below approxi-
mately 3 pc. This can be seen in the t=0 Myr power spectrum
in Fig. 25, Appendix B, of Paper II. As the zoom-in simula-
tions evolve, the turbulence cascades to smaller scales in dense
regions that are better resolved, so the density-weighted VSF
slopes initially drop to the values expected for supersonic turbu-
lence. The VSFs without density-weighting and, even more so,
without density threshold remain too steep despite the increased
resolution in dense regions, because these VSFs remain domi-
nated by numerical diffusion in the diffuse gas that has not been
further refined.

Second, ¢ for all orders decreases with time as the clouds
are first refined and then begin to gravitationally collapse. Dis-
tributed gravitational collapse causes an increase in relative
velocities at increasingly small scales as material falls into fil-
aments and nodes. The increase in small-scale power leads to
a flattening or even inversion of the VSF and thus a decrease
in £. Third, occasionally one observes bumps and dips in slope
in all orders of VSFs (e.g. M3 or M8 around 7= 1.7 Myr). These
features only last for short periods of time (up to 0.6 Myr), but
set in rather abruptly and represent sudden changes in large-scale
power that change the VSF slope.

Figure 3a shows the corresponding time evolution of the
self-similarity parameter, Z. One sees that most of the time
the measured values of Z are in agreement or at least closely
approaching the predicted values. The occasional peaks in Z (for
example, in M4 at r=4.1 Myr) occur at times when the scaling
exponents of the VSFs ¢(3) reach values close to or below 0.
A decrease in Z (for example, in M3 around 7= 1.8 Myr) occurs
when SN shocks hit and heavily impact the clouds, producing
stronger effects in higher order VSFs.

We note that the nearby SNe that we mark in Figs. 2 and 3
and consider in the analysis were listed by Paper II as exploding
at a radius of up to 100 pc from the clouds’ centres of mass. The
shock fronts move at average speeds of 50—-100 km s~! through
the ISM, so it can take the blast waves more than 1 Myr to reach
the clouds. Thus, it is important to keep in mind that the MCs
do not react immediately to SNe, and that the time between the
explosion of a SN and the interaction of its shock front with one
of the clouds varies depending on the distance, as well as with
the composition of the ISM along the propagation path.

Paper II discusses the influence of these SNe on the modelled
clouds. In particular, the authors focus on the overall proper-
ties of the clouds, like total mass, accretion rate, total velocity
dispersion, and evolution. They find that there is a tight cor-
relation between those properties and that the clouds evolution
strongly depends on whether the clouds are hit by blast waves, as
well as the details of these interactions (meaning, for example,
the strength or direction of the shock jump). Therefore, it is
intuitive that blast waves have a substantial influence on the tur-
bulence within the clouds, as well. We discuss this in more detail
in the following sections of this paper.

In the rest of this section, we study how VSFs computed in
different ways compare to these density weighted results. We
compare the findings with the results we have obtained with our
original setup. In Sect. 4, we discuss and interpret these results
in more detail.

3.3. Line-of-sight VSF

Previously, we have seen how the VSF behaves and evolves
within the clouds. To do this, we derived the relative velocities
based on the 3D velocity vectors from the simulations. How-
ever, observed VSFs can only be measured using line-of-sight
velocities. In this subsection we investigate how VSFs derived
from 1D relative velocities compare to the 3D VSFs presented
before.

Figures 2b and 3b show measured ¢ and Z, respectively,
derived based on Eq. (8). We see that, in most of the cases, most
of the 1D VSFs agree well with each other, as well as with the
corresponding 3D VSFs. The VSFs of M4 are the best examples
for this.

However, there are also cases in which the 1D VSF temporar-
ily evolves completely differently than the 3D VSF. For example,
the 1D VSF along the x-axis in M3 initially behaves like the cor-
responding 3D VSF, though with lower absolute values of ¢
(or higher values of Z). However, during the period f=2.5—
3.8 Myr the functions diverge. While the 3D ¢ decreases further
and switches sign, the  based on the 1D VSF along the x-axis
shows a local maximum before converging with the 3D ¢ again.
Another example for temporal divergence are the VSFs of
M8 projected onto the x- and z-axes. Here, the VSFs develop
below or above the level of the 3D VSF, respectively. After the
impact of the SN blast wave at = 1.5 Myr all three VSFs con-
verge with each other, as well as with the 3D VSF under the
influence of the on-going gravitational collapse.
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Fig. 2. Time evolution of scaling exponent {(p) of the pth order VSF. Panels a—d: the measurements for M3 (left), M4 (middle), and M8 (right),
respectively. Of these, panel a represents the standard analysis while the other rows illustrate the results of different variations in the analysis as
noted in the figures. Panel e: the values of ¢ measured within M3 as a function of the Jeans refinement level the cloud has been modelled with. We
note that these more expensive runs were not run for as long as the fiducial run. In all panels, the grey dotted vertical lines mark the times than a
SN explodes within 100 pc of the cloud, while the blue areas indicate periods of enhanced mass accretion onto the clouds. The coloured horizontal
lines show the predicted values for incompressible turbulence (dash-dotted lines; She & Lévéque 1994) and for highly compressible, supersonic
turbulence (dashed lines; Boldyrev 2002).

3.4. Density thresholds shows ¢, while Fig. 3¢ shows Z in this case. These figures clearly

illustrate that the measurements in the samples without density
We now examine the VSFs of the entire data cubes without threshold completely differ from those with the density thresh-
setting a density threshold (i.e. setting 71¢joug = 0 cm™3). Figure 2¢c  old. The measured values of ¢ are much higher in the ISM than
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Fig. 3. Like Fig. 2, but for the measured self-similarity parameter Z = {(p)/{(3) of the pth order VSF.

in the cloud-only sample. Although we see a slight decline of ¢
in M4 and M8 as the gas contracts under the influence of grav-
ity in the vicinity of the clouds, ¢ generally evolves differently
here than in the analysis that is focussed on the clouds, remain-
ing very steep. We see a high rate of random fluctuations in the
evolution of ¢, as well. Furthermore, contrary to all of our other
test scenarios, we see here that all Z are constant in time and
within all clouds, with values slightly lower than those predicted
by She & Lévéque (1994) for incompressible flows. This is con-
sistent with the high sound speed in the hot gas that fills most of

the volume of the computational box, which results in subsonic
flows predominating.

3.5. Density weighting

As mentioned in Sect. 2.2, Eq. (2) represents the definition of the
density-weighted VSF. While this represents the observational
situation better, the theoretical predictions were developed for
the unweighted statistic. Thus a comparison of results for the two
variations in our model is of interest. There are a few studies that

A97, page 7 of 21



A&A 630, A97 (2019)

have targeted this question (e.g. Benzi et al. 1993, 2010; Schmidt
et al. 2008; Gotoh et al. 2002). However, all of them considered
isotropic, homeogeneous, turbulent flows that are not compara-
ble to our clouds. Padoan et al. (2016) use both methods, but not
on the same set of data.

In this section, we investigate the influence of density weight-
ing on VSFs by repeating the original analysis with the non-
weighted VSF given by Eq. (2). Figures 2d and 3d show the
measured values of ¢ and Z derived from the non-weighted
VSFs, respectively.

Comparing the weighted and non-weighted samples, we see
the following: The non-weighted ¢ (Fig. 2d) traces the interac-
tions between the gas of the clouds and the SN shocks in the
same way as occurs for the density-weighted VSF. In M3 and M8
we also see that the values of ¢ decrease as the clouds evolve, yet
not as fast as they do in the density-weighted VSFs, which focus
attention on the dense regions of strongest collapse. The mea-
surements in M4, however, are almost constant over time. In all
the cases, the values of ¢ never decrease below 0.5; a behaviour
that clearly differs from what we have observed in the density-
weighted VSFs. The density weighting weakens the influence of
the highly compressible flows in the densest regions, but not so
much as in the case with no density threshold. Consequently,
the evolution of Zs (see Fig. 3d) becomes smoother, as well, as
there is no sign inversion of . As a result the values of Z fluc-
tuate slightly when shocks hit, and otherwise vary between the
compressible and incompressible limits.

3.6. Jeans length refinement

The results we have discussed so far are based on simulation
data presented in Paper I and Paper II. Due to the huge computa-
tional expense of the variety of physical and numerical processes
(fluid dynamics, adaptive mesh refinement, SNe, magnetic fields,
radiative heating and cooling, and many more) within those sim-
ulations, though, they have required some compromises. One of
these compromises was the Jeans refinement criterion used as
part of the adaptive mesh refinement mechanism. The authors
resolved local Jeans lengths by only four zones (1; =4Ax). This
is the minimal requirement for modelling self-gravitating gas in
discs in order to avoid artificial fragmentation (Truelove et al.
1998). Other studies, have shown that a significantly higher
refinement is needed to reliably resolve turbulent structures and
flows within discs to resolve turbulence (Federrath et al. 2011;
Turk et al. 2012). In our case, the key question is how quickly the
turbulent cascade fills in after the multiple steps of refinement to
higher resolution required to develop the high resolution cubes
we use. Although we have a different physical situation, the ear-
lier results still emphasise the importance of how well the Jeans
length is resolved.

In the appendix of Paper II, the authors examine the effect the
number of zones used for the Jeans refinement has on the mea-
sured kinetic energy. For this, they have rerun the simulations of
M3 twice; once with Ay = 8Ax for the first 3 Myr after self-gravity
was activated, and once with Ay = 32Ax for the first megayear of
the cloud’s evolution. The authors show that the A; = 32Ax simu-
lations smoothly recover the energy power spectrum on all scales
already after this first megayear. The other two setups do this, as
well, but only over longer timescales (see also Paper II, Seifried
et al. 2017).

Furthermore, Paper II calculated the difference in the cloud’s
total kinetic energy as a function of time and refinement level.
They found that the A; =4Ax simulations miss a significant
amount of kinetic energy, namely up to 13% compared to
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Ay =8Ax and 33% compared to Ay =32Ax. However, they also
observed that these differences peak around #=0.5 Myr and
decrease afterwards, as the Ay =4Ax and A; = 8Ax simulations
adjust to the new refinement levels. Thus, the results we have
derived from the A; =4Ax simulations need to be evaluated with
respect to this lack of turbulent energy, although the clouds’
dynamics remains dominated by gravitational collapse. It also
means that the Ay =4Ax data become more reliable the longer
the simulations evolve.

In order to study how the level of Jeans refinement influences
the behaviour of the VSFs, we investigate the M3 data of the
Ay =8Ax and A; =32Ax simulations. Figures 2e and 3e show ¢
and Z for Ay = 8Ax and Ay =32Ax. In Fig. 4 we directly compare
the measurements of all refinement levels relative to Ay =4Ax.

The A5 = 8Ax model shows the same behaviour as Ay =4Ax,
with values in both samples being in good agreement as the top
panel of Fig. 4 demonstrates. Over the entire observed time span,
the measured values of { decrease as the VSF become flatter. At
the time the SNe interact with the cloud, over the course of about
a megayear after traveling across the distance from the point of
explosion to the cloud, the VSFs steeply increase toward larger
scales, causing values of ¢ (Fig. 2e) to jump. Compared to the
Ay =4Ax sample, the peak in ¢ is smoother and lasts longer at
higher Jeans resolution.

These same effects can be seen in Fig. 3e where the drop of Z
due to the SN shock lasts longer than it did for 1; = 4Ax. Besides
this, the time evolution of Z for Ay =8Ax is as sensitive to the
turbulence-related events as it was for Ay = 4Ax. The divergence
produced when gravity has transferred the majority of power to
smaller scales occurs at the same time. The actual depth of the
drop is a numerical artefact caused by £(3) being equal or close
to zero at this very time step.

The picture changes when we analyse the VSFs based on the
Ay =32Ax runs (Figs. 2e, 3e, and 4). Here one sees that the mea-
sured values of both ¢ (Fig. 2e) and Z (Fig. 3e) are similar to
those for Ay =4Ax for the first 0.2 Myr. After this short period,
though, the evolution of £ diverges. While £(1) and £(2) continue
to decrease similar to Ay =4Ax but at lower rate, £(3) increases
until it peaks at t=0.8 Myr and falls steeply again. This diver-
gence has notable impact on the evolution of Z, as well. The
bottom panel of Fig. 4 illustrates the different evolution of mea-
sured ¢ and Z in the two simulations more clearly. One sees that
the differences between the samples follow the same pattern for
all orders of p. The differences, though, increase with the order:
While the values for (1) are still in good agreement, the mea-
sured values of £(2) and £(3) for A; =32Ax are 40% and 100%
higher than those measured for Ay =4Ax, respectively. Conse-
quently, this causes differences in Z(p) of 30-52% between the
simulations. At 7= 1.2 Myr, the last time step of this sample, the
values of all  equal the measurements of Ay =4Ax again. As
the cost of extending the Ay = 32Ax simulation is prohibitive, we
cannot determine whether this agreement will continue.

4. Discussion
4.1. Time evolution

We have seen in Sect. 3 that density-weighted VSFs reflect
a combination of uniform, compressible turbulence, large-
scale shocks, and gravitational collapse. Extended self-similarity
emphasises the turbulent nature of these high-Reynolds numbers
flows even in regions of gravitational collapse. The measured
values of ¢ differ from the predicted values by She & Lévéque
(1994) and Boldyrev (2002) for most of the time of the clouds’
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evolution. The origin of these differences are to be found in a
combination of numerical dissipation and the underlying phys-
ical conditions. Contrary to the conditions in the reference
models, we examine a multi-phase medium with magnetised
turbulence that is hardly uniform, isothermal, or homogeneous.
However, the diffuse medium is also underresolved compared
to the dense gas, thanks to our Jeans refinement strategy, which
removes small-scale power in the diffuse medium.

The impact of SN shocks hitting the clouds is to inject power
at all scales (Fig. 1). The resulting VSFs tend to lose their power-
law character. Fitting a power-law to them anyway results in
substantial perturbations from the predictions for compressible
turbulence even under extended self-similarity. Figure 3 shows
times of SN explosions and periods of strong accretion onto the
clouds. Remembering that it can take the shock front more than
1 Myr to propagate from the site of the SN explosion to the
molecular cloud, perturbations in Z not associated with zero-
crossings by £(3) are consistent with being caused by SN shock
front interactions with the clouds. These shock interactions last
for only a fraction of a megayear, though, consistent with the
crossing time of the blast wave through the dense interior of
the cloud, after which the turbulent nature of the flow reasserts
itself.

As the clouds gravitationally collapse, the resulting increase
in small-scale power flattens or even inverts the density-weighted
VSFs, resulting in decreasing or even negative values of ¢
(Fig. 2a). The increase in small-scale power can also be derived
from the increasingly negative binding energy of the clouds as
further gas falls into them Paper II. At the same time as the
turbulence becomes increasingly non-uniform and anisotropic
because of the importance of gravitation, the bulk velocity dis-
persion of the cloud increases. Paper I showed that Eq. (1) is
satisfied at these late times, but not at early times, less than
a free-fall time, when the velocity dispersion inherited from
the background turbulent flow is independent of the size of the
cloud. These early times are when the turbulence dominates the

flow and the second-order power law is roughly (2) =~ 1/2. This
suggests that the apparent agreement with Larson’s size-velocity
relationship is coincidental. Observing two-point correlations
using a method that cannot capture the dense flows adequately
will yield this result from the cloud envelopes, though, thus per-
haps explaining the apparent success of such efforts (Goodman
et al. 1998, Fig. 9 shows how these different interpretations can
arise).

Extended self-similarity shows VSF ratios characteristic of
compressible turbulence (Fig. 3a), as can be seen from their tend-
ing to lie between the incompressible limit of She & Lévéque
(1994) and the extremely compressible Burgers turbulence limit
of Boldyrev (2002). (The extended self-similarity procedure fails
as £(3) passes through zero, however, so it must be interpreted in
concert with the raw values of £.) This suggests that, just as the
extended self-similarity procedure removes the effects of dissi-
pation, it also removes the effects of hierarchical gravitational
collapse, while continuing to reflect the turbulence in these high
Reynolds-numbers flows.

4.2. Line-of-sight velocities

In Sect. 3.3 we have seen that the { and Z derived from the
ID VSFs generally evolve similarly to those derived from the
3D VSFs. Yet, we have also seen that individual sight lines
may evolve differently. These differences appear to reflect the
detailed geometry of shock impacts on the cloud, which are
reflected more strongly in the higher-order VSFs. For example,
for the first 2 Myr of the evolution of M4 the values of Z along
the y-axis are significantly higher than those observed along the
other axes and diverge significantly from the values expected for
uniform turbulence. It should be recalled here a perturbation in
Z usually corresponds to an episode of strong shock driving,
suggesting an impact along the y-axis at this time. Along the
other two axes, Z continues to agree with supersonic turbulence
(Boldyrev 2002). This effect is only visible as we analyse the
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three dimensions separately, while the driving of the gas along
the y-axis is averaged out in the 3D VSFs (see Fig. 3a).

In summary, for a fully developed 3D turbulent field we
expect that 1D VSFs behave similarly to 3D VSFs. However,
when there is a preferred direction along which the gas flows,
the 1D and 3D VSFs differ significantly from each other. Thus,
we predict that observed VSFs reflect the nature of turbulence
within MCs unless there is clear evidence that the gas is driven
in a particular direction (e.g. by a stellar wind or SN shock front).

We note that this analysis does not take typical line-of-sight
effects, such as optical depth or blending, into account. Future
studies need to investigate this point in more detail by performing
VSF analyses based on full radiative transfer calculations.

4.3. Density thresholds

We find that the structure and behaviour of VSFs strongly
depends on whether or not we assume a density threshold in
computing them. In the fiducial case, where ncjouq = 100 cm™3,
we have seen a mostly straight decline of £ while Z remains fairly
constant over time, reflecting the contraction of the clouds due to
self-gravity. On the other hand, if we remove the density thresh-
old, including the entire high-resolution cube in the calculation,
we observe a completely different picture. The high velocities
present in the diffuse ISM surrounding the cloud lead to strong
large-scale power and thus much steeper VSFs, corresponding to
higher values of £. There is still a slightly declining trend in £, but
the evolution is dominated by random fluctuations. We also see
that Z remains constant for the entire simulation in every case.
However, the VSF scaling exponents are about four times steeper
than the values that are predicted by (Boldyrev 2002) for incom-
pressible flows. This is partly an effect of numerical dissipation
reducing the velocities in less-refined diffuse gas. However, it is
probably also due to the sharp reduction in the velocity disper-
sion of dense gas already noted in Paper I, given that the dense
gas has small characteristic scales. This suggests that they are
dominated by the subsonic flow in the hot gas with 7> 10% K
that occupies most of the volume of the box.

Furthermore, the results demonstrate that the effect of SNe,
and the interaction of the produced shock fronts with the ISM
acts rather locally. This means that a single SN can not drive the
gas dynamics on scales of our entire cubes (40° pc?), at least
not in the same way as it does on scales of individual MCs.
Rather the VSFs reflect the superposition of multiple SNe that
only combined drive the turbulence of the diffuse ISM.

We conclude that the decision of whether or not a den-
sity threshold is used has a significant and direct influence on
the resulting VSFs. Indeed, it is a straight-forward approach to
focus the analysis on the actual area of interest. In observational
studies such a threshold will anyway always be present as min-
imal collision rates for excitation or the sensitivity of detectors
automatically introduce implicit density or intensity thresholds.
Although we have only tested two specific setups in this context
we have seen the significance of a proper choice of the density
threshold, as well as a proper discussion of the obtained results
considering the threshold as one of the defining parameters. We
We note that future work could fruitfully also consider an upper
density threshold to mimic the major effects of optical thickness
even if true radiative transfer were probibitively expensive.

4.4. Density weighting

In this subsection, we discuss the effect of computing the VSF
with or without including density weighting, relying on the
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results presented in Sect. 3.5. As long as the turbulence is
dominated by the large scales, and a density threshold is used,
considering the density weighting does not have a significant
effect. However, as the clouds evolve the differences increase:
the non-weighted VSFs never drop below 0.5. This is because the
non-weighted VSF treats all cells equally, no matter whether the
particular cell represents a dense element of the cloud centre or
a diffuse element of the cloud’s edge, while the weighted VSF
gives more weight to the matter within the small-scale, dense,
collapsing regions. The kinetic energy is dominated by these
regions. Thus, neglecting density weighting decouples the VSF
from the kinetic energy distribution. A more exact treatment of
this question is given by Kritsuk et al. (2013b) and Banerjee &
Kritsuk (2017, 2018). This is particularly important at late times
when small-scale collapse dominates.

Nevertheless, Fig. 3d illustrates that these differences do
not prevent extended self-similarity from holding. Regardless of
whether density-weighting is included, the values of Z remain
similar, with similar responses to external driving, except for the
features created when ((3) passes through zero in the density-
weighted VSFs. This observation is true for all Jeans refinement
levels, as Fig. 5 demonstrates.

Figure 5 summarises the comparison of { and Z measured
with the density-weighted and non-weighted VSFs for all Jeans
refinement levels (meaning the granularity used for modelling
the turbulent motions of the gas, see Sect. 3.6 for more details).
The figure clearly shows that the measurements only agree well
for the highest refinement level with A=32Ax. However, we
would need more data points to be sure that this correlation is
indeed real. At lower refinement levels the measurements, as
those used for the standard analysis and all other test scenar-
ios but the one presented in Sect. 3.6, correlate less well with
each other. The differences in the samples appear dominantly
when the density-weighted { cease below ~0.5, which is the
global minimum for the non-weighted {. This means that none
of the ¢ computed in all clouds and refinement levels with the
non-weighted VSF is measured to be below 0.5.

We conclude that deriving the VSF from smooth density dis-
tributions without considering density-weighting does not affect
the behaviour of £ and Z, as long as the turbulence is domi-
nated by large scale flows, but it has a significant effect on the
measurements when the small scales become dominant. The lat-
ter is particularly important as this finding has a directly impact
on the conclusions drawn based on the scales and mechanisms
that drive the turbulence based on the measured . Not only
does ¢ become insensitive to the influence of gravitational con-
traction with time, the non-weighted VSFs also does not reflect
when the majority of kinetic energy has been transferred to small
scales. Furthermore, this emphasises the importance of taking
optical depth effects into account, as single tracers covering lim-
ited density ranges may effectively provide statistics closer to the
non-weighted VSFs.

4.5. Jeans length refinement

In Fig. 4 we see that the choice of refinement level has no sig-
nificant influence on the measurements and evolution of both ¢
and Z. The Ay =4Ax and A; = 8Ax models are in good agreement
with each other. This means that, although refining Jeans lengths
with 4 cells misses about 13% of kinetic energy, the effect on the
structure and behaviour of the turbulence is rather small and not
traced by the VSF analysis.

However, Fig. 4 shows that the agreement is rather poorer
with Ay =32Ax, as the latter differs more from Ay =4Ax the



R.-A. Chira et al.: How do velocity structure functions trace gas dynamics in simulated molecular clouds?

3.5 35
* *
3.0 / 3.0 . /
* [ X3
5 L 25 / 5 25 . /
> =} ° * o . *
IS 5] o 2
< £ 20 o 5 20 /
3 E P = &
X X 15 .7 3 15 ®
< <
< © @co ¢': ;:' a ~./
[} [} I P
< < 1.0 ase L 1.0 /
a a =
N G 05 "7' 2 05 /
* *
0.0 0.0
7 4
-0.5 -0.5
0 1 2 3 0 2 3 0 1 2 3
Z(p), A; = 4Ax, with Z(p), A; = 8Ax, with Z(p), Aj = 32Ax, with
* *
1.5 1.5 1.5
0/ 0/
o - / g /
3 1.0 3 1.0 ° 2 1.0 °
e
2 2 ® o0 3
. = =
3 os d o5 . oo 8 o5 }
1 1 "
< < <
S g0 3 g0 ’ 2 0.0 ‘
N N / X /
* *
/ / O
-0.5 —-05] o 05| o ° p=2
e p=3
-05 00 05 10 15 -05 00 05 10 15 -05 00 05 10 15

Z(p), A) = 4Ax, with

Z(p), A = 8Ax, with

Z(p), Ay = 32Ax, with
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higher the order of the VSF is. Following the explanations in
Sect. 3.6, the behaviour of £ and Z in the Ay =32Ax runs cor-
responds to the reaction of the cloud’s gas to a shock wave
running through the cloud; caused by a SN that exploded before
t=0 Myr. Indeed one sees a SN at a distance of 172 pc at
t=—1.11 Myr. As the power of the shock decreases rapidly with
distance, the SN is too weak to effectively compress the gas
within M3. This is why it was not detected in the less refined
samples.

The SN explodes far below the mid-plane of the simulated
disc galaxy, in a region without dense gas, so the blast wave
remains strong as it propagates through the ISM. By the time
the blast arrives at cloud M3, it is still energetic enough to impact
the cloud with winds at velocities above 300 km s~!, at the closer
edge of the cloud. This causes an increase of VSFs at longer lag
scales and the increase of ¢, as well as the drop in Z. However, in
the less refined runs the arrival of the blast wave only contributes
to the normal external driving for the gas’ turbulence. Only the
Ay =32Ax runs can capture the fine structure of the shock driven
into the cloud by the blast wave, which is why we detect this
feature in these runs only. This emphasises the importance for
studies like ours of properly resolving the full internal structure
of realistic MCs.

We conclude that improving the resolution resolves details
that can affect the VSF. However, the overall behaviour is already
determined by our moderate resolution simulations.

4.6. Comparison to observations

The majority of studies of VSFs in MCs are based on simu-
lated data, as is the work presented in this paper. However, there
are also some surveys that derive VSFs from observations, or
whose data can be used to reconstruct the scaling properties of
VSFs. In this section we discuss our results in the context of the
observational studies that we list in Table 1.

Most of the velocity information derives from '2CO and
13CO observations of young star-forming regions (e.g. Perseus
and Taurus Padoan et al. 2003). We also consider observa-
tions of more evolved regions, such as those of the H 11 region
NGC 6334 (Zernickel 2015), since the filaments in our simulated
MCs fragment within the first 2 Myr Paper III, suggesting that
our cloud may start to resemble such more evolved regions.

Figure 6 summarises the measured scaling exponents found
in the literature, along with our fiducial results (Fig. 2a). We
see that the observed values of ¢ span within values of 0.24
to 1.18 across the first three orders. Furthermore, we see that
the observed values are always positive, suggesting that none
of the observed clouds show signs of being dominated by col-
lapse, though that could be because the fastest flows lie in
optically thick regions inaccessible to the observations.

Compared to these measurements, the distributions of our
results show a large scatter across the parameter space. However,
we also see that there is a significant fraction of values in our

A97, page 11 of 21



A&A 630, A97 (2019)

Table 1. Summary of observed ¢ and Z in the literature.

Reference Comments D e VA
Heyer & Brunt (2007) 2co J=1-0, 0.49 +0.15 -
Perseus and solar neighborhood
Heyer & Dame (2015) 12CO and 3CO J=1-0, 30 MCs 1 0.24+0.00 -
12CO and 13CO J = 1-0, Taurus 1 0.26+0.00 -
Miesch & Bally (1994) BcoJ=1-0, 1 043+0.15 -
12 clouds and subregions of GMCs 2 0.86+0.30 -
Padoan et al. (2003) 13CO J =1-0, Perseus 1 050+0.00 0.42+0.00
2 0.83+0.00 0.72+0.00
3 118+0.00 1.00+0.00
13CO J =1-0, Taurus 1 046+0.00 0.42+0.00
2 077+£0.00 0.72+0.00
3 1.10x0.00 1.00+0.00
Padoan et al. (2006) 13CO J =1-0, Perseus 2 0.80+0.10 -
Roman-Duval et al. (2011)  *CO J = 1-0, 367 clouds from the GRS survey 1  0.50 +0.30 -
Zernickel (2015) 3CO J=1-0, NGC 6334 1 0.38+0.00 -
2 0.76+0.01 -
BCO J=1-0,NGC 6334, £ < 4 pc 1 048=+0.01 -
2 0.79+0.01 -
p=1 p=2
2.0
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1.0
g
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Fig. 6. Time evolution of scaling exponent {(p) of the pth order VSF. The panels show the measured scaling exponents for the first to third order
(left to right) for M3 (red), M4 (green), M8 (blue). The shaded area within all panels marks the range of observed values at the respective order of

VSF (see Table 1).

models that are consistent with the observational findings. These
measurements belong roughly to the evolutionary stages of the
modelled clouds after having evolved for roughly 1.0-3.9 Myr
after the onset of self-gravity. Paper III finds that the clouds
consist of a highly hierarchical structure that is dominated by
already fragmenting filaments at this point. This means that the
flows within the clouds experience a transition from cloud-scale
dominated, through filament-dominated, to core-collapse driven
motions; which is exactly what we observe in the VSFs, as well.
Consequently this suggests that the observed MCs, which show
clear signs of embedded star formation activity, are in a similar
stage where flows are dominated by the formation of hierarchi-
cal structures, (pre- and proto-)stellar cores or, in the case of
NGC 6334, internal feedback.
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We find that the interpretation of observational measure-
ments is still difficult for several reasons:

1. We have already discussed in Sect. 4.2 that the transfor-
mation from 3D to 1D VSFs is not trivial, in particular when
the studied flows are not isotropic. This is, for example, the case
when the first structures (such as filaments or sheets) form, or
the first cores collapse and accrete.

2. We have seen that interactions with SN shocks may trigger
a preferred direction, that has the potential to strongly influence
the measured 1D VSF. Although the influence of shock fronts on
VSFs is transient compared to the lifetime of the entire MC, it is
still long enough to mimic a quasi-steady state in real observa-
tions. Observing typical shock tracers, such as SiO, may help to
identify these situations.
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3. We have neglected typical line-of-sight effects that may
have a significant influence on the measurements of the local
standard of rest velocity whose precision is crucial for this kind
of study. Our projections ignore optical depth effects, and reflect
velocities all the way through the clouds, including high col-
umn density regions of dynamical collapse where motions are
fast at small scales. However, both '2CO and '*CO reach opti-
cal depth of unity at relatively low column densities. This means
that the observed VSFs will only reflect the motions of the sur-
face layers of dense MCs. Figure 2, as well as the figures in
Appendix A demonstrate that neglecting certain regimes, in par-
ticular at small scales where column densities are highest, does
have significant influence on the shape and scaling of the cor-
responding VSF. Therefore, single-tracer observations are not
suitable for studying the dynamical structure of MCs. For a
proper VSF analysis it would be advisable to use a variety of
tracers to cover the different phases of the clouds, as well as to
populate the statistics of lag distances more completely.

4. Only a small fraction of the listed observational studies
in Table 1 aimed to measure the VSFs of the respective objects
directly. In the majority of cases, the focus of the investigations
was on the general budget of kinetic energy within the MC, as
well as the question whether those clouds follow Larson’s size-
velocity relation (Eq. (1)). It is unclear whether the difference
between a relation of the lag distance of two particles and their
relative line-of-sight velocity and the connection between the
size of the entire MC and the velocity dispersion of the contained
gas has always been considered.

We recommend that both theorists and observers discuss
in more detail how observational studies may use VSFs in the
future. From the theoretical point-of-view, full line radiative
transfer calculations are required to better evaluate observational
biases and simple projection effects. This requires observations
with a high spatial resolution of the respective MC for a wide
range of lag scales and good statistics for fitting the scaling of
VSF, as well as lines with well-defined line-of-sight velocities,
ideally, optically thin lines of intermediate- and high-density
tracers.

5. Summary and conclusions

In this paper, we analyse the VSFs of MCs that have formed
within 3D magnetohydrodynamical, adaptive mesh refinement,
FLASH simulations of the self-gravitating, SN-driven ISM by
Paper 11, including both density weighting and a density cutoff.
The main results are as follows.

1. The scaling of the density-weighted VSFs depends on a com-
bination of turbulence and more coherent processes such as
SN blast wave impacts and gravitational contraction. We find
that the power-law scaling ¢ of 3D density-weighted VSFs
reflects the development of gravitational contraction, while
the extended self-similarity scaling Z reveals interactions of
clouds with large-scale blast waves.

2. The two different proposed explanations for Larson’s size-
velocity relationship, a turbulent cascade and gravitational
contraction, appear to apply to different stages in the evolu-
tion of MCs, as well as different observational techniques. It
appears coincidental that they have the same functional rela-
tionship of length to velocity, which has led to confusion of
one with the other.

— MCs dominated by uniform turbulence show a first-
order VSF with £(1) ~ 1/2. The same result can be found
for clouds undergoing strong gravitational contraction by
computing the VSF without density weighting (or, most

likely, in the presence of optical depth effects), which is
dominated by the low-density, turbulence-dominated outer
regions of clouds. At the initial time, though, we mea-
sure values of {(2)=1 or larger in the density-weighted
VSFs, that are inconsistent with turbulence models or sim-
ulations that predict £(2)=0.74 (Eq. (6)). However, these
initial values are affected by numerical dissipation and tend
to decrease as the resolution in dense regions increases in the
Zoom-in runs.

— Examining the overall velocity dispersion of gravi-
tationally dominated clouds undergoing star formation, on
the other hand, reflects the dynamics of gravitational col-
lapse. In this case, the cloud shows a shallow or even
inverted VSF dependence {(1) < 0. This reflects strong flows
at small scales. However, such gravitationally contracting
clouds were shown by Paper I to have an overall square-
root velocity-radius relationship (Eq. (1)) given by free-fall
or virial equilibrium (which differ by only 2!/2, as noted by
Ballesteros-Paredes et al. 2011b).

. As long as the MC is not affected by a shock, Z agrees

well with predicted values for supersonic flows, even as
gravitational collapse proceeds.

. We test the influence of Jeans refinement on the VSFs. We

find that the absolute amount of kinetic energy does not
influence the evolution of £ and Z, but that better resolution
of external shocks can produce changes in both quantities.

. Comparison of 3D to 1D VSFs shows differences in detail,

but qualitative agreement in the behaviour of both ¢ and Z,
in particular when gravity dominates gas dynamics. Thus,
observed 1D VSFs can be useful diagnostics in gravita-
tionally bound and contracting regions. On the other hand,
differences arise when strong transverse flows or shocks
dominate the velocity field.

. We calculate cloud VSFs using a density threshold to isolate

the cloud material, as would characteristically happen in an
observation of molecular material. Without such a thresh-
old, our VSFs are dominated by the diffuse ISM. In that
case, the extended self-similarity scaling Z lies just below
the value predicted for isotropic, incompressible turbulence
by She & Lévéque (1994). This is consistent with the low
Mach number in the hot, diffuse, ISM filling most of the
volume of our simulation. Yet, the actual values of £ in the
low density gas are about four times higher than those pre-
dicted by both She & Lévéque (1994) and Boldyrev (2002)
due to some combination of numerical dissipation and the
multiphase nature of the medium, which reduces velocities
at small scale in dense regions (see Sect. 4.3).

. We investigate the influence of defining the VSF with and

without density weighting. We find that the qualitative
behaviour is traced by both approaches. However, the scal-
ing of the non-weighted VSF { is always positive, not falling
nearly as far as for the density-weighted VSF. The density-
weighted VSF reflects the kinetic energy distribution better
as gravitational collapse proceeds to smaller and smaller
scales. (We note that in, for example, CO observations,
optical depth effects may obscure this behaviour.)

. We compare our results with measurements of both £ and Z

in observational studies. We see that our findings are gener-
ally consistent with with observations within periods during
which the clouds’ flows are influenced by both turbulent
flows and global gravitational contraction, including strong
structure formation and starting fragmentation. This reflects
the conditions of embedded star formation activity within
observed MCs.
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Our analysis shows that VSFs are useful tools for examining the
driving source of turbulence within MCs. However, studies that
use VSFs need to precisely review the assumptions and param-
eters included in their analysis as these can have a significant
influence on the results.

For our simulated clouds, the VSFs illustrate that gravita-
tional contraction dominates the evolution of the clouds. During
contraction, the VSF scaling exponent {(p) drops in value and
can even become negative as kinetic energy concentrates on
small scales. Nevertheless, the extended self-similarity scaling
parameters Z(p) continue to agree with the analytic predic-
tion for compressible turbulence except for short periods dur-
ing which SN blast waves increase power on multiple scales.
Because such blast waves are neither homogeneous nor isotropic,
they often lead to transient non-power law scaling of the VSFs,
and thus strong departures from uniform turbulent behaviour of
Z(p).
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Appendix A: Computation and fitting procedures
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Fig. A.1. Data presented in Fig. 2a, with shaded areas behind the data representing the error ranges of the computed ¢ (fop) and Z (bottom).

In this section we provide more details on how we compute the
VSFs and their scaling parameters. As described in Sect. 2.2 the
discussions in the main part of this manuscript are based on
VSFs that are computed from average relative velocities. This
means the following:

We map the 3D FLASH adaptive mesh refinement data of the
original simulations (Papers I; II) onto uniform grid data cubes.
The cubes simulate volumes of 40 pc on a side with 0.1 pc zones
centred on the centres of the molecular clouds.

The FLASH simulations take ten levels of resolution into
account; and the decision which region is resolved up to which
level depends on the density of the respective grid cell (Paper II).
Therefore, the original simulations cover a range of resolutions
from 30.4 pc in regions of |z| > 10 kpc above and below the galac-
tic midplane down to 0.06-0.10 pc within (100 pc)? boxes around
the centre of mass of the three molecular clouds presented
in this manuscript, as well as in Paper II and Paper III. Therefore,
the resolution we have chosen for the data cubes corresponds to
either the highest resolved level offered by the simulations (in
the case of M8) or a slight coarsening of the most resolved level
(in the cases of M3 and M4). The zoom-in regions modelled at
the highest resolution level extend well beyond the volume we
use in our analysis. We have adopted this size as it is sufficient
for covering the clouds’ volumes, and thus more efficient for fur-
ther analyses. In addition, this choice protects us from resolution
edge effects as the transitions from this resolution level to the
next lowest are several tens of zones away.

No matter whether a density threshold is applied or not, the
(40 pc)? cubes still include too much data to compute complete
velocity structure functions including all lags from all points.
Therefore, to derive the VSFs we coarsen the grid of projected
lag distances, ¢; =|£|; to cover the range 0.8-30 pc with only
40 equidistant bins; relative to each of the starting coordinates
of our samples.

After mapping the data onto the uniform grid, we apply two
approaches: The first considers only zones above the density
threshold, n¢jouq. These zones represent the starting points x (see
Egs. (2)—(8)). Our routine calculates the lag distances between

these zones and every other zone in the sample, as well as the
relative velocities of the gas within the given zones. The indi-
vidual lag distances are binned using spherical shells around the
starting zones that range from inner radii ¢; to outer radii ;4. By
doing so, we compute the discrete VSFs presented in the main
part of this paper with the relative velocities and product of den-
sities, p(x) - p(x + £), measured from zones within the individual
shells.

The second approach targets the case when we do not apply
any density threshold (i.e. setting ngoug =0). In this case, we
use a random number generator (random.rand from numpy) to
choose 5% of the total zones, and do the analysis on them. We
emphasise that this does not mean that we only calculate the rel-
ative velocities between these zones. Rather this subsample of
zones represent the starting vectors x to which the velocities of
all other zones x + £ in the same cube are compared to. This way
we reduce the risk of ignoring or emphasising any spatial direc-
tion or angle. As it is too computationally expensive to derive all
relative velocities between all zones within discrete shells, as we
have done in the first approach, we derived a discrete distribution
of relative velocities as function of lag distance using a discrete
fast Fourier transform (FFT). These distributions are based on the
same grid of lag distances we have already utilised for the spher-
ical shells above. Therefore, we can use the results of the FFT in
the same way as the results from the first approach to derive the
VSFs.

With both approaches we obtain a set of discrete descriptions
of VSFs as a function of lag and time (by computing VSFs for
successive code outputs). In order to derive the scaling param-
eters £ of the VSFs as a function of time and order, we fit the
power-law relation presented in Eq. (10) to the measured VSFs,
using the python curve_£it package. Due to the rather irregular
behaviour of our VSFs at larger scales, we define the weighting
function as

0 ¢ < 0.8pc
w) =11 0.8pc<f< 8pc (A1)
lpct™' ¢> 8pc.
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Although the average radii of our clouds are, on aver-
age, larger than 8 pc we choose this limit due to the variable
behaviour of the VSFs at scales of that size and larger. Investiga-
tion of different weightings would be a fruitful topic of further
investigation.

As can be seen in Fig. 1, as well as in the figures shown in
Appendix B, the shape of VSFs changes over time as different
forces act, as we explain in Sect. 3. The similarity parameters,
Z, are computed by applying Eq. (9) on the results of the fit-
ting procedure, and results are presented in Sect. 3, as well as in
Appendix B.

The fit also provides the y? errors for the measured values
of £. In Fig. A.1 we show a reduced version of Fig. 2(a), where
we only plot the time evolution of ¢ for all three clouds, along
with shades of the same colours of the respective lines that rep-
resent the errors. We see that the relative errors, A{/{ mostly
remain within a range of 5-12%. The errors of Z are computed
by Gaussian error propagation

Y4 2 oz 2
AZ(p) = \/(ﬁ - A;(p)) " (ﬁ - A§(3>)

A2

() 93) (&-2)
(ALY 2y A3

_\/( §(3>) +( G ) (A3)

In general, the relative errors of Z are, as well, around 10%,
though we do see exceptions with very large errors. The rea-
son for these is that at these times £(3) approaches zero, causing
Eq. (A.3) to diverge.

Appendix B: Inertial range

For our analysis it is essential to verify that there is a reason-
able range of scales ¢ below the driving range within which
the simulations are not dominated by numerical effects, so that
they resolve the inertial range of any turbulent cascade. We note
that the fitting region for our VSFs starts at lags greater than
eight zones, ensuring that the numerical dissipation range lies at
smaller scales. To understand the non-power law behaviour that
we nonetheless find, in the following subsections we offer more
examples that show VSFs of all three clouds at different times
and considering our different analysis approaches. We focus on
the standard analysis in Appendix B.1, on the analysis neglect-
ing the density threshold in Appendix B.2, and on the impact of
varying the resolution in collapsing regions in Appendix B.3.

B.1. Standard analysis

Figure B.l extends the data presented in Sect. 3.2 and dis-
cussed in Sect. 4.1. The figure uses the same format as Fig. 1.
The straight lines within the plots indicate the power-law rela-
tion that we have fitted onto the VSFs, considering the range
0.8<¢<8pc.
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We see that in most of the cases the VSFs are in good agree-
ment with the described power-law relation within the fitted
ranges (e.g. Fig. 1). However, there are cases when the VSF is
not well reproduced by a simple, single power-law function, such
as M3 at =3.0 Myr in Fig. 1. This appears to occur particularly
when the dominant mechanism driving turbulence changes from
large-scale driving to internal contraction. At this point the larger
scales of the clouds (larger ¢) are still dominated by external driv-
ing, while the smaller scales (smaller £) start to accelerate mostly
due to gravitational fragmentation and infall motions. The conse-
quence is that the actual VSF is a superposition of two processes
that amplify the relative motions of the gas differently and on dif-
ferent scales. A single power-law cannot describe this scenario
adequately.

B.2. No density threshold

Figures B.2 and B.3 extend the set of VSFs for the box with-
out a density threshold presented in Sect. 3.4 and discussed in
Sect. 4.3. Here we also find problems describing the behaviour
of small-scale motions with £ <2 pc. In this case we primar-
ily capture the turbulent motions within the low-density ISM.
Contrary to the modelled MCs, the ISM is not organised in
hierarchical structures, and the turbulence within the ISM is pre-
dominantly driven by SN explosions. These produce structured
correlations at the large scales of entire blast waves as well as
the small scales across shock fronts. Yet, we see that we can
fit the VSFs with a power law within the intermediate lag scale
ranges (2 pc <€ < 8 pe), suggesting this range of length scales is
dominated by a turbulent cascade.

B.3. Varying refinement

Figures B.4 and B.5 extend the set of VSFs presented for clouds
with varying amounts of refinement in gravitationally collapsing
regions in Sect. 3.6 and discussed in Sect. 4.5. A final exam-
ple of VSFs not following a power law at intermediate scales is
given by cloud M3 at # =0.8 Myr and with 45 =32Ax in Fig. B.4.
This represents the VSF of a cloud that is interacting with a
SN blast wave. In this case the maximal amplification is nei-
ther at the scale of the cloud, where the turbulence is driven by
external sources, nor on small scales where gravitational con-
traction acts. Instead the local maximum is the intermediate
scale. Considering the morphology of the cloud and the cloud’s
environment this can only occur when the shock front of a SN is
currently propagating through the cloud. Thus, the VSF here is
a superposition of three driving mechanisms: first, the external
large-scale driving; second, self-gravity that leads to contractive
motions; and finally the shock jump that injects kinetic energy
as it moves through the cloud. The effect of the shock, however,
is only local and short-lived as the injected turbulence decays
quickly (compare with M3 at r=1.2 Myr and with 45 =32Ax in
Fig. B.4).
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Fig. B.4. Additional examples of VSFs, based on data of M3 with density threshold, at different refinement levels (left to right) A=4Ax, 1=8Ax,
and A =8Ax as function of lag scale ¢ and order p. The examples are given for three different time steps, namely (top to bottom) t=0.0, 0.8, and
1.2 Myr. The dots (connected by dashed lines) show the values computed from the simulations. The solid lines represent the power-law relation
fitted to the respective structure functions.
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Fig. B.5. As Fig. B.4, but plotting relation between S,/¢ as function of lag scale / and order p.
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