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Abstract
Computational thinking requires high cognitive load as students work to manage multiple tasks in their problem-solving
environment. Through research in K-2 classrooms on computational thinking, we noticed that students lack the representational
fluency needed to move from one form to another—such as moving from physical to more abstract representations. Therefore,
the following research question was studied: How do second-grade students use and translate among representations to solve
computational thinking tasks using the robot mouse game? To address this, we employed a task-based interview approach with
three second-grade students who were engaged in four computational thinking tasks using the Code and Go Robot Mouse
Coding Activity Set developed by Learning Resources. Through four clinical tasks involving the robot mouse, students solved
puzzles set up to force them to make particular representational translations. Each translation involved a level of cognitive
complexity the students needed to manage to successfully complete the task. We found that students translated between many
different representations using concrete representations to ease translations, language as a scaffold between translations, and
embodied movements as representations or to assist with translation. Furthermore, the levels of representational maturity showed
by the students varied with the difficulty of the task, and the spatial orientation was particularly difficult for them. These results
provide important insights into how learners may develop their ability to engage with abstract representations that will be part of
future practices associated with activities in science, mathematics, engineering, and computational thinking.
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Computational thinking (CT) is highly valued in STEM edu-
cation because it involves problem-solving skills associated
with using technology as part of the process. Engineers and
scientists continuously transform what they observe in the
physical world and represent it in abstract models they can
use to help solve problems as they design and build theories
about how something works. Often the practice involves using
abstract models to develop algorithms that a computer can
perform. Without this assistance from technology to automate
complex computational tasks, engineers and scientists, as well
as many others, could not accomplish their work. Further, as

technology becomes increasingly more ubiquitous in our
workplace, a need for partnering with technology to support
thinking is becoming even more important.

Young children adapt quickly to digital and mechanical
technology. Computers, mobile devices, and building kits en-
gage children in puzzles and games and allow them to invent
and build their own worlds. For decades, educational re-
searchers have speculated that engagement with technology
can provide a natural way for students to develop thinking
skills they can use in everyday problem-solving and their fu-
ture life’s work (e.g., Papert 1980; Resnick 2006, 2007). The
reason is the cognitive demand associated with learning to
teach a machine (a computational device) how to autono-
mously perform a task involves much of the same cognition
necessary to solve everyday problems and problems associat-
ed with STEM professions (Aurigemma et al. 2013; Paas et al.
2003; Sweller et al. 1998). However, it is not totally under-
stood how we learn to think computationally, particularly
young learners. Through research in K-2 classrooms, we have
been studying CT demonstrated by young students engaged in
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engineering design-based STEM integration challenges. As
part of this work, we noticed that students lack the represen-
tational fluency needed to move from one form to another –
such as moving from physical to more abstract representa-
tions. In this paper, we explore how young children demon-
strate their ability to interpret and interact with various repre-
sentational forms as they design algorithms to instruct a ro-
botic mouse on how to execute a solution to a variety of maze
puzzles. With each maze puzzle is an increasing level of com-
plexity needed to comprehend and solve the puzzle problems,
setting up an environment to examine how students engage
with and move among multiple representations as they man-
age the cognitive demand of various computational tasks. The
following research question guided this work: How do
second-grade students use and translate among representa-
tions to solve computational thinking tasks using the robot-
mouse game?

Literature Review and Theoretical Framework

Here we present definitions of computational thinking and a
framework for thinking about representational fluency. These
items provide the rationale for a clinical study to investigate
how second-grade students approach the task of programming
a robot mouse to solve a maze puzzle.

Computational Thinking and Problem-Solving

Computational thinking can easily be thought of as only com-
puter science activities, but it has been expanded into educa-
tion as a systematic way of thinking that encompasses analytic
and problem-solving skills as well as a language for expres-
sion and communication (Bers 2018). Since the early 1980s,
Papert argued that computer programming could further the
development of students’ complex cognitive processes at
schools. Programming computers allowed students to repre-
sent their ideas in a virtual environment, such as artists making
up crafts, while they developed problem-solving skills at the
same time (Papert 1980; Papert and Harel 1991). More recent-
ly, Wing (2006) likened the term “computational thinking” to
the process of “solving problems, designing systems, and un-
derstanding human behavior, by drawing on the concepts fun-
damental to computer science” (p. 33). Thus, a growing inter-
est in the area of CT has led to a number of frameworks for
understanding and assessing computational thinking (e.g.,
Barr and Stephenson 2011; Brennan and Resnick 2012;
Grover and Pea 2013; Kalelioglu et al. 2016). For this re-
search, we follow the definition of Shute et al. (2017), who
systematically reviewed 70 documents to propose a theoreti-
cal framework for CT based on problem-solving. Shute et al.
defined CT as “the conceptual foundation required to solve
problems effectively and efficiently (i.e., algorithmically, with

or without the assistance of computers) with solutions that are
reusable in different contexts” (p. 151), and they highlighted
the following six competencies or facets of CT from the liter-
ature: decomposition, abstraction, algorithms, debugging,
iteration, and generalization. Decomposition refers to break-
ing down complex problems into more manageable parts.
Abstraction means to extract the essence of a system through
three sub-processes: data collection and analysis, pattern rec-
ognition, and modeling. In algorithms, one creates a set of
instructions for humans or machines to follow to solve a prob-
lem. This facet has four subcategories: algorithm design, par-
allelism, efficiency, and automation.Debugging refers to iden-
tifying and addressing problems that inhibit progress toward
task completion. Iteration refers to repeating the problem-
solving process to refine the solution toward an optimal solu-
tion (task completion), which involves debugging. Finally,
generalization is defined as the ability to transfer the CT skills
to other problem-solving contexts. This view of CT as a
foundation for problem-solving recognizes that CT encom-
passes a set of thinking skills that are rooted in computer
science but share similarities with thinking skills in other
disciplines such as mathematics, engineering, design, and
science (Bers 2010; Shute et al. 2017). Thus, this perspec-
tive does not limit CT only to concepts related to coding or
programming but instead suggests a broader focus on
problem-solving and the ability to approach problems in
a systematic way.

Computational Thinking and Multiple
Representations

CT is a systematic way of thinking that offers multiple paths
for problem-solving, communication, and expression relating
to well-structured, ill-structured, and real-world problems
(Wing 2010). As students are developing CT skills, the types
of tasks associated with these problems often require transla-
tion among multiple representations, including concrete, sym-
bolic, pictorial, motor, and language representations in order
to solve problems and communicate solutions (Bers 2018).
For example, students need to be able to comprehend, inter-
pret, and use information from representational media to ad-
dress CT tasks. Thus, children have a double challenge as they
are asked to translate across information encoded in different
representations while they are also developing the competen-
cies of CT (Bers 2018). Since CT is broader than coding and is
not limited to using computers, the tools used for teaching CT
provide opportunities to integrate physical manipulation,
movement, and motor skills (Bers 2018; Byers and Walker
1995). Furthermore, it has been argued that CT is more than
just a problem-solving process as it requires students to solve
problems algorithmically and develop a level of technological
fluency and language (Papert 1980; Bers 2010) as they learn
to communicate and express their ideas within the language of
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code. Thus, they are “learning about” and “using” language
and symbols as they use a formal constructed language to
communicate instructions or codes in their own project (Bers
2018). Overall, the development of CT requires students to
move within and among multiple representations. This intrin-
sic relationship between CT and representations needs to be
further studied.

Representations

Designing relevant computational thinking tasks and expecta-
tions for students requires knowing the level of competence
that is achievable and reasonable for young students.
Therefore, the aim of this study is to better understand the
computational thinking processes that students use when solv-
ing CT tasks. However, it is difficult to assess and measure
this understanding, especially in young students, because we
cannot directly assess their internal understandings and their
partial completion of tasks. Because we can observe the ac-
tions they undertake and how they use the resources available
to them, we can assess their use of the tools used in CT.
Student use of representation in problem-solving is one of
these tools, and how students use different representations
can give us important insights into their cognition and devel-
opment. As a result, we use representational fluency as a
proxy for understanding the cognitive actions involved in
the tasks in this study. Although this cannot give us a complete
picture of their thinking, it can yield valuable insights about
the computational thinking processes of young students.

Students’ ability to solve CT tasks depends on their repre-
sentational fluency. Representational fluency is the ability to
translate within and among representations of a concept and is
an important cognitive skill that students need for deep under-
standing (Greenes and Findell 1999; Johri and Olds 2011;
Lesh and Zawojewski 2007; Suh and Moyer 2007).
Representations and translations between them support com-
putational offloading, provide more information through re-
representation, and express abstract information (Ainsworth
2006). However, in order to utilize a representation, learners
must understand how the information is encoded in the repre-
sentation, how it relates to its context or domain, how to
choose the best representation according to the problem, and
how to construct new representations when necessary
(Ainsworth 2006). We operationalize the representations and
translations for this study using the Lesh translation model and
research on gestures.

The Lesh Translation Model

The Lesh translation model (LTM), shown in Fig. 1, is a
framework for understanding representation use and represen-
tational fluency (Lesh and Doerr 2003). Lesh built upon the
work of Bruner (1966), who introduced three different types

of representations that are used to understand the world:
through doing it (enactive representations), through depicting
it (iconic representations), and through symbolic means, such
as language (symbolic representations). The LTM (Lesh and
Doerr 2003) goes further to include five types of representa-
tions: (1) representation through realistic, real-world,
experience-based metaphors, (2) written symbolic representa-
tion, (3) language-based representation (spoken or written),
(4) pictorial or graphic representation, and (5) concrete repre-
sentation (concrete, manipulatable models). Students often
use different representational media when struggling with a
task (Dienes 1960; Thomas et al. 2010). For example, the
mental rotation of an object with multiple details can be more
easily completed by manipulation of a concrete model rather
than just the mental processing of a picture (Stieff et al. 2016;
Stull et al. 2012). Within the LTM, students may embody
certain concepts within certain representations, but students’
ability to move among representations demonstrates more un-
derstanding than static representations alone. However, this
model of representational fluency does not explicitly include
gestures, which is a needed representational media when con-
sidering students’ CT processes.

Gestures as Representations

Gestures are representations people of all ages use to describe
the world around them and to support their thinking during
problem-solving (Kita et al. 2017). Thus, the use of gestures is
often seen while speaking. Gestures used in conjunction with
language can help with self-regulation to support high cogni-
tive loads in computational thinking tasks, as well as other
forms of problem-solving (Goldin-Meadow et al. 2001;
Thurnham and Pine 2006). However, these behaviors are of-
ten different in children and adults. As children develop
problem-solving skills, their use of language develops,
“allowing language to become a tool for planning, controlling,
and evaluating actions” (Alarcón-Rubio et al. 2014, p. 96).
Additionally, children’s abilities to solve cognitively difficult

Fig. 1 The Lesh translation model
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tasks are correlated to their use of internalized private speech
(Alarcón-Rubio et al. 2014). In addition to language and ges-
tures, pointing, depicting objects with the shape of hands, and
indicating spatial locations also act as a representation of
thought to convey ideas (Hostetter and Alibali 2008).
However, gestures not only fill the role of conveying ideas
to others but may also, in fact, be “integral to the child’s
cognitive processes” (Thurnham and Pine 2006, p. 47).
While there is still a debate about the role of embodiment,
gestures, and movement in cognition, the concept of embod-
ied cognition has accumulated significant evidence relating
learning and cognitive processing to an individual’s use of
gestures and body movements (Wellsby and Pexman 2014).
Research in mathematics learning has suggested that gestures
can help reduce cognitive load of learners as they balance
multiple ideas or numbers in their mind (Goldin-Meadow
et al. 2001). Given the low number of items that can be stored
in working memory (Miller 1956), the use of gestures and
bodymovements has also been linked to an individual’s learn-
ing and recall, development of language and concrete con-
cepts, and development of abstract concepts (Alibali and
Nathan 2012; Macedonia and von Kriegstein 2012; Roth
and Lawless 2002). Indeed, “gesture activates, manipulates,
packages and explores spatio-motoric information for the pur-
poses of speaking and thinking” (Kita et al. 2017, p. 262).
Therefore, for our framing of representations, we have added
gestures as an additional representation beyond the five rep-
resentations in the LTM.

Representations and Spatial Reasoning

The variety of different types of representations students use
and the translations between them can require varying levels
of proficiency in spatial reasoning. Spatial reasoning is an
important skill linked with mathematical and computational
thinking (Bruce and Hawes 2015; Gunderson et al. 2012;
Román-González et al. 2017; Wai et al. 2009) because it en-
compasses “building and manipulating two- and-three-
dimensional objects; perceiving an object from different per-
spectives; and using diagrams, drawings, graphs, models, and
other concrete means to explore, investigate, and understand
abstract concepts such as algebraic formulas or models of the
physical world” (Kinach 2015, p. 535). Spatial reasoning is a
developed ability, and the spatial reasoning skills of children
vary greatly from those of adults (Thommen et al. 2010).
Young children often rely on more concrete representations
to aid spatial thinking because a certain level of cognitive
flexibility is required for internal spatial manipulation and
re-representation of objects in other forms (Ebersbach and
Hagedorn 2011; Harwood and Usher 1999). These enacted
representations are key first steps in perceiving and making
sense of new experience (Bruner 1966). Although students’

spatial reasoning abilities vary, they can be improved with
practice and instruction (Feng et al. 2007; Uttal et al. 2013).

This is also true within a computational thinking environ-
ment. Fessakis et al. (2013) found that kindergarten students
struggled with spatial orientation and directions within a com-
puter programming interface. The students faced difficulty in
decoding angle and turn symbols within the coding environ-
ment to orient the ladybug (the actor within the environment)
in an appropriate direction. They also had difficulty with po-
sition directions when the ladybug faced a direction that the
students could not orient themselves to be in alignment. These
difficulties caused students to interact with the teacher or each
other and with the software. The study found that these issues
tended to persist throughout the study but faded some over
time. Together, the ideas regarding representational fluency,
including gestures and spatial reasoning, will be used to help
analyze the data in this study.

Methods

In this study, we are interested in how young students utilize
representations when engaged in CT tasks. Therefore, we ad-
dress the research question: How do second-grade students
use and translate among representations to solve CT tasks
using the robot-mouse game? To do this, we employed a
task-based interview approach (Goldin 2000), which is a form
of a clinical interview (Clement 2000; Ginsburg 1981;
Hunting 1997). The interview is designed to have the partic-
ipants interact with the interviewer while performing a care-
fully constructed problem-solving task. The task is designed
to elicit participants’ knowledge, thinking, or representations
of particular ideas and ways of reasoning as they attempt to
solve the problem (Maher and Sigley 2014). The task-based
interview approach provided a structured environment that
can be somewhat controlled and therefore allows for system-
atic and in-depth exploration of a specific topic (Goldin 2000),
which, in this research, targets students’ use and translations
among representations during CT tasks.

Context and Participants

This study is part of a larger externally funded project that is
focused on integrating STEM and CT for K-2 students in both
in-school and out-of-school environments. As part of this larg-
er project, the project team wanted to understand the compu-
tational abilities of young students as they relate to coding.
The current study was conducted at a K-8 public charter
school located in a small city in the Midwest that included
57% students on free or reduced lunch and 22% students of
color. This study was conducted as part of a 4-week, in-school
enrichment time called “Puzzles and Robots.” This enrich-
ment program was part of the school day and included four
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1-hour sessions associated with integrating CT with STEM
through various learning experiences. These sessions spanned
4 weeks and contained several options in which students could
self-select to participate. This study was conducted during the
first 2 weeks of the enrichment program. All students in K-2
had to choose among various enrichment activities, and nine
of the K-2 learners chose to attend “Puzzles and Robots,”
which included our lessons with the Code and Go™ Robot
Mouse Activity Set as the first two sessions. The activities for
these two sessions were led by members of the project re-
search team. The students in the study had no prior formal
experience with CT.

Informed consent was obtained from all individual partic-
ipants in our enrichment activity. Seven of the nine students in
the program and their parents assented/consented to partici-
pate in our data collection, and the three second-grade students
who consented were chosen as the focus of this study. We
chose the second-grade students because the additional tasks
we designed were most accessible to the older students in the
program (Goldin 2000). These three students were
interviewed as they worked through a series of CT tasks using
the Code and Go™ Robot Mouse Activity Set (described
below). The students were in groups of two as they traveled
to stations around the room and participated in four intention-
ally designed tasks across the two sessions. Two of the focus
students, Lily and Jason, participated as a pair throughout all
the activities, and the third student, Beth, worked with another
student (a first grader with consent) on three of the activities
and alone for one of the activities. Names of participants are
pseudonyms.

The Task Environment

The computational thinking tasks within this study utilized the
Code and Go™ Robot Mouse Activity Set developed by
Learning Resources. The activity set is set up as a game-like
environment (Fig. 2) in which the player generates a sequence
of steps that instruct the robot mouse on how to move through
a course or maze to find the cheese. The activity set includes a
battery-operated, programmable robot mouse named Colby, a
cheese wedge that makes Colby’s nose light up when touched,
16 square tiles that can be interlocked into various

configurations to make a larger course and are the size of
one forward movement of the mouse, 30 code cards printed
with a direction arrow or action symbol (the action symbol is a
lightning bolt), and 10 double-sided activity cards depicting
different course maps of maze puzzles to be solved (Learning
Resources n.d.). The robot mouse can be programmed to
move forward or backward, to pivot left or right 90°, or to
perform one of three random actions that include making a
mouse squeak noise, chirping while lighting up the eyes, or
moving forward then backward. Each command is controlled
by a different colored button on the back of the mouse that is
either an arrow pointing in the corresponding direction (for the
movement of the mouse) or a circle (for start, clear, and ac-
tion). Every button represents a discrete operation. For exam-
ple, the mouse turn (caused by pushing the left or right arrow)
includes no forward motion; rather, the mouse pivots in place.
Additional course pieces to the tiles, including walls and tun-
nels, can be added as obstacles and constraints to solving the
puzzle.

The Code and Go™ RobotMouse Activity Set was chosen
as the basis for our CT task-based interviews because the
activity resembles the basic features of programming associ-
ated with higher-level languages and was developed for use
by this age child. Computer programming typically involves
planning an algorithm using flowcharts and pseudocode,
which are independent of a programming language.
Therefore, the algorithm designer can use natural (everyday)
language to think about the process without having to worry
about the details specific to generating the program for a de-
vice. In the mouse activity, as the algorithm designer talks or
thinks through the plan (pseudocode), the code cards can be
used to plan an algorithm; therefore, the code cards function as
flowcharts. The programmer will translate the plan into a set
of instructions (i.e., code) the machine can perform (e.g.,
move forward, back, pivot left, pivot right). The programming
environment provided is the set of buttons on the back of the
mouse. With this interface, the programmer can input a se-
quence of instructions for motion into the robot mouse’s mem-
ory, clear all instructions if a mistake is made, and request to
compile and execute the code. The motion buttons contain
multiple indicators to indicate action, an arrow pointing in
the direction of motion to be performed, and a unique color.
The buttons multiple indicators are important because they
have two symbolic (linguistic) labels that are equivalent in
meaning (e.g., forward = blue, backward = yellow, left = pur-
ple, right = orange). The code is stored in memory until the
programmer is ready to execute the code.When a command to
execute is performed (with the green “go” button), then the
code is translated into operations that control the mechanical
hardware (e.g., move the motors for a specific amount of time
in a specific manner). The output of the code is the movement
of the mouse on the physical course, which the programmers
will use to test and debug their code. They will test their code

code cards 

map 

course 

Fig. 2 The Code and Go™RobotMouse activity. Set up as the gamewas
intended to be played
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by observing if the mouse successfully moves through the
course maze as planned, and they could debug their code if
they notice mistakes. If the programmers use the code cards
(which are analogous to a flowchart), then they will have an
added resource (or representation) to help them manage their
cognitive load while programming and debugging.

The first day of the enrichment program had students
playing the game as intended – meaning that designers from
Learning Resources designed this task. This served as an in-
troduction to coding and to the robot-mouse coding environ-
ment. The students were given a very brief overview of the
basics on how to play the game and use the mouse as de-
scribed earlier. The goal was to have the pair of children use
the tiles to build the physical course from a map on the select-
ed activity card. They were provided some scaffolding from
the researchers to lay out a coding plan using the code cards,
program the mouse to traverse the course using the buttons on
the mouse’s back, test their code by having the mouse execute
the code, and debug their code by evaluating the success of the
mouse to achieve the goal of finding the cheese and following
all criteria (e.g., path includes passing through all the tunnels
before reaching the cheese). Children could reprogram their
mouse when needed and try again. Our goal was for each child
to play the roles of course builder, code planner, and program-
mer. Throughout approximately 43 min, each student needed
to play each role at least two times as they progressed through
increasingly more difficult activity cards. More difficult activ-
ity cards involved longer routes, more path options, and more
sub-goals to perform according to the rules of the game. The
students used the activity cards from the set in this order: 2, 4,
5, 8, and then any card bigger than 10 (except 12), which
increased in complexity.

The second day of the enrichment program had students
engage in translation activities that extended beyond the basic
intent of the game. Pairs of students rotated through four sta-
tions, but only the three second-grade students were part of the
study. (The fourth station was just a chance to let them free
play with the game and did not provide the same intentionally
structured task environment.) We were interested in how the
students interacted with a variety of representations as they
performed the CT tasks. Therefore, using the same Code and
Go™ Robot Mouse Activity Set, the research team designed
additional activities for the second session that required the
students to use and translate between representations in differ-
ent ways. The three structured task interview stations were (1)
design a course (with game pieces) and translate it to drawing
a map (activity card), (2) follow code cards to place cheese at
the final location, and (3) use a map to code the mouse by
pushing the buttons. Images of each task are included with the
results. The design-course-and-translate-to-drawing-a-map
station was set up with the context of having the students
making new courses for a friend who had finished the game
and therefore needed new activity cards. The students

designed and built a physical course together using the equip-
ment provided in the game and then individually drew a map
of their course on an activity card template. The follow-the-
cards-to-place-the-cheese-on-the-course station had students
interpret an algorithm defined by a sequences of code cards
laid out next to an already constructed physical course. The
students were asked to determine where the cheese should be
located if the mouse follows the path indicated by the cards.
The students followed the directions laid out by the code cards
to track the path of the mouse, placing the cheese where the
mouse would end its path. They performed 2 rounds with 10
cards on the first round and 14 on the second round. At the
coding-directly-from-the-map station (number 3 above), the
students were given an activity card and the mouse but could
not view the physical course for reference. Students were
asked to program the mouse to reach the cheese. After pro-
gramming the mouse, they tested it on the physical course
(which was hidden from view during their programming).
Debugging occurred back at the activity card and away from
the physical course. Students had an opportunity to do this for
two activity cards, with the second being more difficult. Each
activity was presented at a different station in the same class-
room, monitored by a different project researcher, and de-
signed to make specific representational translation moves,
which will be explained in the results section. At each station,
students had approximately 15 min to complete the tasks be-
fore they moved on to the next station.

Data Collection and Analysis

The task-based interview approach used in this study needed
to capture observations and actions that occurred during the
interview (Goldin 2000). Therefore, data were captured at
each station with both audio and video recording devices
across the two sessions. One video camera on a tripod and
one audio recorder on the table were at each station for the
entirety of each session. The audio was used as a supplement
to the video data in case the video recorder did not pick up the
spoken words of the students. These qualitative data focused
on the three second-grade students as they worked through the
four CT tasks described above. For each task, the students sat
down with one of the three researchers, who set up and ex-
plained the task at hand and asked them questions to probe
their thinking around the task as they were working.

Analysis of the data followed a method of constant com-
parative analysis (Corbin and Strauss 2014) that included
an iterative process of coding, comparing, and condensing
the data to allow for the emergence of patterns related to
how students used and translated between representations
within and across the four tasks. Analysis started with the
177 min of video recording data that were collected across
the four tasks over the two sessions. The recordings were
discussed and coded by four researchers across three
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rounds of coding using a priori codes that were based on
the representation framework of the LTM plus gestures
described above. The representation codes included con-
crete (which includes the physical course, the mouse
movement, the mouse buttons, and any additional objects
the students use), pictorial (which includes the course map
and any drawings the students made), symbolic (which
includes the code cards and any inscriptions students made
of the symbols on the code cards), language (spoken or
written words), and gestures (body movements used for
representational purposes). The first round of coding was
completed by one researcher and intended to capture evi-
dence of how the students used existing and invented rep-
resentations while they performed the interview tasks. The
initial findings were discussed with two other researchers
who also watched and analyzed the videos. The three re-
searchers again coded not only how the students used
existing and invented representations but also the strategies
that individual students followed as they translated within
and among representations. Finally, a fourth researcher
coded the videos, looking for the elements previously iden-
tified by the research team. All researchers coded to con-
sensus. The audio recordings were used to triangulate the
video data, especially related to student talk when it was
not clear from the video data what was being said by the
students. From the coding, themes were developed. The
results and discussion are presented first from each task
interview then from the themes.

Limitations

In this study, our analysis included three second-grade stu-
dents. Although this allowed us to deeply analyze these stu-
dents, we cannot make claims that extend to all students.
Additionally, the students self-selected into the program. We
collected our data over a limited time period of two 1-hr in-
teractions with the students that were 1-week apart. During
their task interviews, the students worked closely with an
adult, which might have affected their actions. Often, in spite
of prompting from the adults, the students often did not ex-
plain their actions or thoughts, which limited the claims we
can make about their actions. Finally, although the robot
mouse activity set closely mirrors many aspects of common
programming languages, it does have some limitations, such
as not having looping capabilities, which limited the tasks that
we could lay out for the students.

Results and Discussion by Activity

In this section, we describe the representations that students
used and translated among during each of the four activities
and how that related to the CT tasks. Figures display the

representations the students used during each task. In each
figure, the first diagram illustrates the intended path of trans-
lation between representations associated with performing an
activity. The second diagram illustrates the various paths stu-
dents demonstrated during the task.

Introductory Activity: Game as Intended

In the introductory activity, the researcher explained to the
students how to play the game as it was originally designed
(see Fig. 2) and how to use each representation (map [activity
card], physical course, code cards) within the game. The stu-
dents were provided scaffolding to help them directly translate
between the representations as shown in Fig. 3, first using the
map to build the course, then using the course to define the
solution path with the code cards, and finally using the code
cards to program the mouse by pressing the buttons. Some
translations were fluent; however, others required
transitioning through alternative representations to navigate
the translation. This section describes the specific representa-
tions used and translations expressed by the students while
playing the game.

Two translations were fluent for the students – (1) from the
map (activity card) to the course and (2) from the code cards to
the mouse buttons. In the first translation, the students collect-
ed the information from the picture on the activity card
(pictorial) to build the physical course (concrete). Although
there were a few instances where they misinterpreted the map
and thus misplaced some course pieces (fences, tunnels, etc.),
the students were able to move fairly smoothly from the map
picture to the physical course. Often students were able to
build the course fairly independently by looking at the picture
and then putting together the pieces. In a few instances, as
seen in the below excerpt, students used spoken language
between each other and with the facilitator and used gestures
as they moved from the map picture to building the physical
course.

Jason: [starts to build]. So, like that... [pauses and looks
from picture to physical course]
Lily: Remember it is... [points to and counts on the pic-
ture] one, two...two straight [gestures to course]
Jason: When you tell me to do it, then I don’t do it.
[keeps building]
Lily: Oh, you’re doing the outside first?
Jason: Yes. [laying down the purple borders] One, two.
[fills one square and picks up two more pieces] Ok, I
messed up... [picks up the piece, pauses, looks at the
picture]
Lily: No, you didn’t.
Jason: Ok. [keeps building the last pieces, finishes the
course and places the mouse in the correct place].
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The students’ translation from code cards to the mouse
buttons was also fluent, and they used language and gestures
to explain their actions as they worked to use the code cards to
program the mouse. During this part of the task, students often
looked at the code card, spoke its color or direction aloud, and
then moved over to pushing the button on the mouse. Here
you can see Beth using language and gesture as she enters the
program on the mouse from the code cards:

Facilitator: So, two forwards and a purple, what next?
Beth: [Pointing to the forward mouse button.] You press
one (pause) one, there [pressing the right turn].

During the playing of the game, the most cognitively chal-
lenging translation for the students was from the course (con-
crete representation) to the code cards (symbolic representa-
tion). This part of the task asks students to determine a se-
quence of code cards that represent the movement of the
mouse from its starting position to the cheese. In order to
generate this algorithm, students needed information from
the course, such as the direction and number of steps as well
as the orientation of the mouse during each move. Students
frequently used concrete representations (mouse and gestures)
as intermediate steps while completing this task. For example,
Lily identified the code cards for her algorithm by moving the
robot mouse on the physical course and then said the needed
code card aloud as she physically moved the mouse.

Lily: So, it needs to do this [puts right-turn code card in
front of her, pauses, and looks at the course].
Facilitator: Turn right.
Lily: [Nods. Picks up mouse and moves it while talking]
Then go straight [puts the mouse down on the course
and picks up a forward code card that she places next to
the right turn card. Picks up the mouse again]. Then go
straight again [moves the mouse one space, then puts it
down. Places another forward card in her sequence]...
[pauses]...[looks at the course] Wait, what? [Confused,
she pulls the correct forward card away from her se-
quence]. Does it go straight again? [Picks up the mouse

and physically moves the mouse in the next direction,
but her sequence is now off because she removed a code
card but did not move the mouse back to the correct
spot]. Then turn purple. [Puts mouse down, gets a right
turn card and continues moving and coding the mouse].

As they moved through this challenging translation, stu-
dents were seen using different types of representations to
get them from where they needed the mouse to go on the
physical course to laying out the algorithm with the code
cards. Both Lily and Jason placed the mouse on the course
or used their hands as mock-mouse movement and, based on
that movement, chose the code card. Beth preferred to lay the
code cards directly on the course as a concrete representation
of the mouse’s path. While the three students were determin-
ing which code cards to place, they all used language to rep-
resent their thinking, either spontaneously or promoted by the
facilitator. For instance, Jason said, “I know what to do. I need
two blue ones [referring to the forward arrow’s color], one that
goes this way [gesturing to right]...a purple... then two more
blues.”

The robot mouse activity contains several representations
children must interpret to accomplish the task of representing
a solution as a sequence of well-defined steps, i.e., code.
These major representations include a physical course (con-
crete), a map of the course (pictorial), and code cards (sym-
bolic), representing the discrete steps required by the mouse to
complete the task. Coding the mouse by pushing the buttons is
the final translation between the code cards (symbolic) and
button pushes (concrete). The translation between each of
these representations involves intrinsic cognitive load
(Aurigemma et al. 2013; Goldin-Meadow et al. 2001;
Thomas et al. 2010) that a learner must manage to accomplish
a task and a level of element interactivity between representa-
tions. This intrinsic cognitive load is different between each of
these major representations and may be simple for some stu-
dents but difficult for others, which could be associated with
the development of their representational fluency. The smooth
translations from the map (activity card) to the physical course
could result from the one-to-one alignment between elements

Fig. 3 Translations between the representations used by the students in the game as intended activity. Figure shows the contrast between the
representational translation of the task and the student translations
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in each representation. Each element (tile, tunnel, cheese) in
the map has a corresponding element in the physical course.
Therefore, once students obtain a frame of reference that
aligns the two representations, there is very little additional
information that needs to be interpreted between the two rep-
resentations. The main challenge we saw in the students was
assembling the physical course, which could be a motor skill
and/or an issue of evaluating the interlocking system of the
tiles. The researcher assisted with assembly of the course and
not with interpretation of the map. Similarly, the code cards
and the mouse buttons have a one-to-one pictorial alignment,
which puts little load on working memory to process. Also,
the element interaction at each step is extremely low and only
requires the matching of a card to a button.

A major observation from this task for our three partici-
pants is that they invented various intermediate representa-
tions, or cognitive supports, to help them manage their cogni-
tive loads. The process of generating an algorithm to navigate
the space required managing the current location of the
mouse, locating the end goal, choosing the next step, and
remembering each of the steps along the way. This combina-
tion can increase the load on a student’s working memory
(Paas et al. 2003). Our findings illustrate that the source of
the cognitive load is the element interactivity within the task
and how students invented strategies to manage this load rel-
ative to the task (Paas et al. 2003). Also, as students develop
more experience with the activity and practice with the repre-
sentations, we may begin to see a reduction in the need for
these intermediary representations, showing a maturity for the
specific task and potentially representational fluency (Paas
et al. 2003; Sweller et al. 1998). This idea is discussed further
in the section on embodiment.

Course Translated to Drawing Map Activity

Drawing the map from a physical course designed by the
students is a spatial reasoning task where students need to
translate from the physical course to a map drawing that they
create as shown in Fig. 4. This complex task required the

students to decompose the drawing task into discrete actions,
and students used different decomposition strategies to man-
age this task. For example, Jason drew one square grid at a
time, and as he progressed to each square grid, he added ele-
ments within each grid, such as walls, action lightning bolt,
cheese, etc. Beth and Lily had a slightly different approach as
they drew the entire course board (matrix of tile pieces) before
adding in the other elements of the physical course. Beth
started drawing at the position of the mouse, but after this
initial step, she randomly drew the elements of the course on
her activity map with no apparent pattern to which course
element she added next. Lily drew all the same elements at
the same time, starting by identifying all the lightning bolts,
then the maze walls, and finally the tunnels.

Drawing the details of the course on the map is a process
of abstraction where students needed to interpret and trans-
late the information from the concrete representation
(physical course). They collected information by counting
the number of grid pieces and elements in the physical
course, identifying how to orient and position each object,
and translating that information in order to draw the map.
To do this, the students relied on the position of the mouse
as their frame of reference for the other elements. Initially,
Jason and Lily were standing on the same side of the
course, which was on the opposite side from the mouse.
Lily changed her position by walking around to the other
side of the course so that her perspective was the same as
the mouse’s orientation. Figure 5 shows the initial and final
positions of both students and how the maps that they drew
differed. Lily and Jason were at the same station and were
therefore drawing their maps from the same physical
course. However, while Lily’s map correctly represented
the physical course, Jason misrepresented the position of
the objects, drawing a “mirror” image of the physical
course. He was not facing the same direction as the mouse
in his drawing and, therefore, had to rotate the physical
course in his mind in order to draw the map. Jason drew
the tunnels 90° differently than they should have been,
which would have been correct from his own perspective

course  

map  

Fig. 4 Translations between the representations used by the students in the course translated to drawing map activity showing the contrast between the
representational translation of the task and the student translations
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but not from the mouse’s orientation. Furthermore, he rep-
resented them on his paper as curved tunnels rather than
the straight lines that the game maps and the other students
used. However, Jason did debug his map drawing when he
was finished constructing it. As the facilitator was
collecting his map, Jason stood up and looked at the course
again, saying, “Wait, I messed up,” and pointed to one of
the tunnels that was incorrectly placed in his drawing and
tried unsuccessfully to correct it.

Generating a pictorial representation of a physical
course can also be quite cognitively challenging for the
young students. Accomplishing this task involves negoti-
ating multiple possible moves as demonstrated by the chil-
dren in this study. Jason appears to use a strategy of
decomposing the drawing task into drawing each individ-
ual object in the set (tiles, walls, tunnels, and cheese),
starting at a single point of reference (the start). From there
he switched his attention between each adjacent object as
he moved from the starting position. Alternatively, Beth
and Lily appeared to segment the task by objects, starting
with the largest orienting feature first, the matrix of tiles
that are the base of the course. From there the girls filled in
the smaller elements at the appropriate relevant location.
This difference among these three cases suggests multiple
methods for organizing the objects into sets and then sys-
tematically operating on the sets. Beth’s method of orga-
nizing objects by types could be viewed as a very system-
atic process that lowers the element interactivity. That is,
her working memory only needs to focus on the next ele-
ment in the set and its location in a set. This process of
structuring elements by type and processing each is a com-
mon strategy a programmer might use to respectively step
through data. Lily’s method is similar but part way through
the process her approach appears more random. Since
working memory is of limited size (Miller 1956), it is pos-
sible that Lily lost track of objects already processed;

therefore, the algorithm is less efficient with respect to
time. Jason appears to be organizing his thinking at a very
local level to a matrix tile and processing all information
local to that tile before moving to the next tile. This orga-
nizational style also gives some precursors to computation-
al thinking that will transfer well to designing automated
methods for systematically processing a large amount of
information. Deciding if one method is better than another
is difficult to determine from three case studies and a single
intervention. However, this activity and observation raises
questions like, “Does one method of organizing the task
lead to a decomposition process that will be more produc-
tive in other tasks?” or “Does one approach lead to a higher
representational fluency?”. Future research can help to ex-
plore these questions in more detail. However, the current
study does show that these young learners can invent a
process to manage the generation of an abstract represen-
tation (map drawing) of a physical model. Further, their
inventions are analogous to basic algorithms associated
with autonomously processing data with a machine. The
data presented here support and add to the study by
Fessakis et al. (2013) in which they found young children
sometimes struggled with orientation-related issues in cod-
ing environments. Here we see some of the same issues
related to orientation but also more issues when trying to
relate a concrete physical environment to the creation of a
drawing of the environment.

Follow Cards to Place the Cheese on the Course
Activity

In the Follow the Code Cards Activity, the students needed
to transfer between a preset series of cards and the course
(Fig. 6). The only way in which students directly trans-
ferred between these representations correctly was when
they used their hands to point to both the code card and

Fig. 5 Lily and Jason’s initial
positions for the map drawing
activity (top left). Lily (outlined in
dotted circle) and Jason’s final
positions (top right). Final maps
drawn by Lily (bottom left) and
Jason (bottom right) representing
the same invented course
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the location on the course in unison to follow the path.
More often, the students added in representations to aid
their transfer. The students primarily used the mouse and
their hands as concrete representations as they traced the
algorithm defined by the code cards. They used these rep-
resentations to track the mouse’s movement on the course
and followed the code cards one step at a time, tracing both
the direction and position of the mouse. When they were
not able to use the concrete representations directly, the
students developed substitutes. For example, when Jason
was told that he could not use the mouse directly on the
course, he grabbed a bracelet toy that he had been fidgeting
with and said:

Jason: Wait, I want…I think I can do it. [Places the
mouse in one hand directly in front of himself on the
table and his bracelet in the other on the course. He
aligns them in the same direction]. So, boom [moves
both mouse and bracelet forward one space. Looks at
next code card]. And then boom [turns both mouse and
bracelet, looks at next code card]. Boom [moves them
both forward one space, looks at next code card]. Boom
[turns both, looks at next code card].

However, the use of this representation was frustrating for
him, and at one point, he insisted, “It’s too hard. I have to use
the mouse.” In addition, the students used their language to
support their transfer. For example, when Beth was prompted
by the facilitator to explain where the cheese would be, the
following occurred:

Beth: [Pointing first to the code card on the table with
one hand.] It goes forward. [Places the pointer of her
other hand on the course and moves it forward one
square before looking back at the code cards.] Then
she turns [moves her finger along the course] then goes
forward…
Beth continued to quietly talk through each step, mostly
to herself, as she pointed to the code card and then

looked to the course and pointed the location where
the mouse would be on the physical course.

This task required students to simultaneously track mul-
tiple pieces of information with each step. A student needs
to keep track of which discrete step they are executing in
the code cards, encode what the next step requires, execute
the action on the physical track while remembering the
location and direction of the mouse, and then transition
back to the card to get the next instruction. Maintaining
the state of each of these elements can overload the child’s
working memory, resulting in their need for physical
pointers as reminders of where they are in the process.
This process represents what a computational machine
must do to process the information represented by the cod-
ing cards. However, humans can use other strategies to
execute the code cards by finding patterns they can chunk
into a single action. For example, seeing a pattern of repet-
itive steps (e.g., five forward steps) in the coding cards
could be transferred to a simple move of counting tiles
on the physical map. This action reduces the number of
times the student needs to refer back to the original repre-
sentations. From a CT perspective, the student is learning
to find patterns in the sequence, which decomposes the
algorithm into fewer discrete actions. Therefore, the stu-
dent could be developing representational fluency by
learning more about how to think with the representation
(e.g., finding patterns in the sequence). These skills of no-
ticing patterns and generalizing them into simpler repeti-
tion patterns are fundamental to computational thinking,
and they are common skills observed of experts who chunk
information to support their thinking on future tasks (e.g.,
Miller 1956). These skills are also needed for understand-
ing code and the ability to manage debugging. The work
we see from the three students in our study supports the
idea that CT requires students to solve problems algorith-
mically and develop a level of technological fluency and
language (Papert 1980; Bers 2010). However, in this study,
the three students did not demonstrate finding a pattern and

Fig. 6 Translations between the representations used by the students in
the Follow the Cards to Place the Cheese on the Course Activity showing

the contrast between the representational translation of the task and the
student translations
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chunking it into a single rule, which would have reduced
their cognitive load.

Coding Directly From the Map Activity

In the Coding Directly from the Map Activity, the students
were tasked to transfer between a map drawing and pressing
the buttons to make the mouse move, which is a complex
pictorial-to-concrete translation. In reality, the students did
not directly translate correctly between the intended represen-
tations as illustrated in Fig. 7.

The students used other representations as intermediaries
between the map and buttons. For example, they transferred
between the map drawing and the physical mouse, as a way to
track position, and then to the buttons, which is a pictorial
(map) to concrete (mouse as a manipulative) to concrete
(pressing a button) translation. They used the mouse as a con-
crete manipulative in a variety of ways, including using the
mouse to trace a path on the map or on the table. They were
also able to make translations through the representation of
language by either talking to the facilitator or to themselves as
they moved from the pictorial (map) to the concrete (pushing
the buttons on the mouse). Additionally, the students used
gestures in conjunction with the mouse and language repre-
sentations. One way that Jason did this was by explaining the
mouse’s movements as he moved the mouse on the table:

Jason: Ok, I can do this. So, turn [rotates mouse 90
degrees]. Go [moves mouse forward]. And then this
way [rotates mouse 90 degrees]. And go [moves mouse
forward]. Turn that way [rotates mouse 90 degrees].
Then go [moves mouse forward]. Turn that way [rotates
mouse 90 degrees]. Go [moves mouse forward]. And
that way [rotates mouse 90 degrees]. Go [moves mouse
forward].

In another instance, Lily held the map in one hand and the
mouse in the other, and as she moved through the path, she

held the mouse’s nose on top of the map, explaining the mous-
e’s movements out loud. These examples demonstrate how the
students used the representation of language to themselves,
their partner, or the facilitator.

Discussion by Theme

We identified five major themes across the CT activities that
categorized our findings. The first three include how students
aided their cognition with (1) concrete representations, (2)
language, and (3) embodied movements. The other two cate-
gories relate to their developmental level observed in (4) var-
ious levels of representational maturity and (5) difficulty with
spatial orientation related to performing a task. The following
section describes each of these in more detail.

Students Used Concrete Representations to Ease
Translations

The students most often used concrete representations to pro-
vide perceptual cues as they moved from one representation to
another. When students struggled to complete the task or if one
of their attempts failed, they increased their use of concrete
representations. These concrete representations were used as
tracking mechanisms within the physical space (location) and
orientation during these tasks, and students often created their
own concrete representations that were beyond the require-
ments of the translation they were attempting to make.

The ways we saw the concrete representations being used
were often intertwined. For example, in the Follow the Code
Cards to Place the Cheese Activity, at first, the students tried to
follow the path by simply looking at the cards and the course.
When this did not work, they often used a concrete represen-
tation, such as the mouse, their hand, or other item (e.g.,
bracelet) to help themselves follow the movements of the
mouse. Another instance occurred in theCoding Directly from
the Map Activity, the students used the mouse to track the

Fig. 7 Translations between the representations used by the students in the coding directly from the map activity showing the contrast between the
representational translation of the task and the student translations
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motions based on the map, either by moving the mouse on the
table next to the map or pointing the mouse’s nose right on the
map. These representations became more abstract as the stu-
dents become more comfortable managing the task. For ex-
ample, after some initial success, the students tracked the
mouse’s motion less closely, such as only turning the mouse
but not moving it forward or by increasing the distance be-
tween the mouse and the other representations, such as mov-
ing it higher off the course or further from the map.

Students Used Language as a Scaffold
Between Translations

Another theme we identified was around the students’ use of
language while they worked through the tasks. Often, when the
students were translating between representations, they used
language, both to themselves and to others, as a way to scaffold
their translations. For example, when they translated from the
representation of the code cards to the buttons on the mouse,
they often said the color aloud or when they were tracking the
movements of the mouse on the course:

Facilitator: And tell me which buttons you’re pushing
and in what order.
Jason: Blue, orange.
Lily: I basically pressed orange, then blue, and then blue
again. And then you press squeak [i.e., the action
button], and then you press purple, and go like that.
And then you go, blue, blue and then you go purple.
Jason: [talking over Lily] Ok, I did it.
Lily: And it goes like that. And you go blue, blue.

These uses of language were often invented by the stu-
dents, not given to them by an adult or the game itself.
Although sometimes the students were prompted to use lan-
guage to explain what they were doing, they also used lan-
guage in unprompted instances. These examples suggest that
students were using their language as a tool to aid their
problem-solving and computational thinking (Alarcón-Rubio
et al. 2014; Fessakis et al. 2013). Their language is another
instance of their use of representations to balance the cognitive
load of the computational thinking tasks they were working
through (Goldin-Meadow et al. 2001; Thurnham and Pine
2006). Similarly to their use of concrete representations, their
language use became more abstract as they became more
comfortable with the tasks, demonstrated by their language
becoming quieter, more internalized, and less specific.

Students Used Embodied Movements
as Representations or to Assist With Translation

Students used gestures, such as pointing, to support their
tracking of or translating between representations. For

example, in Follow the Code Cards Activity, to help herself
keep track of where the mouse would be on the course based
on the code cards, Beth followed the cards with one hand and
the location on the course with the other hand. Pointing helped
her to keep track of where the mouse would be and track
which code card she was using. However, this strategy broke
down when her arms crossed over each other and she could no
longer follow both paths without pausing her pointing, and
she was unable to continue. In other situations, students used
an object to track and simulate actions. For example, in the
Follow the Code Cards Activity, Jason was told not to use the
mouse to track the movements and reverted to using a bracelet
to act as a placeholder for each movement as described above.
This was likely another strategy Jason enacted to reduce the
cognitive load of the task. However, he quickly became frus-
trated as the bracelet did not work as well as the mouse since it
was difficult to track the orientation of the bracelet as com-
pared to the mouse. Therefore, the students used their hands,
the mouse, and the bracelet as both a marker for their location
in the problem space and as a marker for the direction they
were heading as they completed the task. These memory aids
chunk information into one visual object, which helps the
child keep track of the information as they translate between
two representations and helps to reduce the cognitive load of
the translation between representations (Aurigemma et al.
2013; Goldin-Meadow et al. 2001; Thomas et al. 2010).

The development of computational thinking pushes stu-
dents to develop abstract concepts, which may be supported
with various strategies to manage cognitive limits. From the
perspective of embodied cognition, physical placeholders or
manipulatives may support students in developing representa-
tional fluency in computational thinking tasks. The literature
mentioned previously highlighted important connections be-
tween body movements and learning of abstract concepts
(Wellsby and Pexman 2014). Hostetter and Alibali (2008)
saw in their research that individuals who were simulating
physical actions in their mind often used gestures to track or
imitate the action they were simulating. They also found that
individuals with stronger spatial skills were more likely to use
gestures. While we may view these sorts of strategies as re-
ducing cognitive load in the translation between computation-
al thinking representations, an alternative viewmay be that the
student is developing stronger spatial skills in enacting a third
representation through gesture. Just as the use of manipula-
tives in mathematics and science education have shown to aid
learning (Dienes 1960; Suh and Moyer 2007), such manipu-
latives may aid students in developing representational fluen-
cy in computational thinking. Bers (2018) also notes the im-
portance of allowing young children the opportunity to expe-
rience the concepts or big ideas of computational thinking
through hands-on play and manipulatives and suggests the
use of programming platforms similar to that of the robot
mouse that allow for the use of physical manipulatives.
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Levels of Representational Maturity Varied With
the Difficulty of the Task

We saw varying levels of representational maturity throughout
the tasks, showing evidence that the students were better able to
utilize representations in some activities over others. By saying
“representational maturity,” we do not intend to claim that stu-
dents developed a mature level of representational fluency by
performing the proposed CT tasks. Instead, we refer to how
students used representations and translations on a maturity con-
tinuum in each task.When the tasks were straight forward for the
students, we saw that they could do the translations directly.
However, when they began to struggle either because the task
had multiple steps or when they could not get the translation
directly, we saw that students often reverted back to concrete
representations as intermediary tools. As an illustration, recall
that Jason had gone through several representations during the
Follow Cards to Place the Cheese on the Course Activity. He
used his bracelet (concrete) and themouse (concrete and realistic)
while at the same time talking through the steps (language) in
order to figure out what the cards (symbolic) were indicating.We
saw these differing levels of representational maturity manifest
during times of ease versus times of difficulty. This is not sur-
prising as learners must be able to utilize many skills to thor-
oughly use representations (Ainsworth 2006).

The use of additional representations to aid in transfer was
particularly evident when students were having trouble transfer-
ring between two different representations. In the beginning, the
students often added in other representations to support their
transfer. The Coding Directly from the Map Activity is not a
natural translation. In order to manage the task, students used
self-talk as they pressed the buttons while at the same time also
using the mouse as a concrete manipulative as a way to manage
the location of the mouse on the map. Once they seemed more
comfortable, they began to take away the additional representa-
tions. For example, they often stopped the self-talk that explained
their steps as they were pushing buttons. However, on some of
the more difficult translations, students continued to use the in-
termediary concrete representations tomanage their task. In these
examples, we observed different levels of representational fluen-
cy (Greenes and Findell 1999; Johri and Olds 2011; Lesh and
Zawojewski 2007; Suh and Moyer 2007), which corresponded
to the complexity of the task.

Spatial Orientation Was Difficult for the Students

The importance of perspective can be seen very clearly in the
Course Translated to Drawing Map Activity when the students
are drawing their own map. In this activity, Lily and Jason built
their course together and individually drew their maps. When
they were first handed their paper to draw on, they were standing
on the same side of the table, which happened to be the opposite
side from where they had placed the mouse’s starting location.

Before starting her drawing, Lily walked around to the other side
of the table, aligning her perspective with the initial perspective
of the mouse, saying aloud that it would be easier that way, while
Jason remained opposite the mouse and had less success with
this task. However, in a different activity, when Jason was unsure
of where the mouse would go, he moved around to the other side
of the table and tilted his head to be in themouse’s perspective. In
these scenarios, the students were unable to complete the task
when they were in a different spatial orientation from the mouse,
suggesting that their mental rotation ability was not sufficiently
developed, and thus they needed to physically move their body
instead. Similarly, the students were also seen using themouse or
their hand as a marker or spatial orientation tool as they engaged
in some of the more complex tasks that required them to be able
to visualize the mouse’s position and movement in their head.
This supports other work that states that young children often
rely on more concrete representations to support their spatial
reasoning (Ebersbach and Hagedorn 2011; Harwood and Usher
1999). For example, in the Follow Cards to Place the Cheese
Activity, Jason used his hand to represent themouse when hewas
restricted from using it to assist with the spatial orientation as-
pects of the task. Lily was seen using pointing as a strategy to
help with spatial orientation as she was able to follow the sym-
bols with her finger when they were in a straight line, but when
the mouse turned, she used the mouse to follow along in order to
keep track of the mouse’s perspective. Our results support the
literature that students’ spatial reasoning abilities differ from
adults (Thommen et al. 2010) but that they have the skills to
improve their spatial reasoning with practice and support (Feng
et al. 2007; Uttal et al. 2013).

Conclusions and Implications

Students in this study demonstrated that the translation
between each of the various representations highlighted
in these four computational tasks involves an intrinsic
cognitive demand that a learner must manage to accom-
plish a task. For the more difficult translations, we saw
students invent various intermediate representations, or
cognitive supports, to help them manage this load. The
major observations for our case studies of three second
grade students illustrate the translations between repre-
sentations that accompany different computational tasks
and how students invent strategies to manage them.
Understanding these strategies may help educators or
curriculum developers embed scaffolds to support repre-
sentational transitions that provide students opportunities
to offload some of the cognitive load associated with
these translations. Also, we expect that, as students de-
velop more experience with computational thinking rep-
resentations and translations, we would see a reduction
in the need for intermediary representations, which may

32 J Sci Educ Technol (2020) 29:19–34



indicate that the students’ representational fluency is
maturing.

Future research could include investigating the themes and
actions presented here with a larger population to confirm if
the strategies are generalizable beyond the three students we
observed. Similarly, we could conduct similar task interviews
with different coding platforms to understand how the physi-
cal or virtual environments cue students’ representational and
translational strategies. We believe that such results could be
helpful in the development of curricula and pedagogical strat-
egies for supporting students’ computational thinking
development.
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