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Abstract

Some reactions produce extremely hot nascent-products which nevertheless can form sufficiently

long-lived van der Waals (vdW) complexes—with atoms or molecules from a bath gas—as to be

observed via microwave spectroscopy. Theoretical calculations of such unbound resonance-states

can be much more challenging than ordinary bound-state calculations depending on the approach

employed. One encounters not only the floppy, and perhaps multi-welled potential energy sur-

face (PES) characteristic of vdWs complexes, but in addition must contend with excitation of

the intramolecular modes and its corresponding influence on the PES. Straightforward compu-

tation of the (resonance) rovibrational levels of interest, involves the added complication of the

unbound nature of the wavefunction, often treated with techniques such as introducing a complex

absorbing potential. Here, we have demonstrated that a simplified approach of making a series

of vibrationally effective PESs for the intermolecular coordinates—one for each reaction product

vibrational quantum number of interest—can produce vdW levels for the complex with spectro-

scopic accuracy. This requires constructing a series of appropriately weighted lower-dimensional

PESs for which we use our freely available PES-fitting code AUTOSURF. The applications of this

study are the Ar–CS and Ar–SiS complexes, which are isovalent to Ar–CO and Ar–SiO, the latter

of which we considered in a previously reported study. Using a series of vibrationally effective

PESs, rovibrational levels and predicted microwave transition frequencies for both complexes were

computed variationally. A series of shifting rotational transition frequencies were also computed

as a function of the diatom vibrational quantum number. The predicted transitions were used

to guide and inform an experimental effort to make complementary observations. Comparisons

are given for the transitions that are within the range of the spectrometer and were successfully

recorded. Calculations of the rovibrational level pattern agree to within 0.2 % with experimental

measurements.
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I. INTRODUCTION

The Ar–CO complex has been extensively studied both theoretically and experimentally

and can by now be considered the prototypical heavy atom-diatom complex.1–5 Recently,

we reported a combined theoretical/experimental study of Ar–SiO,6 isovalent to Ar–CO

but with some interesting differences. The initial motivation to study SiO came from its

relevance to astrochemistry, as its radio emission lines are observed from a number of astro-

nomical sources.7–11 SiO is a reactive species and can be formed as a hot nascent reaction

product. Indeed, the previous study reported observation of lines attributable to at least

12 quanta in the Si–O stretch (vSiO = 12).6 This presents some challenges for a theoreti-

cal treatment. The excited diatom, with a huge excess of internal energy—on the order of

100 times greater than the rare-gas-complex binding energy—nevertheless forms sufficiently

long-lived complexes as to be observed via microwave spectroscopy. This means that in prin-

ciple, the states of interest are metastable resonances, which for a theoretical treatment can

necessitate approaches such as adding a complex absorbing potential to the Hamiltonian.

In the previous study, we showed that the coupling between the inter- and intra-molecular

modes is so weak, and the lifetimes of the complexes so long, that the approximation of

a vibrationally averaged (over the probability density of the excited diatom) potential en-

ergy surface (PES) describing the intermolecular coordinates, is remarkably accurate. Thus,

for each level of diatom excitation, a separate calculation may proceed as for an ordinary

set of bound rovibrational levels. This can still be challenging however, since the complex

may be very floppy or even have multiple isomers. Moreover, with respect to the electronic

structure method employed to construct the PES, large distortions of the excited diatom

could require a multireference description, within which it is difficult (prohibitively expen-

sive) to capture the high-order electron correlation often necessary to compute non-bonded

interactions accurately.

Here, we describe the extension of our approach to two more systems from the same

set of isovalent species: Ar–CS and Ar–SiS. The diatoms of this series (without complex-

ation by a rare gas atom) have received some attention of their own in the past.12 The

dipole moment of CO famously defies expectations based on electronegativity differences,

and its dipole, though small (0.1 D), has the polarity C−O+. More generally, the CO dipole

function—changing with the bond distance—passes through zero near equilibrium, such

3
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that its expectation value changes sign (flips direction) upon excitation by several quanta

of vibration. Harrison analyzed the dipole moment functions of the series CO, SiO, CS, and

SiS from the point of view of competing charge and induced atomic dipole contributions.12

In this light, CS is perhaps more remarkable than CO, since despite a nearly negligible

difference in atomic electronegativities, the measured dipole is quite large (1.96 D) and is

also polarized as C−S+. The other two members of the series, SiO and SiS, have dipoles of

3.1 and 1.7 D respectively and are oppositely polarized as Si+O− and Si+S−.13,14 The four

species also exhibit a significant range of bond distances and effective sizes, polarizabilities,

etc., all of which could affect the nature of the rare-gas binding potential and hence the for-

mation of such complexes, their structures, and dynamics. We report here new high quality

PESs for the Ar–CS and Ar–SiS systems, constructed at the CCSD(T)-F12b/CBS level of

ab initio theory, as a function of the level of diatom vibrational excitation. We also report

predicted rovibrational transitions for the Ar–CS and Ar–SiS complexes, comparing with

new experimental measurements, and discuss them in terms of characterization of the PESs

and comparison with the Ar–CO and Ar–SiO systems.

In Section II we describe the theoretical methodology, beginning with the PES con-

struction, and followed by the methods employed to compute the rovibrational states. In

Section III a description of the experimental methods and apparatus is given. In Section IV,

a discussion and characterization of the PES and derived states, including predicted tran-

sition frequencies and comparison with experiments is given. The conclusion and relations

between the members of the isovalent series is given in Section V.

II. THEORETICAL CALCULATIONS

As illustrated in Figure 1, to describe the vdW complexes formed by a rare gas atom C

and a more strongly-bound diatomic molecule AB we choose Jacobi coordinates, for which

the Hamiltonian is well known.15 As can be seen in the figure, r represents the interatomic

coordinate of the molecule AB, while R describes the distance between the center-of-mass

of the AB subunit and the atom C. Typically to compute spectra of these complexes, one

would need the full 3D PES for the system: V (r, R, θ). However, given the difference

in intra- vs. inter-molecular vibrational frequencies (typically on the order of 100 fold),

a simplified approach that has proven to be very accurate6 is to make a vibrationally-

4
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The general procedure can be summarized as follows: First, a 1D ab initio potential

energy curve for the molecule AB is computed, with a grid of points dense enough to be

smoothly interpolated and a range of interatomic distance r adequate to calculate the number

of diatomic energy levels of interest. Then, the discrete variable representation (DVR)

method16–19 can be used to compute the vibrational energy levels and the corresponding wave

functions. Next, the lowest n diatomic vibrational probability densities can be represented

using n PO-DVR points—to obtain the weights Cv(ri), cf. equation 2—and for each of the n

PO-DVR coordinates {ri}, a 2D PES Vri(R, θ) should be constructed to represent the vdW

interactions in the AB–C system. Finally, the vibrationally-averaged PES for any given set

of intermolecular coordinates (R, θ) can be obtained by simply evaluating equation 2.

It is worth pointing out that some of the fundamental components of this procedure,

such as constructing effective interaction PESs for various excitations of the monomers, and

employing a PO-DVR to compute rovibrational levels have been used for several decades.20–22

Here, combining these methods with automation, parallel high-performance computing, and

highly accurate quantum chemistry methods, has culminated in a robust, efficient procedure

with predictive spectroscopic accuracy, requiring minimal human effort.

A. Automated construction of 2D PESs

In order to construct the chosen number of reduced dimensional PESs, we make use of

our automated code AUTOSURF.23 For the present applications, as well as the previously

reported Ar–SiO system, in each case we used eight points in the diatomic coordinate,

which implies eight separate 2D PESs Vri(R, θ), each constructed by fixing the diatomic bond

distance at a particular value of the PO-DVR grid point. Having eight 2D PESs permits one

to compute rovibrational levels for vibrationally averaged AB(v = 0–7), as well as perform

rigorous 3D calculations for AB(v = 0). Our interpolative approach to PES construction,

implemented in AUTOSURF, has been described before in detail24,25 and is freely available.23

It computes and fits ab initio data in prespecified ranges of coordinates and energy, and in a

fully automated fashion, iteratively refines the PES by adding data until a prespecified level

of fitting accuracy is reached. It is interfaced to popular electronic structure codes and will

set up and run calculations at any specified level of theory, including composite methods

or protocols. Here, for the Ar–CS and Ar–SiS systems, we used the MOLPRO code26 to

6
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generate energies at the CCSD(T)-F12b/CBS(VTZ-F12,VQZ-F12) level, extrapolated to

the CBS limit with the l−3 formula.25,27

B. Rovibrational calculations

To compute the rovibrational levels and wavefunctions, the RV3 three-atom variational

code of Wang and Carrington was used.28 RV3 implements a parallel symmetry-adapted

Lanczos algorithm and a numerically exact kinetic energy operator in various possible cho-

sen sets of coordinates. The parity-adapted rovibrational basis is a product of stretch and

shared-K bend-rotation basis functions (more details have been provided previously).28 RV3

permits specification of total angular momentum J and parity and also provides wave-

function and probability density plotting, making assignment and interpretation relatively

straightforward. Before performing a series of 2D calculations for AB(v) with the set of

vibrationally averaged 2D PESs, an initial 3D calculation was performed. The 3D calcula-

tion was performed with a product basis in such a way as to permit use of the n 2D PESs,

computed at different rAB bond distances (not the vibrationally averaged ones). For the

rAB stretching coordinate, the same n PO-DVR points were used, such that the existing n

2D PESs could be called in the 3D calculations. For the vdW stretch coordinate R, 200

sine DVR functions were used and for the angle, the lmax value in the Legendre basis was

set to 120 (for a total of 192,000 functions). This rather large basis converges the low-lying

levels to better than 10−4 cm−1. Low-lying (the first 10) vibrational levels for J = 0–10 were

computed.

III. EXPERIMENT

Experiments were conducted at the Center for Astrophysics, using a combination of

chirped-pulse29 and cavity30 Fourier transform microwave spectroscopies. Both spectrome-

ters have been described in previous publications,31,32 so only details specific to this study are

highlighted here. Briefly, CS and SiS were produced by co-expanding CS2 and SiH4, heavily

diluted in Ar (∼1%), while applying an voltage potential (1 kV) between two closely-spaced

copper electrodes in the throat of a supersonic jet source; the backing pressure behind the

nozzle was of 2.5 kTorr. This arrangement has been used with considerable success to detect

7

Page 8 of 26

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



a wide array of reactive species including silicon-bearing species such as Si(H)SiH33 and

silicon-oxides HOSiOH.34 As the gas mixture exits the discharge assembly, it rapidly under-

goes supersonic expansion, resulting in substantial cooling of the internal degrees of freedom

of the products. Collisional cooling is most efficient for rotation, resulting in rotational

temperatures of only a few K near the center of the chamber. Owing to combined effects

of collisional excitation by electrons, the use of atomic buffer gases, and a relatively short

transit time thru the discharge source, vibrational degrees of freedom are poorly quenched

in the expansion, resulting in vibrationally temperatures that can range from hundreds to

several thousand K.35,36 As a result, rotational transitions from vibrationally excited states

are common, especially so for diatomics because their vibrational frequencies greatly exceed

typical collision frequencies.

Since Ar−SiO,37 Ar−CS,38 and SiS39 have been studied previously, the experimental

conditions (e.g., discharge voltage, gas mixing ratios, timings) were adjusted to optimize

production of each species. For Ar−SiO, trace contamination of atmospheric O2 was suffi-

cient to produce this complex in high abundance in the presence of silane, while a source of

sulfur (CS2) was required for the other two species. For each species, line intensities were

first maximized using a cavity-enhanced (5–26GHz) spectrometer, and then a broadband

chirped-pulse (8–18GHz) spectrum was immediately acquired. Each spectrum is an average

of roughly 1.3 million shots, collected at a rate of 10 chirps per gas pulse at a gas pulse

repetition rate of 6Hz (∼ 6 hours). To identify Ar-containing features, a second spectrum

was collected under nominally the same experimental conditions using Ne rather than Ar

as the buffer gas. After data collection, the spectra were analyzed using PySpecTools, an

open-source Python library for performing interactive and reproducible analysis of rotational

spectra.40,41

IV. RESULTS

A. Vibrationally averaged PESs

At the CCSD(T)-F12b/CBS level, the well-depths of the Ar–CS and Ar–SiS interaction

are 136 cm−1 and 160 cm−1 respectively—while their harmonic constants are 1285.08 cm−1

and 749.64 cm−1 respectively—which means that as expected, vdW states for vibrationally

8
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excited (v > 0) diatoms in the Ar–CS and Ar–SiS complexes are resonances, rather than

bound states. Thus, to study the rovibrational states of the complexes, and their progressions

as a function of the number of vibrational quanta in the CS and SiS subunits (as described

in Section II), a series of eight different 2D PESs were constructed for each system. This

allows the vdW rovibrational states of interest for a particular diatomic vibrational quantum

number v to be computed as bound states on the corresponding 2D vibrationally averaged

PES.

First, a 1D potential energy curve for CS and SiS was computed at the CCSD(T)-

F12b/CBS level of theory. The lowest (J = 0) vibrational energy levels, computed using the

DVR method, are shown in the Supporting Info (SI), Table S1. The corresponding exper-

imentally fitted anharmonic progression is also shown in the table. Next, the lowest eight

diatomic vibrational probability densities were represented using eight PO-DVR points cor-

responding to CS (SiS) bond distances distributed between rCS = 1.409 and rCS = 1.731 Å

(rSiS = 1.803 and rSiS = 2.131 Å). Table S2, in the SI, provides the precise PO-DVR point lo-

cations, as well as the relative weights given to each PES—coefficients Cv(ri) in equation 2—

in order to construct the vibrationally averaged PESs for CS(v = 0–3) and SiS(v = 0–3).

The corresponding expectation values of the rCS and rSiS coordinates: 〈Ψv|rAB|Ψv〉, used in

the vdW rovibrational calculations, are also given in Table S2.

For each of the eight CS and SiS bond distances (PO-DVR points), a separate 2D PES was

constructed for each system using AUTOSURF, for the coordinate range: 2.4 < R < 15.0 Å

and 0 < θ < π (R, θ, as defined in Figure 1). Table S3 (in the SI), provides some details

concerning the construction and accuracy of each individual PES. As can be seen in the table,

on the order of 200 ab initio points were always sufficient to converge the root-mean-square

(RMS) fitting error below 0.07 cm−1 for energy-regions below the asympote (E < Easymp).

Despite the similar topography of the eight PESs in each system, for each value of rCS and

rSiS a different (optimized) 2D-set of data point locations {Ri; θi} was generated and used

in the fit. In all cases, the PES-construction started with a seed-grid of 120 automatically

(randomly) generated points, then 8 points were added to the fit on each iteration, improving

the PES until the global RMS error was below 1 cm−1. In the next step, a focused refinement

is made (adding 4 new points per iteration) until the RMS error was lower than 0.1 cm−1

for R < 5.0 Å and E < Easymp. In total, 1618 (1771) points were needed for the complete

representation of the Ar–CS (Ar–SiS) vdW interactions, with a RMS error of only 0.05 cm−1

9
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TABLE I. Geometric parameters (R, θ) and potential energy (V ) for the global minimum of Ar–

SiO(v=0), Ar–CS(v=0), Ar–SiS(v=0) and Ar–CO(v=0) vdW complexes. The barriers to linearity,

both at the tetrel (C, Si, ...) end (t-barrier) and chalcogen (O, S, ...) end (c-barrier) are also shown.

Units are Angströms, degrees, and cm−1.

Ar–SiOa Ar–CS Ar–SiS Ar–COb

R 3.814 3.989 4.060 3.714

θ 89.5 111.3 104.2 92.88

V -152.31 -135.99 -160.06 -104.68

c-barrier 7.20 12.89 34.98 19.65

t-barrier 66.68 39.73 68.30 31.32

a Reference6

b Reference2

(0.06 cm−1) for energy-regions below the asympote. The analytical representation of each

PES is available from the authors upon request.

By appropriately weighting (combining) the eight PESs according to the PO-DVR co-

efficients (cf. equation 2), PESs vibrationally averaged over the probability densities were

obtained for both Ar–CS(v = 0, 1, · · · , 3) and Ar–SiS(v = 0, 1, · · · , 3) systems. The ge-

ometric parameters and potential energy for the global minimum of Ar–CS(v = 0) and

Ar–SiS(v = 0) vdW complexes are shown in Table I; for comparison, the corresponding

values for Ar–SiO and Ar–CO systems are also provided in the table. The v = 0 PESs

are compared in Figure 2, including also the previously studied Ar–SiO system, whose well-

depth of 152 cm−1 is between the other two. The value of θ = 180° in the figure represents a

colinear arrangement, with Ar associated at the tetrel end of the diatom (C or Si), whereas

θ = 0° places the Ar-atom at the chalcogen end (O or S). The barriers to linearity, both at

the tetrel end (t-barrier) and chalcogen end (c-barrier) are given in Table I. Considering also

CO, despite notable differences in the electronic structures of the four isovalent diatomics,

their Ar-complexes all have global minima with nearly T-shaped (θ = 90°) geometries.

Figure 3 compares the minimum energy paths along θ for the SiO, CS, and SiS systems.

The largest barrier to linearity is consistently the tetrel end of the molecules (this is true

also for CO), and similar barriers are found for the two Si containing systems. For CO that

10
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FIG. 3. Minimum energy paths along coordinate θ for the Ar–SiO, Ar–CS, and Ar–SiS systems.

B. Theoretically predicted transitions

For each vibrational quantum number of the diatom v, a separate series of calculations

were performed to compute the vdW rovibrational states. The J = 0 levels are only of even

parity, while both even and odd-parity levels exist for J > 0. Wavefunctions and probability

densities were computed in order to assign the states. A series of predicted transitions

were determined by considering energy differences between states which involve ∆J = ±1

and a switch in parity. Once completed, and the transition frequencies tabulated, the full

3D results are compared with those of the 2D vibrationally averaged (v = 0) PES. The

vibrational averaging approximation is so accurate in these cases that differences of only

4–6 MHz are recorded. Those differences are retained as shifts to be applied to the rest of

the progression of results for v > 0.

The assignment of each rovibrational level was done by visual inspection of the probability

density plots for each state. The first lower states, are straightforward to assign, but the

assignment becomes more complicated for higher lying states (as can be seen in the SI,

Figures S1 and S2). Probability density plots corresponding to the lowest three vdW levels

for J = 0 are shown in Figure 4. The first few levels correspond to excitation of the vdW

bending mode, with nodes and delocalization appearing along the angle coordinate. For the

Ar–CS system, the wave function is only localized near T-shaped (θ = 90°) for the ground

state, above which it explores a wide range of angles. For the bend-excited states, as in

the Ar–SiO system, despite the global minimum appearing near 90 degrees, the probability

12
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TABLE II. Theoretical frequencies of normal Ar–CS and Ar–SiS in the v = 0 stretching and excited

bending mode (in MHz).

Transition: J ′

K′

a
,K′

c

→ JKa,Kc
Ar–CS Ar–SiS

(∆J = 1,Ka = 0,Kc = J)

10,1 → 00,0 2879.79 2323.21

20,2 → 10,1 5758.77 4644.20

30,3 → 20,2 8636.12 6960.75

40,4 → 30,3 11511.02 9270.65

50,5 → 40,4 14382.65 11571.74

60,6 → 50,5 17250.15 13861.96

70,7 → 60,6 20112.68 16139.38

80,8 → 70,7 22969.36 18402.33

90,9 → 80,8 25819.30 20649.49

(∆J = 1,Ka = 1,Kc = J)

21,2 → 11,1 5616.83 4494.42

31,3 → 21,2 8424.16 6739.88

41,4 → 31,3 11230.17 8983.28

51,5 → 41,4 14034.44 11223.94

61,6 → 51,5 16836.50 13461.25

71,7 → 61,6 19635.93 15694.63

81,8 → 71,7 22432.27 17923.53

91,9 → 81,8 25225.07 20147.46

(∆J = 1,Ka = 1,Kc = J − 1)

21,1 → 11,0 5846.33 4795.18

31,2 → 21,1 8767.90 7190.79

41,3 → 31,2 11687.56 9584.01

51,4 → 41,3 14604.66 11973.99

61,5 → 51,4 17518.55 14359.87

71,6 → 61,5 20428.55 16740.76

81,7 → 71,6 23333.99 19115.72

91,8 → 81,7 26234.16 21483.74

Bend Excited State:

(∆J = 1,Ka = 0,Kc = J)

10,1 → 00,0 2671.90 2278.57

20,2 → 10,1 5343.50 4554.39

30,3 → 20,2 8014.51 6824.72

40,4 → 30,3 10684.61 9086.79

50,5 → 40,4 13353.48 11337.87

60,6 → 50,5 16020.82 13575.27

70,7 → 60,6 18686.33 15796.51

80,8 → 70,7 21349.75 17999.39

90,9 → 80,8 24010.92 20182.19
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both spectra arise from normal, isotopic, and vibrationally excited SiS between ∼17,500 and

18,100 MHz39 and were assigned using catalog entries in the Cologne Database for Molecular

Spectroscopy.42 Rotational transitions from vibrational states up to v = 18 (corresponding to

over 12,000 K of vibrational energy), were observed with good signal-to-noise ratio (SNR).

Other abundantly produced molecules in this gas mixture which give rise to strong lines

include the well-known carbon-sulfur chains such as CCS and CCCS35, indicated in Fig-

ure 5(b). Figure 5(c) displays spectral features in the Ar spectrum after removing rotational

lines of known molecules. Presumably, the remaining transitions arise from molecules whose

rotational spectra have not been reported previously. Here, only the most abundant iso-

topes were assigned unambiguously. In addition to two features near ∼15,900 MHz, the

blue shaded regions in panel (c) highlight strong features that are entirely absent in the Ne

discharge, and therefore almost certainly arise from one or more Ar-bearing species.

Guided by the theoretical predictions of Ar–SiS (Table II), the strongest transitions in

Figure 5(c) were investigated further. Figure 6 shows several narrow frequency slices of the

full spectrum in which each slice is centered on the predicted frequency for five successive

b-type (∆J = 1, ∆Ka = +1, ∆Kc = −1) transitions—three of which correspond to the

strong features highlighted in Figure 5(c). As can be seen in Figure 6, a feature close in

frequency to the theoretical prediction is present in each spectrum. Owing to the nonlinear

instrument-response of our spectrometer, however, there is considerable intensity variation

in these spectra. If the instrument response was perfectly flat, the relative intensities of

successive transitions should follow a Boltzmann distribution with Trot ∼ 2 K.

Each transition in the broadband spectrum was subsequently re-measured at higher spec-

tral resolution using a cavity microwave spectrometer. The resulting frequencies together

with the theoretical assignments were used as input to an A-reduced asymmetric top Hamil-

tonian43,44 using the SPFIT program.45 From this preliminary fit neighboring b-type transi-

tions were then predicted, namely those with the selection rules ∆J = 1,∆Ka = +1,∆Kc =

+1,46 of which four fall within the range of our spectrometer. With six free parameters

(A,B,C, and quartic centrifugal distortion terms ∆J ,∆JK , δJ) we obtain a RMS error of

24 kHz. The relatively large fitting error (compared to other high-resolution microwave

studies) is not surprising, since a weakly-bound complex has a non-rigid structure and large

vibration-rotation interaction; both of which are poorly treated by our effective Hamiltonian.

Comparison with the related Ar−SiO molecule, however, shows that this effect is much more
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TABLE III. Best-fit spectroscopic constants (in MHz) of Ar−SiS in v = 0 and v = 1. An A-reduced

representation was used; values in parentheses correspond to 1σ uncertainties.

Parameter v = 0 v = 1

A 9757.1084(33) 9717.2228(133)

B 1242.3389(68) 1242.799(86)

C 1089.92323(96) 1089.0487(119)

∆J × 103 3.4204(112) 7.74(125)

∆JK 0.26631(146) 0.4944(145)

∆K × 103 1.1289(71) 1.53(48)

sure the rigidity of the molecule37,47—in this case, we compute log ∆J

(B+C)/2
, the values of

which are −6.13 and −5.78 for v = 0 and v = 1 respectively. In this picture, the complex

becomes less rigid and therefore less strongly bound: progressing from something akin to

H2O−HC4H (−6.4)48 to Ar−HC4H (−5.2).49 For additional context, in our earlier inves-

tigation of Ar−SiO,37 we determine log ∆J

(B+C)/2
values of −4.09 and −4.05 for v = 0 and

v = 1 respectively, implying a significantly more delocalized complex than the present case

of Ar−SiS. Additionally, vibrational excitation does not significantly affect the binding of

Ar−SiO, whereas for Ar−SiS, we obtain a larger degree of rigidity change going from v = 0

to v = 1. All of these experimental observations suggest that the Ar−SiS structure is much

more rigidly bound than that of Ar−SiO. This is certainly true as can be seen in plots

of the PESs (Figure 2). Note however, that as given in Table I, the absolute binding en-

ergy for Ar−SiS is only very slightly greater than for Ar−SiO (−160 cm−1 compared with

−152 cm−1). The key difference is the degree of angular confinement, which is clear from

the plot of minimum energy paths for cuts through θ, given in Figure 3. The dramatic

difference comes from the S atom since as given in Table I, the barriers to linearity at the Si

end of the molecules are nearly identical, whereas at the chalcogen end (O or S), the barriers

differ greatly. Thus, despite similar binding energies of the two complexes, due to lack of

angular confinement, Ar−SiO is much floppier. This makes Ar−SiS less sensitive and easier

to predict accurately. Table IV provides a comparison of the calculated and measured b-type

transition frequencies for the Ar–SiS complex, for both v = 0 and v = 1 vibrational quanta

in the Si–S stretch. In all cases, agreement between theory and experiment is excellent, with

deviations in frequency no worse than 0.19 % over the range of measurements.

Figure 8 displays the original broadband spectrum recorded with Ar as a buffer gas,
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TABLE IV. Comparison of observed (Expt) and predicted (Calc) b-type transition frequencies

for the Ar–SiS complex (in MHz). The value of the difference (∆ = Calc−Expt, in MHz) and

percentage deviation (% dev) between theory and experiment is also shown.

J ′

K′

a
,K′

c

− J ′′

K′′

a
,K′′

c

Expt Calc ∆ % dev

v = 0 11,0 → 10,1 8666.6390 8683.14 -16.50 0.19

21,1 → 20,2 8819.9866 8834.12 -14.14 0.16

31,2 → 30,3 9053.7244 9064.17 -10.45 0.12

41,3 → 40,4 9372.2782 9377.53 -5.25 0.06

51,4 → 50,5 9781.4444 9779.78 1.67 0.02

61,5 → 60,6 10288.2840 10277.69 10.59 0.10

11,1 → 00,0 10846.4045 10855.93 -9.52 0.09

21,2 → 10,1 13024.0708 13027.13 -3.06 0.02

31,3 → 20,2 15124.5950 15122.82 1.78 0.01

41,4 → 30,3 17149.1796 17145.35 3.83 0.02

v = 1 11,0 → 00,0 8627.1837 8619.15 8.03 0.09

21,1 → 10,1 8780.9800 8771.03 9.95 0.11

31,2 → 20,2 9015.4477 9002.49 12.96 0.14

41,3 → 30,3 9335.1100 9317.86 17.25 0.18

11,1 → 00,0 10805.2579 10790.44 14.82 0.14

21,2 → 10,1 12981.2102 12960.16 21.05 0.16

31,3 → 20,2 15079.8294 15053.96 25.87 0.17

41,4 → 30,3 17103.6673 17084.25 19.42 0.11

were accurate enough to guide highly focused searches for signals from the spectrometer.

This was possible because the calculations are sufficiently accurate and from first principles,

without needing empirical adjustment.

Similar future studies can be easily conducted using our freely available PES-fitting code

AUTOSURF. We have described in detail the methodology of our approach—from the au-

tomated construction of the necessary PESs to the variational calculations of the unbound

metastable states—which can be generally applied to any vdW complex formed by a rare gas

atom C and a more strongly-bound diatomic molecule AB, to predict from first principles

the rotational spectrum of such weakly-bound complexes in an automated fashion.

The applications of this study are the Ar–CS and Ar–SiS complexes, which are isovalent

to Ar–CO and Ar–SiO, the latter of which we considered in a previously reported study.

The convenience of our automated approach going forward is that it enables one to study

entire families or sets of slightly differing species simultaneously with sufficient accuracy to

be useful to experimentalists.
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VI. SUPPORTING INFORMATION

Additional details of the calculations are supplied as Supporting Information. This in-

cludes the precise points and weights for the DVR calculations, additional tables of predicted

transitions, and the SPFIT output for the analysis of experimental data.
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tion of potential energy surfaces,” Molecular Physics 114, 1–18 (2016).

[25] Richard Dawes and Ernesto Quintas-Sánchez, “The Construction of Ab Initio-Based Potential

Energy Surfaces,” in Reviews in Computational Chemistry vol. 31 (John Wiley & Sons, Inc.,

2018) Chap. 5, pp. 199–264.

[26] H. Werner, P. Knowles, G. Knizia, F. Manby, M. Schütz, P. Celani, T. Korona, R. Lindh,
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