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ABSTRACT

Cognitive science research on learning and instruction is often not directly connected to
discipline-based research. In an effort to narrow this gap, this essay integrates research
from both fields on five learning and instruction strategies: active retrieval, distributed
(spaced) learning, dual coding, concrete examples, and feedback and assessment. These
strategies can significantly enhance the effectiveness of science instruction, but they
typically do not find their way into the undergraduate classroom. The implementation
of these strategies is illustrated through an undergraduate science course for nonmajors
called Science in Our Lives. This course provides students with opportunities to use sci-
entific information to solve real-world problems and view science as part of everyday life.

INTRODUCTION

Despite efforts to bridge the gap between research and practice in science teaching,
implementing evidence-based pedagogies in undergraduate science classrooms
remains a major challenge, often due to faculty’s lack of knowledge, insufficient sup-
port, and resistance to change (Handelsman et al., 2004; Henderson et al., 2011;
Brownell and Tanner, 2012; Dolan, 2015; Drinkwater et al., 2017). Perhaps the most
striking example is that, despite mounting evidence of the effectiveness of active
learning, many undergraduate science courses still follow a traditional lecture-based
model that reinforces students’ prior negative experiences with science (National
Science Board, 2000; Arum and Roksa, 2011; Freeman et al., 2014).

This essay will demonstrate how learning strategies that emerge from cognitive
science and discipline-based education research (DBER) can be implemented in the
design of undergraduate science curricula. Owing to different goals, research prac-
tices, and terminology, cognitive science research on learning and instruction is often
disconnected from DBER (i.e., research on learning within a discipline, such as biology
or chemistry; National Research Council, 2012). For example, whereas cognitive sci-
ence research is typically conducted in laboratory settings, DBER almost always takes
place in classrooms (Mestre et al., 2018). Based on recent calls for cross-disciplinary
exchange (Coley and Tanner, 2012; Peffer and Renken, 2016; Mestre et al., 2018), this
essay aims to integrate cognitive science and DBER on five learning and instruction
strategies: active retrieval, distributed (spaced) learning, dual coding, concrete exam-
ples, and feedback and assessment. These strategies will be illustrated through an
undergraduate course for nonmajors called Science in Our Lives. This course was
designed as an “umbrella” course with several sections, each taught over a semester,
focusing on human health and disease, the human brain, and environmental and pub-
lic health issues. The course was developed within a phenomenological feminist
framework (e.g., Barad, 2007) with the goal of providing students with opportunities
to use scientific information to solve real-world problems and view science as part of
everyday life. As part of the course, students keep a log of their experiences as they are
asking questions, making observations, and generating and interpreting data
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TABLE 1. Learning and instruction strategies and their implementation in Science in Our Lives

Strategy

Implementation in Science in Our Lives

Active retrieval
Distributed practice

Dual coding

Concrete examples
Feedback and assessment

Weekly reflection cards, where students reflected on their learning and made connections to their day-to-day lives.
Crosscutting concepts (e.g., acidity) were distributed across the semester and revisited in different contexts.
Integrating pictures and text in snaplogs; creating comics (Figure 1).

Thinking about abstract concepts using real-world objects (Figure 2).

Self-, peer- and coassessment, with students revising their work based on feedback.

(Milne, 2019). The use of student artifacts in this essay has
been approved by the New York University Institutional Review
Board committee (exempt; IRB-FY2018-2218).

The list of learning and instruction strategies that follows is
far from exhaustive. We only discuss strategies that have been
replicated across studies and can directly inform curricular
design. We first review the evidence supporting each strategy
and then demonstrate how it can be implemented through illus-
trative examples derived from Science in Our Lives (see
Table 1). It should be emphasized, though, that we have not
assessed how implementing these strategies affected student
learning, which should be addressed in future research.

ACTIVE RETRIEVAL

Testing is traditionally viewed as a way to measure learning, but
a large body of research suggests that the act of taking a test can
significantly enhance learning (for a review, see Brame and
Biel, 2015; Karpicke, 2017). In a highly cited study, undergrad-
uate students were first asked to read short passages and then
to either review the passage three more times (SSSS group) or
complete a recall task three times, writing down as much infor-
mation from the passage as they could (STTT group). Memory
retention was tested either 5 minutes or a week later. Repeated
study led to better retention when the final test was adminis-
tered immediately after the study phase. However, when the
final test was delayed by a week, testing was much more effec-
tive: the STTT group outperformed the SSSS group by 21%
(Roediger and Karpicke, 2006). These findings were shown to
generalize across learner characteristics, materials, and educa-
tional contexts (Brame and Biel, 2015; Karpicke, 2017).

Why is retrieval more effective than restudying? The effort
invested in retrieving information from memory can strengthen
knowledge and make it more easily accessible (Bjork and Bjork,
2011). Another explanation is that, when students are provided
with a cue and requested to recall target information, they gen-
erate additional memory items that are semantically related to
the cue, resulting in better recall in a subsequent test (Carpenter,
2009). More recently, it has been proposed that retrieval
updates the episodic context in which information is encoded,
making it easier to recover the information in a subsequent test
(Karpicke et al., 2014).

In the context of higher education, it has been demonstrated
that frequent classroom quizzing can enhance students’ perfor-
mance at an end-of-semester exam (Leeming, 2002; Lyle and
Crawford, 2011; McDaniel et al., 2012; Orr and Foster, 2013;
Pennebaker et al., 2013; Butler et al., 2014; Batsell et al., 2017)
(for a review, see Brame and Biel, 2015). Science in our Lives,
however, was intentionally designed to move away from tradi-
tional testing (Schinske and Tanner, 2014; see Feedback and
Assessment). How can retrieval practice be implemented in a
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course that does not include any quizzes or exams? Instead of
weekly quizzes, students in the course were asked to post
weekly reflections on the course online forum, where they
reflected on their learning and made connections between
course topics and their everyday experiences. For example,
when learning about air quality, students could reflect on how
air quality might be tested in their own environments and what
impact air quality could have on their health. This process
encouraged students to actively retrieve information that was
taught in class and make meaningful connections between
different topics. In the spirit of active retrieval, students were
encouraged to complete this task without reviewing their class
notes. These weekly reflections led to a culminating event at the
end of the semester, when students were invited to reflect on
their learning as a whole (see Feedback and Assessment).

Another way in which active retrieval can be incorporated
into a college course is by using clicker systems (Caldwell,
2007; Martyn, 2007; Mayer et al., 2009). Clicker systems allow
instructors to record students’ responses to multiple-choice
questions and provide immediate feedback by displaying the
distribution of answers and discussing the correct answer. In
addition, instead of using traditional tests, instructors can use
ungraded (Khanna, 2015) or collaborative quizzing (Wissman
and Rawson, 2016). For example, students can take a short quiz
and then exchange quizzes and grade each other or have a
discussion with a partner and then go back to their quizzes and
revise their answers. These quizzes do not necessarily need to
be collected by the instructor (Pandey and Kapitanoff, 2011).
Finally, drawing concept maps from memory can be another
effective way to retrieve information and reinforce learning
(Blunt and Karpicke, 2014). This strategy was used in Science
in Our Lives, as students were asked to work in teams to build
a mind map of the course. This activity was designed to encour-
age students to think back on what they had learned and make
connections between discrete but related topics.

DISTRIBUTED (SPACED) PRACTICE
Although students tend to “cram” their learning just before a
final, distributing learning over time has been shown across
many studies to produce better long-term retention than massed
learning (Cepeda et al., 2006; Benjamin and Tullis, 2010;
Delaney et al., 2010). In a meta-analysis of 254 studies, Cepeda
et al. (2006) reported that performance on a final recall test was
significantly higher after spaced study (47%) compared with
massed study (37%). This effect is robust to different lags,
student characteristics, learning materials, and criterion tasks
(Dunlosky et al., 2013).

Most of these studies, however, were conducted in labora-
tory environments. One of the few field-based studies compared
two sections of a statistics undergraduate course, one taught
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over 6 months and the other over 8 weeks (Budé et al., 2011).
The 6-month course consisted of the same elements as the
8-week course, but the elements were far more spaced out in
time. Scores on a conceptual understanding test as well as on
the final test were significantly higher in the 6-month course
than those of the 8-week course. Importantly, the two groups
achieved comparable scores on a control test in another course,
thus demonstrating that the effect was not driven by pre-
existing differences between the groups (Budé et al., 2011). In
another study, introducing daily or weekly preparatory and
review assignments in an introduction to biology undergradu-
ate course led to improved student achievement, especially
among students from underrepresented racial/ethnic groups.
These assignments were hypothesized to help students distrib-
ute their learning throughout the semester and engage with
content both before and after class (Eddy and Hogan, 2014).

The distributed practice effect can be explained in various
ways. Related to the testing effect, when learning is spaced over
time, each learning session reminds the learner of the previous
session, leading to active retrieval. Further, retrieving informa-
tion that has been learned in the past requires more effort,
which can strengthen the memory trace. In contrast, retrieving
information that has just been learned can give students the
false impression that they know the material better than they
actually do (Bahrick and Hall, 2005).

In Science in Our Lives, learning was organized along sev-
eral crosscutting concepts that were distributed across the
semester, such that each time a topic was revisited, students
were already familiar with it to some extent. For example, the
concept of “acidity” was first introduced in week 3, when stu-
dents tested the pH of fruit. Then, at home, they observed how
slices of an apple turn brown and explored the science behind
this phenomenon. In week 6, students made their own pH
indicator from red cabbage and learned about acidity and its
involvement in digestion. This concept was then revisited in
week 11, when students learned about ocean acidification and
observed how seashells dissolve in an acidic solution.

Another crosscutting concept was “using measurement to
make observations.” The goal here was to help students under-
stand that, although humans make observations of the world
every day of their lives, science values observations in very spe-
cific ways: first, observations are purposeful, as science seeks to
address a specific question; and second, instruments should be
calibrated such that observations can be compared across
contexts (e.g., comparing ozone levels inside and outside build-
ings). To address this notion of measurement and observation,
throughout the course, students constructed different tools
(e.g., camera obscura, spectroscope, and Schoenbein ozone-
testing paper). As they used these tools to collect data, they
were encouraged to note how the phenomena that they
observed varied based on the instruments with which
they interacted. They learned how tools could be calibrated to
compare observations of similar phenomena across different
contexts. These experiences were distributed throughout the
entire course with the hope that students would gain confidence
in their ability to collect and interpret data.

Student assessment was also distributed throughout the
semester. Because students tend to cram for exams and are
often unaware of the benefits of distributed learning (Pyc and
Rawson, 2012; Wissman et al., 2012), instead of having one
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final test, various forms of assessment were used across the
semester. These included weekly reflection cards, lab reports,
and classroom presentations (see Feedback and Assessment).

DUAL CODING

Pictures are more likely to be remembered than words, a phe-
nomenon called “the picture superiority effect” (Paivio and
Csapo, 1969, 1973). The explanation for this phenomenon is
that pictures are dually encoded—using both verbal and image
codes—whereas words are primarily coded verbally. Image and
verbal codes are processed by separate brain systems, and
therefore they have additive and independent effects on
memory retention (Paivio, 1986; Mayer and Moreno, 2003;
Weinstein et al., 2018). This finding led to the development of
dual-coding theory, according to which encoding the same
information using multiple representations enhances learning
and memory (Paivio, 1971, 1986). Dual-coding theory has
direct implications for teaching and learning: instructors should
encourage students develop multiple representations (e.g.,
auditory and visual; image and text) of the same material
(Sadoski, 2005; Weinstein et al., 2018).

Dual coding should not be confused with the notion of
“learning styles.” Recent surveys conducted in several different
countries demonstrated that a vast majority of teachers believe
that students learn best when information is presented in
their preferred modality (i.e., visual, auditory, or tactile;
Howard-Jones, 2014). This common belief, however, is not sup-
ported by research (Pashler et al., 2008; Rohrer and Pashler,
2012; Howard-Jones, 2014). For example, in a recent study,
participants’ preference for verbal and visual information was
assessed using a questionnaire. They then learned a list of pic-
ture pairs and a list of word pairs while providing subjective
ratings of their learning. It was found that individuals who
learned information in their preferred style thought that they
had learned better, but their objective performance was unaf-
fected (Knoll et al., 2017). In contrast to learning styles, dual
coding suggests that multiple representations of the same
information can enhance learning, regardless of individual pref-
erences (Weinstein et al., 2018).

Throughout their learning in Science in Our Lives, students
were encouraged to integrate pictures and text. Students were
asked to use their phones to take pictures of what they were
observing and then post these pictures on the course website
and explain their findings in their own words. In the last semes-
ter, we replaced the handwritten weekly reflections with
snaplogs (Bramming et al., 2012). In the spirit of the popular
messaging app, students took pictures of their classroom activi-
ties and added text to describe these activities (see Figure 1).

Dual coding is not limited to accompanying text with pic-
tures. It was recently demonstrated that creating drawings of
to-be-remembered information improves memory retention
more than writing. In line with dual-coding theory, it has been
claimed that drawing facilitates the integration of semantic,
visual, and motor aspects of a memory trace (Wammes et al.,
2016). In science classrooms, students are typically only asked
to interpret visual information rather than create their own rep-
resentations. Drawing is important, because it is integral to the
practice of science. It can help students enhance their observa-
tional skills and better construct their knowledge (for a review,
see Quillin and Thomas, 2015). Accordingly, in Science in Our
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: OCEAN  ACIDIFICATION
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Today we made water balls by mixing 4 ionic
substances- Sodium Alginate and Calcium
Chloride- with only water. Ultimately, there was
a chemical reaction between the ions, thus,

Sodium Alginate formed and there was a plastic

surface around the water.
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FIGURE 1. Integrating text with images. Left, an example of a snaplog; right, comics made by a student to illustrate ocean acidification.

Lives, students created their own science notebooks at the
beginning of the semester. These notebooks were used for
note-taking (in light of research that shows that handwritten
notes are advantageous compared with laptop note-taking;
Mueller and Oppenheimer, 2014) as well as for drawing. In lab
reports, students were asked to accompany their explanations
with drawings and sketches and, before constructing an
instrument (e.g., camera obscura), students drew a model and
labeled it.

Comic books are another good example of dual coding. They
allow for the integration of text and images into a coherent
story. Comics can engage students, motivate them to learn, and
boost memory (Tatalovic, 2009). In light of research on the
value of comic books in engaging students in science learning
(Hosler and Boomer, 2011), students in Science in Our Lives
were encouraged to create comics to demonstrate their learning
(see Figure 1 for an example).

CONCRETE EXAMPLES

Instructors and textbooks typically provide students with con-
crete examples to support the comprehension and retention of
abstract concepts. This practice is consistent with research in
cognitive psychology. This body of research suggests that
concrete words are better remembered than abstract words
(Gorman, 1961) and that it is easier to learn associations
between high-imaginability words (e.g., “car” and “gate”) than
low-imaginability words (like “aspect” and “fraction”; Madan
et al., 2010; Caplan and Madan, 2016). Concrete examples
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can activate prior knowledge, which can, in turn, facilitate
learning (Reed and Evans, 1987). Indeed, it has been demon-
strated that college students learn concepts better with illustra-
tive examples compared with additional study of the concept
definitions. Interestingly, performance was comparable when
the definitions preceded the examples and when the examples
preceded the definitions (Rawson et al., 2015). A related topic
of investigation is how effective examples provided by an
instructor are compared with examples generated by the stu-
dent. In a recent study, for each concept that was learned, stu-
dents either received four examples, generated four examples,
or received two examples and generated two examples. Across
two experiments, the results indicated that concept learning
was better for provided examples (Zamary and Rawson, 2018).
Can concrete examples hinder the transfer of knowledge?
One concern when using concrete examples is that students will
remember the surface details of an example rather than the
abstract concept. Kaminski et al. (2008) argued that, in the case
of math learning, abstract examples are better than concrete
examples, as concrete examples make it harder for students to
apply their knowledge to new contexts. However, there is some
controversy about the distinction between concrete and abstract
examples in this study (Reed, 2008). It seems that, rather than
a dichotomy, there is a continuum between concrete examples
and abstract concepts, and more research is needed to clarify
the ideal point along this continuum (Weinstein et al., 2018).
In Science in Our Lives, as the name of the course suggests,
we tried to make science concrete and relevant to students’
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T nanometer

FIGURE 2. Thinking about nanoscale using everyday objects. If we
scale down the Empire State Building to the width of a human

hair, a nanometer will be just a quarter of an inch dot at the bottom
of the skyscraper. Based on: www.youtube.com/watch?v =
IC3AcltKc3U.

everyday lives. For example, as part of a unit on vision, students
learned that the wavelength of light is measured in nanometers.
Acknowledging the challenges involved in teaching students
about nanoscale (Jones et al., 2013), we asked students to visu-
alize the wavelength of light using real-life objects (see
Figure 2). When learning about air pollution, students calcu-
lated their own carbon footprints (e.g., as a function of the car
that they drive and how many flights they took in the past
year), and discussed ways to reduce their negative impact.
Finally, in their weekly reflections, students were specifically
instructed to generate examples from their daily lives and relate
them to topics learned in class.

FEEDBACK AND ASSESSMENT

Feedback can have a major impact on students’ learning and
skill development (Hattie and Timperley, 2007). However,
feedback and assessment are typically the topics with which
university students are least satisfied. For example, in the 2017
national student survey in the United Kingdom, only 73% were
satisfied with the quality of assessment and feedback they
receive in their universities (Higher Education Funding Council
for England, 2017). Paradoxically, students recognize the
importance of feedback, but they tend not to use it effectively to
feed forward (Withey, 2013).

What are the barriers that prevent university students from
effectively engaging with feedback? On the basis of student
interviews, Winstone et al. (2017) suggested four psychological
processes that can inhibit the use of feedback: 1) awareness of
what the feedback means and its purpose; 2) cognizance of
strategies by which the feedback could be used; 3) agency to
implement strategies; and 4) volition to examine feedback and
implement it. Students often have unrealistic expectations
about feedback. They desire immediate transfer of feedback,
rather than focus on long-term goals (Price et al., 2010). They
also expect feedback that lists exactly what they should
do. Additionally, students report difficulties understanding
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feedback due to the use of terminology (Winstone et al., 2016,
2017).

Two common problems students encounter with feedback
are lack of opportunities to implement the feedback and limited
transferability of feedback to future work (Gleaves et al., 2008).
If feedback is only given on a final submission, students cannot
use it to improve the quality of their work. Furthermore, even if
feedback is provided throughout the course, students often find
it difficult to use previous feedback to inform their future work.

In Science in Our Lives, students received regular feedback
from the instructor. They received feedback on their weekly
reflection cards and snaplogs, where they were encouraged to
think more deeply about a scientific phenomenon and how it is
reflected in their day-to-day lives. Students also received
detailed feedback on their lab reports and were requested to
revise and resubmit their work according to the instructor’s
feedback. All lab reports were structured in the same way and
had the same requirements to help students transfer what they
had learned from the instructor’s feedback.

Furthermore, based on prior research, the course empha-
sized self-assessment. Self-assessment leads to more reflection
on students’ own work and higher sense of responsibility for the
learning process (Mahlberg, 2015). Even though the accuracy
of self-assessment can be a concern, it seems to improve over
time, especially when students receive feedback from the
instructor on their self-assessments (Dochy et al., 1999; Simkin,
2015). Accordingly, students in Science in Our Lives were asked
to submit weekly reflections on their learning and received
feedback from the instructor on these reflections. At the end of
the semester, students prepared a presentation in a Pecha Kucha
style (i.e., 20 slides that are presented for 20 seconds each), in
which they summarized and reflected on what they have
learned throughout the course. They were also given the oppor-
tunity to grade their course performances, but they were asked
to justify their grades and provide sufficient evidence.

The course also emphasized peer feedback. Research on
peer assessment in higher education indicates that it can be a
valuable assessment tool and can promote students’ involve-
ment. Students tend to perceive peer assessment as suffi-
ciently fair and accurate, even though it can be influenced,
for example, by friendship marking (Dochy et al., 1999; Liu
and Carless, 2006; Freeman and Parks, 2010; Panadero et al.,
2013). There is also evidence that peer assessment can lead
to better course performance (Pelaez, 2002; Sun et al., 2015).
A recent study reported that peer- and self-grading of practice
exams in an undergraduate introduction to biology course
can be equally effective, and thus they can be implemented
side-by-side (Jackson et al., 2018). Accordingly, students in
Science in Our Lives were asked not to grade one another, but
instead to provide feedback on one another’s work (Schinske
and Tanner, 2014). For example, they were expected to post
comments on their peers’ weekly reflections on the course
website and provide feedback on one another’s research
projects.

CONCLUSIONS AND NEXT STEPS

This essay highlighted several learning and instruction strate-
gies that have been studied both within cognitive science and
DBER. These strategies can directly inform the design of under-
graduate science courses and can potentially improve student
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learning. This essay outlined how these strategies can be
implemented in an undergraduate science course, but the effec-
tiveness of the proposed implementation has not yet been
assessed and should be addressed in future studies.

In this essay, we made an effort to integrate research find-
ings from both cognitive science and DBER. Whereas DBER is
typically conducted in classrooms within a specific discipline,
cognitive science research is mostly done in controlled
laboratory environments. The difference in theoretical and
methodological approaches limits the communication and
collaboration across the cognitive science research and DBER
communities (Coley and Tanner, 2012; Peffer and Renken,
2016). As acknowledged by cognitive scientists, more field-
based research is needed to validate the efficacy of learning
strategies that arise from laboratory research (Dunlosky et al.,
2013; Weinstein et al., 2018). Therefore, we believe that collab-
orations between cognitive scientists and discipline-based
education researchers are crucial.

It should be noted that the strategies highlighted in this essay
can be combined to amplify their impact. For example, spaced
retrieval practice is a technique that integrates spaced learning
and retrieval practice: students actively retrieve material that
was previously learned rather than reviewing it passively (Kang,
2016). There is evidence that spaced retrieval practice (with
feedback) is more effective than spaced rereading for middle
school students (Carpenter et al., 2009). Similarly, concrete
examples can be presented both visually and verbally, taking
advantage of dual coding (Weinstein et al., 2018).

It should also be stressed that the list of strategies reviewed
here is far from being exhaustive. We chose to focus on strate-
gies that were found to be effective both in laboratory settings
and in classrooms. We also chose to highlight strategies that are
typically not implemented in undergraduate science classrooms
(Dunlosky et al., 2013). Faculty are typically not trained in evi-
dence-based pedagogies, and due to lack of time and incen-
tives, many of them resort to familiar lecture-based practices
(Brownell and Tanner, 2012; Dolan, 2015; Kang, 2016). There-
fore, wider dissemination of cognitive science and DBER in
undergraduate education is essential.
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