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Abstract

We develop an extended ensemble method for constructing transferable, low-reso-
lution coarse-grained (CG) models of polyethylene-oxide (PEO)-based ionomer chains
with varying composition at multiple temperatures. In particular, we consider ionomer
chains consisting of 4 isophthalate groups, which may be neutral or sulfonated, that
are linked by 13 PEO repeat units. The CG models represent each isophthalate group
with a single CG site and also explicitly represent the diffusing sodium counterions,
but do not explicitly represent the PEO backbone. We define the extended ensem-
ble as a collection of equilibrium ensembles that are obtained from united atom (UA)
simulations at 2 different temperatures for 7 chemically distinct ionomers with varying
degrees of sulfonation. We employ a global force-matching method to determine the set
of interaction potentials that, when appropriately combined, provide an optimal ap-
proximation to the many-body potential of mean force for each system in the extended
ensemble. This optimized xn force field employs long-ranged Coulomb potentials with
system-specific dielectric constants that systematically decrease with increasing sul-
fonation and temperature. An empirical exponential model reasonably describes the
sensitivity of the dielectric to sulfonation, but we find it more challenging to model the
temperature-dependence of the dielectrics. Nevertheless, given appropriate dielectric
constants, the transferable xn force field reasonably describes the ion pairing that is
observed in the UA simulations as a function of sulfonation and temperature. Remark-
ably, despite eliminating any explicit description of the PEO backbone, the CG model
predicts string-like ion aggregates that appear qualitatively consistent with the ionomer
peak observed in X-ray scattering experiments and, moreover, with the temperature

dependence of this peak.



Introduction

Molecular dynamics (MD) simulations provide tremendous insight into nanoscale structure
and interactions.! Unfortunately, all-atom (AA) models do not provide the necessary ef-
ficiency for effectively simulating the length and time scales that are relevant for many
technologically important phenomena.” These limitations are particularly apparent for AA
simulations of charge conduction in ionomers. Ionomers are polymers with charged groups
covalently linked to the polymer backbone.® Charge conduction in ionomers is strongly cou-
pled to glassy polymer dynamics® and, moreover, involves self-assembling ion aggregates that
form across nanometer length-scales.”® Consequently, although ionomers remain promising
candidates for polymer-based batteries,” AA simulations can only effectively address local
aspects of the conduction mechanism. In contrast, by adopting a reduced representation
that eliminates unnecessary atomic detail, coarse-grained (CG) models provide the neces-
sary efficiency for investigating mesoscale charge aggregation.® However, in order to realize
their promise for designing improved ionomers, CG models must provide predictive accuracy
and transferability.

CG models are often developed via top-down or bottom-up approaches.*? Top-down mod-
els, which are often parameterized to reproduce experimental observables, provide a partic-
ularly effective tool for investigating the universal consequences of basic physico-chemical
properties. 113 For instance, simple bead-spring models have investigated the impact of
temperature and polymer topology upon charge aggregation in generic ionic polymers.* 47
However, these top-down models lack a direct connection to specific molecular systems and
generally provide limited accuracy for describing complex molecular structures. In contrast,
bottom-up models, which are parameterized with respect to a high resolution model, can pro-
vide the necessary accuracy and chemical specificity for predicting the emergent properties
of particular materials. 1820

In principle, bottom-up models can reproduce the structural and thermodynamic prop-

erties of an AA model that are observable at the resolution of the CG model.21"% This



accuracy can be achieved when the CG interactions are modeled with the many-body po-
tential of mean force (PMF), which is a many-body effective free energy function that corre-
sponds to the net Boltzmann weight for the AA configurations that map to a particular CG
configuration.”**8 In practice, the PMF cannot be determined for most interesting systems.
Nevertheless, systematic coarse-graining methods often approximate the PMF with sufficient
accuracy to reproduce simple structural features of a given AA model at the particular state
point employed in the parameterization.?*!

For instance, we have previously developed a very coarse model for characterizing the
structure of ionic aggregates that form in a melt of polyethylene-oxide- (PEO-) based ionomer
chains.®? As indicated in Fig. [1| for the case x=1, these ionomer chains consisted of 4 sul-
fonated isophthalate pendants that were linked by 13 PEO repeats and neutralized by 4
free sodium counterions. Since the relaxation time of the polymer backbone is two orders
of magnitude faster than the diffusion of ions, we developed an “ion-only” CG model for
investigating ionic aggregates that form in the mean field generated by the polymer matrix.
The ion-only CG model explicitly represented the diffusing sodium cations and employed a
single site for each sulfonated pendant, but eliminated any explicit description of the PEO
backbone. Instead, we implicitly modeled the effects of the polymer backbone with simple
pair potentials between the remaining CG sites. By eliminating the explicit polymer envi-
ronment, the CG model provided sufficient efficiency to simulate ion aggregation for ~ 8 ms
(as estimated from the simulated diffusion) in a cubic box with sides of L ~ 15 nm.®¥ Given
this efficiency, the CG simulations can investigate the formation and dissociation of “sticky”
ion pairs that are believed important for charge conduction in PEO-based ionomers.** More-
over, the CG model can study collective mechanisms for charge transport that have been
previously suggested by high resolution simulations.”” Remarkably, this bottom-up model
approximated the many-body PMF with sufficient accuracy to reproduce the ion-ion pair
distribution functions that were observed in much shorter (ts, = 160 ns) high resolution

simulations of much smaller systems (L ~ 5 nm)."?



In this study, we extend this ion-only CG model for multiple chemically distinct ionomers
and for multiple temperatures. Because the PMF varies with changes in composition and
thermodynamic state point, it remains generally challenging to develop “transferable” CG
models. Indeed, many prior studies have investigated the sensitivity of bottom-up models to
changes in temperature and density.®*“® Arguably, bottom-up methods have demonstrated
even less success for developing transferable potentials that accurately model multiple chem-
ically distinct systems.*7®3

In particular, previous studies have clearly demonstrated the challenge of construct-
ing transferable low-resolution models for highly charged systems.”*%? As a consequence
of eliminating the explicit dielectric environment from the CG representation, the PMF
includes important many-body contributions that reflect the polarization of the local envi-
ronment about a fixed configuration of the charges.”® This entropic component and, thus,
the temperature-dependence of the PMF, will systematically increase with coarsening.®? Al-
though these many-body effects can sometimes be neglected when modeling aqueous salt
solutions at a single temperature and sufficiently low charge concentration,®®% they become
increasingly important at salt concentrations above 0.5 M.®” Accordingly, implicit solvent
CG models for aqueous salt solutions have often modeled electrostatic interactions with a
dielectric constant that varies with either temperature or ion concentration.**5%2% Of course,
this pair-additive mean-field approximation to many-body polarization becomes less reliable
at higher salt concentrations. %6}

While the ion-only CG model shares some similarities with previous implicit solvent
models for aqueous charged systems, it also presents important distinct features. For in-
stance, previous implicit solvent CG models averaged over discrete water molecules that
relax relatively quickly about a given charge configuration. In contrast, the ion-only model
averages over a PEO backbone that is covalently linked to the anionic CG sites. The PEO

backbone generates strong steric constraints upon the structure of ionic aggregates that

form in the polymer matrix. Additionally, in comparison to the high dielectric and strong



screening of aqueous solutions, the PEO backbone provides a much lower dielectric with
reduced screening capability that, moreover, relaxes much more slowly. Consequently, one
expects that many-body effects may be even more important for modeling interactions in
coarse ionomer models. Furthermore, in comparison to an aqueous environment, the PEO
backbone presents a more chemically diverse and heterogeneous environment that can sol-
vate cations with both ether oxygens along the PEO backbone and also bridging carbonyl
groups that flank the isophthalate groups. Finally, the ionomer system presents an addi-
tional practical challenge, since it is highly nontrivial to obtain sufficient simulated statistics
to adequately characterize the sensitivity of the many-body PMF to changes in, e.g., tem-
perature or sulfonation. Thus, one expects it may be particularly challenging to develop
transferable potentials for low resolution models of ionomers.

In this work we attempt an “extended ensemble” approach® to develop transferable
potentials for very low resolution CG models of ionomers. Quite generally, we define an
extended ensemble as a collection of equilibrium ensembles for chemically distinct systems
in multiple thermodynamic state points.%*%% For each ensemble in this collection, we develop
a CG potential as an approximation to the corresponding many-body PMF. We construct
these approximate potentials by combining simple potentials that govern specific interac-
tions. These simple interaction potentials may be identical across the extended ensemble or,
alternatively, they may vary as a function of the thermodynamic state. We determine these
interaction potentials via a global variational principle such that, for each ensemble, the
combined potential optimally approximates the corresponding many-body PMF. If we per-
form this variational calculation in a sufficiently large space of approximate potentials, the
combined potentials will accurately approximate the many-body PMF for each system and
state point within the extended ensemble. Thus, the optimized interaction potentials will
be transferable across the extended ensemble. Moreover, one hopes that this transferability
will extend to other systems and state points that are governed by “similar physics.”

In particular, we consider an extended ensemble that includes 7 different PEO-based



ionomer melts in which varying fractions of the sulfonated isophthalate pendants have been
neutralized via hydrolysis. Moreover, we consider each melt at 2 different temperatures. Asin
our prior ion-only CG model,*? we employ a single site for each cation and each isophthalate
group, while eliminating any explicit representation of the PEO backbone. However, we now
distinguish between sulfonated and neutralized isophthalate groups.

Of course, this very coarse representation places significant limitations upon the model.
For instance, the ion-only model cannot directly probe either the effects of backbone excluded
volume upon the structure of ionic aggregates or the role of backbone dynamics for their self-
assembly. Nevertheless, the resolution of the ion-only model is sufficient for observing the ion
aggregates that form in the polymer matrix. Thus, at least in principle, the many-body PMF
exactly describes the effective interactions that govern the structure and statistics of these
aggregates. Moreover, the extended ensemble approach provides a principled framework for
developing transferable approximations to this PMF. Accordingly, we primarily focus on
assessing the accuracy of this extended ensemble approach for modeling the structure and
statistics of ion aggregates that form as a function of temperature and ionomer sulfonation.

The remainder of this manuscript is organized as follows. The theory section briefly
summarizes the extended ensemble approach and develops the formalism for modeling long-
ranged electrostatic interactions with system-dependent effective dielectric constants. The
methods section describes the calculation of both system-specific and also transferable poten-
tials for the CG models of ionomers. In particular, this section details the ad hoc procedure
adopted for determining the effective dielectric constants. In the results section, we first
assess the equilibration of simulations with an optimized united atom (UA) model. %6465 We
next determine and assess distinct CG potentials for each melt at each temperature. We then
determined a single extended ensemble (xn) potential that combined system-independent,
short-ranged potentials with long-ranged Coulomb potentials that depend upon system-
specific, effective dielectric constants. Our initial estimates of the effective dielectric con-

stants resulted in CG models that accurately modeled the site-site rdfs sampled by the



UA simulations at 398 K, but not at 423 K. However, after revising these dielectric con-
stants, the resulting xn force field reasonably reproduces the site-site rdfs sampled by the
UA simulations for the entire extended ensemble. Moreover, simulations with this xn model
generate mesoscale aggregates that compare favorably with the “ionomer peak” observed in
X-ray scattering experiments.®” The discussion section summarizes the principal results of
the study, making connection with previous CG studies, and indicating both the promise
and limitations of this approach. Finally, the conclusion section provides closing remarks

and outlines future directions for this work.

Theory

In this section, we briefly develop the extended ensemble framework for determining transfer-
able potentials.%* In summary, we define an extended ensemble as a collection of equilibrium
ensembles for distinct systems under varying thermodynamic conditions. We generalize the
multiscale coarse-graining (MS-CG) force-matching™ variational principle®>™2 to deter-
mine a single set of transferable interaction potentials that, when appropriately combined,
provide an optimal approximation to the many-body potential of mean force for each of
these equilibrium ensembles. We focus on the treatment of multiple temperatures and elec-
trostatic interactions, since previous applications of this framework have not considered these
aspects. 04100

We first define an abstract “topology” variable v that specifies a high resolution micro-
scopic representation for a particular chemical system. In particular, v specifies the number,
n., connectivity, and character of the particles required for a microscopic (e.g., all-atom)
description of the system. Further, we assume a classical potential, u., that governs the

interactions of these particles as a function of the configuration, r,. For a given v and (in-

verse) temperature, 5 = 1/kgT, we assume that the system configuration, r,, samples the



equilibrium canonical distribution:

Priys(ry; B) = Z;,ls exp [—Bu, (r,)] (1)

= Jae,exp =B e,). )

Canonical averages are defined for any observable a(r,; 3):

(a(y: B))., 5 = /drvprw(rv;ﬁ) 0 (v, ) 3)

In this work, 7 identifies the various ionomer melts, while r., and «., indicate the configuration
and potential for the corresponding high resolution model.

We next define an “extended ensemble” as a collection of equilibrium canonical ensembles
for multiple systems, -, at one or more temperatures, 5. In this work, the combination (v,
f) identifies a simulated ensemble of ionomer system v at (inverse) temperature (3, while
the extended ensemble is defined by 13 simulated ensembles selected from simulations of 7
ionomer systems at 2 temperatures. For each combination (,/3) in the extended ensemble,
we assign a fixed weight, p, 3, such that > Lsbys =1 A microstate of the extended ensemble
then specifies a topology, v, a temperature, 8, and a configuration, r., that is sampled with
probability

Py (T B) = Dy Prins (T B).- (4)

Extended ensemble averages are evaluated

(a,(ry;8)) = Z/dr'yp'ﬂ"ﬁ(rﬁﬁ) ay(ry; 3) (5)
7.8

= vaﬂ <av<rv;/3)>7;5- (6)
7.8

In this study we assume a constant volume for each v and (3, although the extended ensemble

approach may be readily adapted for systems at constant external pressure.%®



In order to construct a coarse-grained (CG) representation of the microscopic extended
ensemble, we introduce two mapping functions. The topology mapping, u, determines a
CG topology, I' = pu(7), from an atomic topology, 7. In particular, I' must specify the
number, Ny, connectivity, and character of the sites in the CG representation. Given the
CG representation, I' = (), the configuration mapping, M., determines a CG configuration
Rr = M,(r,). We define a “mapped extended ensemble” by mapping each microstate in the
microscopic extended ensemble to a CG microstate: (v,r,, 5) — (I',Rp, 8) with I' = pu(y)
and Rr = M, (r,). In turn, this determines a weight, prg, for each combination (I, #) and

a probability, prrs(Rr; 8), for each CG microstate in the mapped extended ensemble:

Prp = prﬂ Op(y),T (7)

.
prrs(Rr; B) = Z /jrv Pyrs(rq; B) Ayr(r; R) (8)
v
where we have defined a joint indicator function:
Ayr(r;R) = dp(y),r 6 (M (r;) — Rr) (9)

Note that the mapping preserves the temperature between microstates.
Our objective is to develop a model for a CG extended ensemble that accurately repro-
duces the statistics of the mapped extended ensemble. This implies that the CG model

should weight topologies and temperatures according to

Prg = prg (10)

and should sample configurations according to

Prrs(Rr; 8) = prrs(Rr; B). (11)

10



Equation determines (to within a configuration-independent constant) the appropriate

CG potential, Wr(Rr; ), for achieving consistency with the mapped extended ensemble:

exp [—SWr(Rr; B)] o vaFﬁ/drv Privs(ry; B) 6 (M, (ry) — Rr) (12)

v

where pyjrg = P38 du(y),r /Prs-
The forces determined from each PMF, F,(Rr; 8) = —0Wr(Rr; 8)/0Rr;, equal condi-

tioned averages of the fluctuating atomic forces experienced by the CG sites, £,/(r,), when

averaged over the high resolution microstates (v, r,, ) that map to (I', Ry, §):

Fl(Resf) = (fulr)), (13)

where
(ay(ry; ﬁ>>Rr;B = Z fh'v Pyrrrs(r4|Rr; 8) a,(ry; ) (14)
pﬂyr\FRﬂ(r7|RF§ ﬁ) = pwﬁ(r% 6) A”/;F(r; R) /pFR,3<RF§ 6) (15)

Thus, Wr is a generalized many-body potential of mean force (PMF).

In practice, we cannot determine or simulate Wr. Instead, our objective is to determine,
for each combination (I', #) in the mapped ensemble, a potential, Ur(Rr; ), that optimally
approximates the corresponding PMF, Wr(Rr; 8). For this purpose, we adopt an extended
ensemble force-matching variational principle.”®™ Given a set of approximate potentials for

the extended ensemble, U = {Ur(Rr; ()}, we define

X’[U] =< ) > |Eu(ry) )I(M'y(r'y)Sﬁ)|2> (16)
Hey Tep(v)

11



where Fr;(Rr; 8) = —0Ur(Rr; 8)/0ORr;. Tt follows from Eq. that=04

2
)

U] = 3[W]+ ||[F - F

(17)
where W = {Wr(Rr; )} and

B FIF =3 JiRe prna(Res 6) 3 3 [Fro(Res ) - By (Res ) 0. (19)
r.p IeT

Thus, the global minimum of x? determines Wr(Rr; 3) to within a term that is configuration-
independent for each combination (I', ) in the extended ensemble. Accordingly, given a
parametric form for CG potentials in the extended ensemble, we can determine the optimal
parameters for approximating Wr by minimizing y?. The extended ensemble variational
principle simply reduces to the conventional MS-CG variational principle when only a single
system and temperature are included in the extended ensemble.

Our objective is to construct a set of tractable CG potentials Ur(Rr; 3) that accurately
approximate Wr(Rpr; ) for the range of compositions, I'; and temperatures, 3, within (and
hopefully outside) the mapped extended ensemble. One can envision many strategies for con-
structing such approximations. For instance, one might attempt to define the approximate

potentials, Ur, as a sum of transferable, i.e., system-independent, potentials:

Uro(Rr) = Y > Uc(the(Rr). (19)

¢ Aer

In Eq. , U¢(z) is a transferable interaction potential governing a single type of interaction,
e.g., a particular nonbonded interaction, that depends upon a scalar function, ¢, of the
coordinates, Rr, for a particular subset, A, of CG sites in the CG topology, I". In this
case, Urg is independent of temperature and depends upon I' only via the particular set of
interactions that are present in the system. Each interaction potential, U, is then represented

7374

by a set of simple basis functions, e.g., linear splines, with coefficients, ¢, that are

12



independent of I" and £.

However, this simple transferable approximation, Urg(Rr), proved inadequate for re-
producing the temperature dependence of charge association in the ionomers. As a next
approximation, we introduced an additional Coulombic potential to model long-ranged elec-

trostatic interactions:

Un(Reif) = > — (20)

(I)er 47T€0 EFBR]J

In Eq. , qr and q; are the charges of sites I and J, Ry is the distance between the pair,
€0 is the permittivity of free space, and ers is an effective dielectric that explicitly varies with
both the composition, I', and also the temperature, 3, of the system. In principle, erg may be
optimized via variational calculation, although we did not adopt this approach. Instead, we
determined erg by ad hoc methods that are described in the Methods and Results sections.

Given erg, the approximate potential was then defined:

Ur(Rr; B; @) = Uro(Rr; @) + Ur1(Rr; B). (21)

This potential may be optimized by minimizing x? with respect to the system-independent
parameters, ¢, while treating the Coulomb potential, Ur;(Rr; ), as a fixed reference po-
tential /™ Since the transferable interaction potentials U¢(x; ¢,) depend linearly upon the
potential parameters, ¢, minimizing x? reduces to a linear least squares problem and the

optimal parameters are determined from the linear system of equations™*©

Z Gpp¢p = bp (22)
D/

where Gpps is a matrix of extended ensemble averages describing the relevant many-body
correlations and bp is an array describing the fluctuating atomic forces that are not accounted
for by the reference potential, Ur;.™ As in our prior ionomer study,*# we solved this linear

system of equations by employing a generalized-Yvon-Born-Green theory®**® to determine
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the force vector bp from appropriate structural correlations.

Methods

Ionomer systems

We considered 7 different ionomer melts, each containing 27 chains. As illustrated in Fig. [I]
each chain consisted of 4 isophthalate groups, i.e., a benzene ring flanked by two carbonyl
groups, that were connected by 13 polyethylene oxide (PEO) repeats, i.e., —(CHy;CH0)3—.
These isophthalate groups may be either neutral or charged. The charged groups were
modified by covalent attachment of a sulfate anion to the benzene ring at the second carbon
with respect to either carbonyl group. We simulated systems in which 25, 38, 50, 63, 75,
83, or 100 % of the isophthalate groups were sulfonated. For systems with incomplete
sulfonation, the sulfonation sites were randomly selected, i.e., the systems are polydiverse.

In each case, sodium ions were added to ensure charge neutrality of the system.

High resolution models and simulations

Maranas and coworkers have previously performed high resolution simulations for each of
these ionomer melts at several different temperatures,®® while using an optimized united
atom (UA) potential.® Notably, this UA potential employed reduced charges for each ionic
group in order to provide a realistic description of the dynamics observed in quasi-elastic
neutron scattering experiments.®%” After a 200 ns equilibration period, each simulation was
continued for an additional 1 us, during which configurations were sampled every 10 ps. We
employed the resulting 10° simulated UA configurations to construct and assess CG models

for each melt at two different temperatures, 7' = 398 K and 423 K.
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CG Models and Simulations

In the following, we present results for both system- (and temperature-) specific and also
transferable CG models. The CG models employ the same low resolution representation and
the same molecular mechanics form for the interaction potential. The models differ in their

parameterization and in their treatment of long-ranged electrostatic interactions.

Mapping

As illustrated in Fig. [1, we represented each polymer with 4 CG sites, while employing 3
distinct types of sites. We represented sulfonated isopthalate groups with “S” sites that
correspond to the sulfur atom of the corresponding sulfate anion. We represented neutral
isopthalate groups with “C” sites that correspond to the second carbon with respect to either
carbonyl group. Finally, we represented sodium cations with “Na” sites. The remaining
atoms in the system, including the atoms of the PEO backbone, were eliminated from the

CG representation.

Approximate potentials

The CG models employed a simple molecular mechanics potential with separate bonded and
nonbonded contributions. In particular, the CG models employed a bond potential between
consecutive sites along the polymer chain to mimic the connectivity of the PEO linkers. The
same bond potential was employed for each pair of consecutive bonded sites, irrespective of
whether they corresponded to sulfonated or neutralized isophthalate groups. The CG models
did not employ angle or torsion potentials. The nonbonded potential employed central pair
potentials to model the interactions between each pair of sites. We determined a distinct
pair potential for each distinct pair of site types. We did not exclude “bonded” pairs from
the nonbonded potential, i.e., consecutive sites along the polymer backbone interacted via
both bonded and nonbonded potentials. We emphasize that the potential does not include

terms to explicitly describe the excluded volume of the polymer backbone and, consequently,
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does not prevent “crossing” of the chains. Rather, the potential approximates the effective
interactions between the CG sites in the presence of the mean field generated by the polymer
backbone and surrounding matrix.

We parameterized both specific MS-CG and transferable extended ensemble (xn) CG
force fields for the ionomer systems. In both cases, we represented all calculated force
functions with linear spline basis functions, while employing a grid spacing of 0.02 nm and
0.05 nm for bonded and nonbonded forces, respectively. We employed a cutoff of 2.4 nm for
modeling short-ranged nonbonded interactions. Since the effective bonds between consecu-
tive isophthalate groups occasionally extended across more than half of the UA simulation
box, we constructed a larger super-cell when calculating the CG force field. This super-cell
included 27 periodic images of the original UA simulation box that were arranged as a cube.
This super-cell reflects the relatively modest size of the original UA simulation box and the
relatively extended nature of the polymer conformations. It is possible that the statistics
of the UA simulations might reflect resulting finite size effects. We expect these finite size
effects to be modest, though, since the PEO backbone appears to introduce only weak cor-
relations between successive isophthalate groups. It is also the case that CG potentials can
suffer from significant finite size effects that preclude their transferability to system sizes
different from the original high resolution simulation.™ However, the use of the supercell
for calculating the CG potentials did not appear to introduce additional finite size effects
into the CG model, since (1) we obtained similar CG potentials for different treatments of
the periodic boundaries; and (2) these CG potentials provide similar accuracy for different
system sizes with the same density.

From this super-cell, we determined the relevant ensemble averages for calculating the
CG force field parameters. In particular, we employed the g-YBG theory to determine the
relevant force averages, bp, from appropriate structural correlations. ™% In order to make
these calculations more robust, we performed certain modifications to the normal equations

that we have previously discussed.®! We then solved the resulting system of linear equations
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via singular value decomposition after applying right-left preconditioning to make the matrix
dimensionless.

We employed the calculated parameters to generate GROMACS table files for subsequent
simulations.® In this process, we linearly extrapolated the calculated force functions into
regions that were not sampled during the UA simulations. In particular, we extrapolated
both the bonded and non-bonded pair potentials into the short-ranged “hard core” region
in order to ensure the excluded volume of the sites. Similarly, we extrapolated the bond
potential at large bond lengths in order to ensure the integrity of the CG bond. Although
generally successful, this automated procedure occasionally introduced very minor artifacts
at the boundaries of the calculated potentials, as demonstrated below and detailed in the

Supporting Information.

System-specific MS-CG force fields

We employed the MS-CG variational principle?®™% to independently parameterize a dis-
tinct CG force field for each polymer system at each temperature. These models did not
treat explicit electrostatic interactions, but instead employed short-ranged pair potentials

for treating all non-bonded interactions.

Transferable extended ensemble force field

With the exception of the fully sulfonated ionomer melt at 7" = 398 K, the extended ensemble
included all 7 melts at both temperatures. We employed the extended ensemble variational
principle® to determine a single transferable force field for modeling the entire extended
ensemble. Each of the 13 remaining UA simulations was given equal weight in performing
this variational calculation, i.e., p,s = 1/13 for these 13 ensembles.

The transferable extended ensemble (xn) force field modeled bonded and short-ranged
non-bonded interactions with the same potential functions for each system and temperature.

This force field also included Coulomb potentials, Ues, to model long-ranged electrostatic

17



interactions, while employing an effective dielectric, erg, that varied with both system, T',

and temperature, 3:

Uc.rs(Riy) = qiqs /47T€0€F,BRIJ : (23)

068 we assigned a charge of +0.5¢ and -0.5e to each

For consistency with the UA simulations,
Na and S site, respectively. We adopted the following ad hoc approach to determine a simple
analytic form for the system-specific dielectrics.

We first employed the MS-CG potentials to determine an initial estimate for the system-
specific effective dielectrics. For each combination (I',3), we determined ers such that
Coulomb potentials most accurately fit the system-specific MS-CG pair potentials for the
Na-Na, Na-S, and S-S interactions at large distances, i.e., over the interval R, < R < Rey.
The cut-off, R.,; = 2.4 nm, corresponded to the range employed in calculating the MS-CG
potentials. However, the fits depended quite sensitively upon R).. We tentatively defined
R;= 1.5 nm, such that the resulting effective dielectrics agreed qualitatively with the exper-
69

imentally measured value for the dielectric of the unsulfonated polymer.*

We next fit these estimated dielectrics, epg, to the analytic form:
Eeff<07 Ta Aa b) =A (T/TO)_l exXp [_b C] ) (24)

in which 7 is the temperature, Ty = 398K, and the ion content is defined C' = nyx,/ (nxa + nE0),
where nn, and ngo are, respectively, the number of sodium ions and ether oxygens in the
system. The T~! dependence for the dielectric was motivated by the dielectric response
of independent dipoles,® while the exponential dependence upon C' was inferred empiri-
cally. Given the functional form in Eq. , along with the dielectrics estimated from the
system-specific MS-CG potentials, we determined the two free parameters: Ag = 9.75 and
by = 6.23.

We defined a system-specific reference Coulomb potential for each combination (T, 3)

by setting erg = €er(Cr, Tp; Ao, by) where Cr is the ion content for system I' and T3 =
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(kpB)~!. Given these system-specific Coulomb potentials as a fixed reference potential,“#

we employed the extended ensemble variational principle to determine system-independent
potentials, Uexn(R), for modeling bonded and short-ranged nonbonded interactions. Since
our initial estimates of the system-specific dielectrics depended quite sensitively upon Ry,
we employed the resulting transferable potentials to obtain a more robust estimate for epg.
For each (I', B) in the extended ensemble, we subtracted the transferable xn short-ranged
potential, U¢.n(R), from the corresponding system-specific MS-CG pair potential, Ue.rg(R),
in order to obtain an improved estimate of the electrostatic contribution to the system-

specific MS-CG pair potential for the Na-Na, Na-S, and S-S interactions:
UE;IF,B(R) = UC;FB(R) - UC;XH(R)‘ (25)

When fit to the Coulomb form, the resulting potentials, UE’;IM(R), provided a more robust
estimate of epg for each pair (I', ). We then fit the revised dielectrics to Eq. , to obtain
A; = 16.8 and b; = 10.9. These parameters determined a new effective dielectric for each
pair erg = € (Cr, T3; A1, b1).

We obtained a single force field for modeling the entire range of systems and composi-
tions by combining the resulting long-ranged Coulomb potentials, Ury, with the transferable
bonded and short-ranged non-bonded potentials, Uro(Rr; ¢p). However, this force field did
not reproduce the temperature-dependence observed in the UA simulations for the site-site
rdfs. By performing additional studies, we determined that this temperature variation was
quite accurately reproduced when the dielectric constants at T' = 423K were heuristically

rescaled by 0.8. Accordingly, we finally modeled the dielectrics with the functional form:
ean(C,T) = A (T/Ty) " exp [~b ] (26)

with @ = 4.66, A = A; and b = b;. This expression was adopted for determining the

electrostatic contributions to the final transferable CG force field, i.e., the xn-s force field.
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Note that we employed the same bonded and short-ranged nonbonded pair potentials in
all versions of the transferable xn force field. In particular, we did not reoptimize these

transferable potentials for consistency with the revised effective dielectrics.

CG simulations

We employed Gromacs 4.5.3 to simulate all CG models in the constant NVT ensemble,®?

I In

while employing the stochastic dynamics algorithm® with a friction coefficient of 2.0 ps™
particular, we employed a 1 fs time step for the CG simulations, although our previous studies
employed time steps of up to 4 fs without any apparent negative numerical consequences.*
We performed all CG simulations in the extended super-cell used for calculating the CG
force field. We modeled electrostatic interactions for the transferable xn force field with
the particle mesh Ewald method,® while employing a Fourier grid spacing of 0.08 nm. We
employed a cutoff of 2.4 nm both for short-range nonbonded interactions and for the real-
space contribution to electrostatic interactions. Table I provides additional details regarding
the CG simulations.

We determined the initial configuration for each simulation by mapping, to the CG
representation, a configuration from the final quarter of the corresponding UA simulation.
Starting from this initial configuration, we first performed an energy minimization according
to the corresponding CG potential. We then simulated the resulting configuration for 5.5 x

10% time steps. After discarding the first 5 x 10° steps for equilibration, we sampled every

1000™ configuration in order to obtain 5 x 10% configurations for subsequent analysis.

Results

We consider CG models of 7 PEO-based ionomer melts with varying degrees of sulfonation
at T' = 398 K and 423 K. Table I describes the composition of these melts and their CG

representations. As illustrated in Fig. [I, the CG models explicitly represent each diffusing
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sodium cation with a “Na” site, while representing the charged polymers with much reduced
resolution. We represent each sulfonated isophthalate group with an “S” site and each
hydrolyzed isophthalate group with a “C” site. As in our prior work, we eliminate the
PEO-linkers from the CG representation and model their effects implicitly via the effective
potentials that govern the interactions between the remaining CG sites.

In the following, we first assess the convergence of statistics obtained from high resolution
ionomer simulations. We next construct and assess a system-specific MS-CG potential for
each ionomer system and temperature. We then develop and assess a single transferable
CG potential for modeling the entire range of ionomer systems and both temperatures.
Finally, we briefly investigate the mesoscale ionic aggregates that form in simulations with
the resulting model. We explicitly present results for melts with 25, 50, 75, and 100%
sulfonation. The Supporting Information demonstrates that similar results are obtained for

the other 3 melts.

Equilibration

Maranas and coworkers previously simulated these ionomer systems at several different tem-
peratures® with an optimized united atom (UA) model.® Before parameterizing the CG
models, we first investigated the sampling provided by these UA simulations. The extended
ensemble theory requires particularly rigorous statistical sampling, since the mapped UA
ensembles must quantify the sensitivity of the many-body PMF to changes in sulfonation
and temperature.

We first considered a time-dependent ion-pairing probability function®?

Py(r)=N"1 Z (Lt,t+7)),, (27)

which quantifies the probability that an ion-pair is coordinated at a given time ¢ and also at

a later time ¢ + 7. In Eq. , the sum is performed over the N ions in the UA simulation,
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the subscripted angular brackets indicate a time average over the sampled configurations,
and [;(t,t + 7) is an indicator function: [;(t,t 4+ 7) = 1 if ion 7 is coordinated with exactly
the same counter-ion at times ¢ and ¢ + 7; otherwise [;(¢,t +7) = 0.

Figure [2| demonstrates that P»(7) displays characteristic behavior on several different
time scales. At 7 = 0, P»(7) is the probability that an ion is paired in a single sampled
configuration. At short times, P»(7) decays exponentially due to the activation barrier for
the ion-pair to separate. On slightly longer time scales, the cations diffuse randomly through
increasingly large volumes V(1) ~ 732, which leads to a probability, Py(7) ~ 773/2, for the
pair to re-combine. Finally, for 7 > 7., P»(7) fluctuates about P, = P»(0)%/(N/2), which
is the probability that any two uncorrelated counter-ions are paired to one another. Conse-
quently, 7., quantifies the time scale for a cation to become completely uncorrelated from
its initial partner and diffuse through the entire simulated volume. Figure [2| demonstrates
that 7o, &~ 10 — 100 ns for most of the UA simulations. Indeed, the simulated mean square
displacements indicate that the sodium cations become diffusive on this time scale. (See Sup-
porting Figures S1 and S2.) Thus, Fig. [2| suggests that, with the possible exception of the
completely sulfonated ionomer system at 7' = 398K, the UA simulations provide equilibrium
statistics for ion-pairing in all systems at both temperatures. Moreover, block analysis of the
simulated ion-pair rdfs from the UA simulations leads to similar conclusions. Accordingly,
with the exception of this most slowly equilibrating system, we included all of the simulated
melts in the extended ensemble for parameterizing the transferable CG models.

In addition, we also investigated the convergence of statistics for the polymer conforma-
tions. In contrast to the cations, Figs. S1 and S2 indicate that the anions along the polymer
backbone do not demonstrate diffusive dynamics on the timescale of the UA simulations.
The Supporting Information (SI) also demonstrates that the polymer radius of gyration sys-
tematically increases during the early stages of the 1 us production simulation with the UA
model. This additional “burn-in” time is typically on the order of 100 ns and ranges from

approximately 20 ns (T' = 423 K, 38% sulfonation) to 700 ns (7" = 398 K, 83% sulfonation),
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while generally decreasing with increasing temperature and decreasing sulfonation. Never-
theless, the SI suggests that, after this additional equilibration period, the polymer radius
of gyration samples a steady state distribution during the remainder of the UA simulations.
Consequently, in the following, we present only tentative qualitative comparisons between

the polymer conformations sampled in the UA and CG models.

Calculated MS-CG potentials

We employed the g-YBG method™® to parameterize a distinct MS-CG model #8572 for
each ionomer system at each temperature. These MS-CG models employed short-ranged
pair potentials to describe all non-bonded interactions, i.e., the CG sites did not have explicit
charges. Additionally, for each system and temperature, the MS-CG model employed a single
potential for describing all bonds. The models did not include angle or torsion potentials.
Figures |3] and 4] present a subset of the calculated MS-CG bonded and nonbonded pair
potentials, respectively. The Supporting Information presents all of the calculated potentials.

The MS-CG bond potentials demonstrate a very strong repulsive force at short distances
and, at longer distances, a soft anharmonic restoring force that extends over several nanome-
ters. With the exception of the fully sulfonated system at 7' = 423 K, each bond potential
demonstrates a very shallow “coordination minimum” at r, ~ 0.5 nm that likely corresponds
to the PEO linker bending as consecutive isophthalate groups coordinate the same cation. At
T = 398 K, the restoring potentials appear very similar for all systems except the fully sul-
fonated system, which likely reflects the slow convergence observed in Fig.[2l At T'= 423 K,
the restoring potentials systematically soften with increasing sulfonation. Moreover, the
coordination minimum of the bond potential becomes progressively more shallow with in-
creasing sulfonation and completely disappears for the fully sulfonated polymer. Finally,
note that the bond potential for completely sulfonated ionomers at 7" = 423 K demonstrates
the extrapolation of the bonded potentials for bond lengths that were not sampled in the

UA simulations.
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The system- (and temperature-) specific MS-CG models employ 6 distinct pair potentials
to model the non-bonded interactions between C, S, and Na sites. The left column of
Fig. |4 presents the C-C, S-Na, and S-S pair potentials that were calculated at T =398K,
while the right column demonstrates the temperature variation in these potentials at short
distances. The C-C pair potentials possess a shallow minimum and vary only weakly with
changes in temperature or sulfonation, although it appears that they become slightly less
attractive with sulfonation. In contrast, the pair potentials for the charged sites reflect
much stronger electrostatic interactions and vary more dramatically between systems. In
particular, the S-Na pair potential reflects strong electrostatic attraction and, moreover,
becomes increasingly attractive with increasing sulfonation and temperature. Conversely,
the S-S pair potential is purely repulsive and becomes increasingly repulsive with increasing
sulfonation and temperature. Thus, the MS-CG pair potentials suggest that the effective

dielectric between the sites decreases with increasing sulfonation and temperature.

Assessment of MS-CG models

We simulated each ionomer system at each temperature with the corresponding optimized
MS-CG potential. Figure |5( compares the conformations sampled by ionomers in the simu-
lated MS-CG ensembles (dashed curves) and in the mapped UA ensembles (solid curves),
i.e., the ensembles generated by mapping the sampled UA configurations to the CG repre-
sentation. It is important to appreciate that these conformations must be compared at the
resolution of the CG model. In particular, the CG “bonds” do not correspond to chemical
bonds between atoms or even to the length of the PEO linkers between isophthalate groups,
but rather to the distance between particular atoms (either C or S) of successive isophthalate
groups in the UA model. Similarly, we employ the same atoms when comparing the radius
of gyration sampled by the mapped UA and simulated MS-CG ensembles.

The mapped and simulated CG ensembles demonstrate extremely broad bond distribu-

tions with a dominant peak near r, = 2 nm. The distributions also demonstrate smaller
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peaks at very short bond length, r, = 0.5 nm, which correspond to the coordination minima
of the bond potentials in Fig. 3] These peaks grow slightly with increasing concentration of
cations.

The MS-CG models qualitatively reproduce the distributions of bond lengths sampled
in the mapped UA ensembles. In particular, the MS-CG models reasonably reproduce the
general shape of the distributions and, in most cases, the probability for consecutive bonded
sites to solvate the same cation. Additionally, in both the UA and MS-CG models, the
CG bond distributions shift to larger distances with increasing temperature. However, the
MS-CG distributions slightly overestimate the average bond length and also demonstrate a
pronounced shift with increasing sulfonation that is not observed in the UA distributions.
Finally, Fig. also demonstrates a minor artifact at very long bond lengths r, > 3.6 nm,
which is due to the (overestimated) extrapolation of the MS-CG bonded potentials in Fig. [3]

Figure pb compares distributions for the radius of gyration, R,, in the mapped and sim-
ulated CG ensembles. As described in the SI, the UA distributions have been sampled after
R, appears to have achieved a steady state distribution, since the polymer conformations
equilibrate rather slowly in the UA simulations. The UA simulations sample relatively broad
distributions for R,. At T = 398K these distributions do not demonstrate any obvious trend
with sulfonation. At 7" = 423K they shift to slightly larger R, and are quite insensitive to
sulfonation. In contrast, the MS-CG models sample slightly larger conformations that are
characterized by narrow Gaussian distributions and, moreover, demonstrate simple varia-
tion with sulfonation and temperature. Interestingly, in the MS-CG models, the ionomers
expand as electrostatic interactions become increasingly strong with increasing sulfonation
and temperature.

Clearly, the MS-CG models do not accurately reproduce the mapped ensemble distribu-
tions for the polymer radius of gyration. While the MS-CG distributions are almost certainly
well converged, it is possible that the UA simulations are not sufficiently long to adequately

sample the equilibrium distribution for such a large scale property, especially at T' = 398K.
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However, it is also quite likely that, given the extremely coarse representation, the simple
approximate CG potentials cannot adequately describe the physical forces that govern the
ionomer size distribution. Consequently, we will focus on ion pairing statistics in the fol-
lowing, since our primary interest is in the formation of mesoscale charge aggregates, rather
than in details of the polymer conformations.

The top and bottom rows of Fig. [0] present the S-Na and S-S site-site radial distribution
functions (rdfs), respectively, for the mapped UA and simulated MS-CG ionomer ensembles.
We do not present the Na-Na and C-X rdfs here, since they provide little additional insight.
The Na-Na rdfs mirror the trends in the S-S rdfs, although we note that the MS-CG models
describe the Na-Na rdfs with slightly reduced accuracy. Conversely, the C-X rdfs demonstrate
only modest variation with temperature and sulfonation and, moreover, the MS-CG models
accurately reproduce these rdfs. The Supporting Information presents a complete comparison
of the UA and MS-CG rdfs.

The S-Na rdfs demonstrate a large peak that describes the solvation of Na cations by
anionic isophthalate groups. The maximum and shoulder of this peak correspond to different
orientations between the isophthalate group and free Na cation.® The S-S rdfs feature a
smaller broad peak at greater distance that presumably corresponds to multiple isophthalate
groups solvating the same cation. At a given temperature, the S-Na rdf peak systematically
decreases with increasing sulfonation, while the S-S rdf peak demonstrates the opposite
trend. Conversely, both the S-Na and S-S rdf peaks increase with increasing temperature,
as a consequence of the increasing stability of larger ionic aggregates.

The system-specific MS-CG models quite accurately reproduce the UA site-site rdfs.
The largest discrepancies occur when the ionomer is least sulfonated. In this case, the MS-
CG model underestimates the ion-pairing that is observed in the UA simulations at both
temperatures. Nevertheless, the MS-CG models reproduce the position and, usually, the
heights of the peaks in the mapped site-site rdfs.

In order to further quantify the effective attraction between oppositely charged ions, Fig.
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presents the integral I = [ dr 47r?gs_na(r) integrated over the first peak of the rdf. This
integral quantifies an effective association constant for ion-pairing®® and is closely related to
the number of isophthalate groups coordinating each cation. The MS-CG models reproduce
the effective ion-pairing attraction of the UA model quite accurately. More importantly,
the MS-CG models accurately describe the sensitivity of this effective attraction to both
sulfonation and temperature. Thus, as previously observed,** the MS-CG models appear to
provide a reasonably accurate description of the ion-pairing tendencies of an optimized UA

model for PEO-based ionomers.

Construction of xn potentials

We next employed the extended ensemble framework® in order to determine transferable
potentials for modeling the entire range of ionomer systems and temperatures. (As noted
above, we did not include the completely sulfonated system at T = 398K in the extended
ensemble.) We initially attempted to determine a single set of transferable short-ranged pair
potentials for modeling nonbonded interactions across the entire extended ensemble. How-
ever, the resulting models did not satisfactorily reproduce the trends in the UA site-site rdfs.
Consequently, we represented the nonbonded potential with both transferable short-ranged
potentials and also long-ranged Coulomb potentials between the charged CG sites. These
Coulomb potentials employed system- (and temperature-) dependent effective dielectric con-
stants to mimic the dielectric environment eliminated from the CG representation. Note that
these effective dielectrics reflect the reduced charges adopted in the UA model and also in
the transferable CG force field.

In principle, the extended ensemble variational principle may be used to determine the
effective dielectric for each system and temperature. However, as detailed in the Methods
section, we instead adopted the following ad hoc procedure. We first tentatively estimated
the effective dielectric for each UA simulation by fitting the tails of the corresponding MS-

CG potentials. This fitting was confounded by noise in the calculated MS-CG potentials
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and demonstrated significant sensitivity to the fitting parameters. Nevertheless, in order
to develop a predictive model for the effective dielectric, we fit these estimated dielectrics
to the functional form ez = A(T/Ty) ' exp [-0C], where A and b are fit parameters, T is
the temperature, T, = 398K, and C' is the ion content. Figure presents the estimated
effective dielectrics and the resulting analytic fit. As suggested by Figs. [ [6] and [7] the
effective dielectric systematically decreases with both temperature and with sulfonation.

We employed this analytic expression to determine a reference Coulomb potential for each
ionomer system at each temperature. Given these reference Coulomb potentials, we then
employed the extended ensemble variational principle to determine transferable bond poten-
tials and short-ranged nonbonded pair potentials. Figure[d|presents the resulting transferable
bond potential, while Fig. [L0| presents the resulting transferable short-ranged nonbonded pair
potentials.

The extended ensemble (xn) bond potential demonstrates many features observed in
the system-specific MS-CG bond potentials, including the rapidly varying repulsive force at
contact, the shallow minima at r, ~ 0.5nm, and also the soft anharmonic restoring force at
larger bond lengths. Figure [Jpb demonstrates that, at longer extensions, the corresponding
bond force agrees quite well with the Langevin model®” for the end-to-end distance, R,
of a freely jointed chain of N Kuhn monomers each of length b under constant tension,

Fy(R) = +dU,(R)/dR:
(R) = Ry + bN [coth (BbF,) — (BbF,) '] (28)

where Ry = 0.776 nm is a shift that corresponds to consecutive anions solvating the same
cation, b = 1.163 nm matches well with the Kuhn length of the PEO linker (bpgo = 1.18 nm)
that has been inferred from experiments,® N = 3.63 agrees well with the expected number
of Kuhn monomers in the PEO linker, and [ is the inverse temperature at 17" = 410.5K,

which is the average of the two temperatures employed in the extended ensemble. Thus,
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the extended ensemble method appears to determine a physically reasonable potential for
modeling the pseudo-bond between consecutive CG sites along the chain.

Figure presents the transferable xn short-ranged nonbonded pair potentials that
involve the neutral C site. The MS-CG pair potentials for the C site demonstrate little
variation with sulfonation or temperature, as illustrated in Fig. 4] and in the Supporting
Information. Consequently, the xn short-ranged pair potentials for the C site are very similar
to the corresponding MS-CG potentials. Nevertheless, the xn potentials for C-X interactions
are not simple averages of MS-CG potentials.

Figure [I0b presents the transferable xn short-ranged potentials for the charged Na and S
sites. In comparison to the system-specific MS-CG potentials presented in Fig. [4], the short-
ranged xn potentials are considerably weaker and decay more rapidly. Moreover, these xn
potentials change sign with distance. Nevertheless, the short-ranged xn potentials appear to
retain some electrostatic character. For instance, the S-Na potential is almost exclusively at-
tractive and is, moreover, much more attractive than other short-ranged xn potentials. Thus,
it appears that the decomposition of the non-bonded pair potentials with the system-specific
dielectric constants is only partially successful in eliminating the context-dependent electro-
static contributions from the transferable short-ranged potentials. In particular, Fig. [10p
suggests that our initial estimates from the MS-CG potentials systematically under-estimated
the effective dielectric constants that are experienced by the sites in the UA simulations.

As described in the Methods section, we employed these transferable short-ranged po-
tentials to obtain more robust estimates for the effective dielectric constants. Figure
presents the resulting dielectrics and also the corresponding empirical analytic fit. As ex-
pected, these effective dielectrics are larger and also more robust than the dielectrics that
we initially estimated from the MS-CG potentials alone, although they demonstrate the
same qualitative variation with sulfonation and temperature. The same empirical relation
(solid curves) captures these qualitative trends, but provides a poor quantitative fit to the

estimated dielectrics. We then employed the transferable short-ranged potentials (Figs. |§|
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and with the resulting system-specific dielectric constants (Fig. ) to define a single

transferable force field for modeling the entire extended ensemble.

Assessment of xn potentials

Figures[I1]and[I2|characterize the ensembles obtained from simulations with this transferable
xn force field. The xn model quite accurately reproduces the UA site-site rdfs at T =
398 K. In several instances, e.g., the system with 75% sulfonation, the transferable xn model
appears more accurate than the MS-CG model specifically parameterized for this system
and temperature. Moreover, Fig. demonstrates that the transferable xn force field also
reasonably describes the impact of sulfonation upon the effective equilibrium constant for
ion-pairing. However, while quite accurate at T' = 398 K, the xn model performs less well at
T = 423 K. In particular, Fig. [12|demonstrates that the xn model does not even qualitatively
reproduce the temperature-dependence of the UA rdfs. With increasing temperature, the
effective attraction between counter-ions systematically increases in the UA model, while
this effective attraction instead decreases or remains unchanged in the xn model.

Accordingly, we inferred that our protocol systematically underestimated the temperature-
dependence of the effective dielectrics. Indeed, after we heuristically scaled the dielectrics at
T = 423 K by a concentration-independent factor of 0.8, the resulting model quite accurately
reproduced the high temperature rdfs. Consequently, we adopted a more flexible functional
form for the effective dielectric e.s = A(T/Ty) * exp [-bC], while leaving the T" = 398 K
dielectric constants unchanged. The dashed curves in Fig. present this final empirical
model for the system-specific dielectric constants. Note that this heuristic rescaling does not
impact the dielectrics and, thus, the results for the xn model at 7' = 398 K.

Figure [13| presents the results that are obtained with the xn model at T' = 423 K after
heuristically reducing the effective dielectrics. This scaled extended ensemble (i.e., xn-s)
model now reproduces the site-site rdfs of the UA model at T" = 423 K with reasonable

accuracy. More importantly, the dashed blue curve in Fig. demonstrates that, after
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heuristically scaling the high-temperature dielectric constants, the xn-s model reasonably
reproduces the sensitivity of the ion-pairing equilibrium with respect to variations in both

sulfonation and temperature.

Mesoscale charge aggregation with the xn-s model

Since the transferable xn-s model reasonably describes the ion-pairing that is observed in
UA simulations, we next employed this model to investigate the temperature-dependence
of mesoscale charge aggregation in the fully sulfonated ionomer. Prior experiments® have
demonstrated a characteristic “ionomer peak” at ¢ = 2.5 nm™! in the X-ray scattering for
the completely sulfonated ionomer. Although its microscopic origin has not been defini-
tively determined, it is generally believed that the ionomer peak reflects a characteristic
lengthscale of approximately 2.5 nm between charge aggregates.® Figure presents the
experimentally measured scattering intensity, I(q), for the ionomer peak at T' = 353K, 373K,
and 393K, which we have extracted from Figure 1 of Ref. 69.*Y Because the experimental
scattering was presented in arbitrary units, we have normalized the scattering with respect
to the “amorphous halo” feature at ¢ ~ 15 nm~!. This feature describes the local packing
of polymer chains, which is presumably relatively insensitive to temperature. Given this
normalization, the ionomer peak of the experimental scattering systematically increases and
sharpens as the temperature increases from 353 K to 393 K.

A direct comparison to the experimental scattering is difficult, since the CG model elim-
inates the vast majority of the atoms that contribute to the experimental scattering. Since
the ionomer peak is believed to primarily reflect scattering from charge aggregates, we com-
pare it with the simulated structure factor, S(q), for the ionic sites in the CG model. In
calculating the structure factor we have weighted the contribution of each CG site according
to the electron density of the corresponding ionic group. Figure presents the structure
factor that is calculated from simulations of the fully sulfonated ionomer, while employing

the transferable xn-s force field.
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At T = 343 K, the simulated structure factor demonstrates a broad peak at ¢ = 5 nm™!
with a shoulder near ¢ = 3 nm~!. As the temperature increases from 7" = 343 K to 398 K,
the simulated peak grows, sharpens, and gradually shifts to the smaller ¢ characteristic of
the ionomer scattering peak. Thus, the CG model appears to demonstrate some features of
the mesoscale aggregation that is characterized by the ionomer peak of the experimentally
measured scattering. However, in comparison to the experimental ionomer peak at the same
temperature, the simulated structure factor is too broad, too small, and peaked at slightly
larger ¢. Interestingly, though, as the temperature is further increased to 7' = 423 K and the
effective dielectric constant further reduced to € = 3, the simulated structure factor becomes
increasingly reminiscent of the ionomer peak in the experimental scattering intensity. In
particular, the simulated structure factor peak becomes increasingly strong, increasingly
narrow, and also shifts closer to ¢ = 2.5 nm™!. As suggested by the preceding analysis, it
appears that our current ad hoc approach does not adequately determine the appropriate
system-specific dielectric and, in particular, its temperature-dependence. Nevertheless, the
transferable xn-s model appears to capture some of the “physics” governing the ionomer
system.

Figure [T4k illustrates the string-like aggregates that form in simulations of the xn-s CG
model when 7' = 423 K and ¢ = 3. This figure presents a 2nm slice through a configuration
sampled from simulations in a cubic box with sides of length L =15 nm. The image indicates
cation and anion sites by blue and red spheres, respectively, while gray shading indicates con-
nected aggregates. Previous studies have also attributed the ionomer peak to 1-dimensional
charge aggregates that form as a consequence of the strong packing constraints that are
enforced by the PEO chains linking the sulfonated isophthalate groups.t®® It is rather re-
markable that the exceedingly coarse ionomer model predicts similar aggregates, despite
employing only spherically symmetric pair potentials between point sites and eliminating

any explicit treatment of the PEO excluded volume.
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Discussion

We previously developed a very coarse “ion-only” model for a melt of fully sulfonated PEO-
based ionomers at a single temperature.®? In the present work, we extended this model
for 2 different temperatures and 7 different ionomer melts in which varying fractions of the
isophthalate groups have been neutralized via hydrolysis. As before, we explicitly represented
each diffusing sodium cation and employed a spherical site to represent each isophthalate
pendant. By eliminating any explicit representation of the PEO backbone, the CG model
provides the necessary efficiency for systematic large scale simulations of mesoscale charge
aggregation in glassy ionomers.

We first employed the g-YBG method ™! to parameterize a distinct MS-CG model #3152
for each ionomer melt at each temperature. These MS-CG models employed soft bond po-
tentials to mimic the connectivity of the PEO backbone and short-ranged pair potentials
to describe the effective non-bonded interactions between the sites. The system-specific
MS-CG models qualitatively reproduced the “pseudo-bond” distributions sampled by prior
UA simulations, including the small coordination peak at short distances and the larger
maxima at greater distances, although the MS-CG models tend to sample slightly longer
bonds than the UA models. The MS-CG models less accurately reproduced the simulated
UA distribution for the ionomer radius of gyration. This effect may be partially due to
the slow equilibration of the polymer backbone in the UA simulations. However, it is quite
likely that, given this exceedingly coarse representation, the simple approximate potentials
cannot adequately describe the conformational statistics of complex ionomers. Indeed, a
previous CG model employed a much higher resolution representation in order to accurately
describe the conformational properties of polystyrenesulfonate.”” More importantly, though,
the MS-CG models quite accurately reproduced the ion-pairing that is observed in the UA
simulations. In particular, the MS-CG models reproduced the sensitivity of the UA site-
site rdfs to variations in both sulfonation and temperature. Thus, these MS-CG models

should provide a reasonable description of ion-pairing in large scale simulations of charge
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aggregation in ionomer melts, 5253

We next employed the extended ensemble framework® to determine a transferable force
field for modeling the entire collection of ionomer melts at both temperatures. We initially
attempted to determine a single set of transferable short-ranged potentials for modeling the
entire extended ensemble. However, the resulting potentials did not adequately describe
the trends in ion-pairing with varying sulfonation or temperature. Consequently, it appears
that system-specific Coulomb potentials are necessary to adequately describe the variation
of the many-body PMF with temperature and sulfonation. Indeed, several previous studies
have demonstrated the importance of system-specific electrostatic potentials for developing
transferable CG models of highly charged systems. 2476002

In principle, the extended ensemble variational principle may be employed to determine
these system-specific dielectrics. However, in this work, we instead determined the dielectrics
by fitting the tails of the system-specific MS-CG potentials to Coulomb potentials. The re-
sulting system-specific dielectrics systematically decreased with increasing sulfonation and
temperature. In particular, we empirically modeled the dielectrics with an exponential de-
pendence upon the charge density. This simple empirical model quite accurately described
the variation in ion-pairing with sulfonation at a single temperature, which is quite con-
sistent with previous studies that modeled the (inverse) dielectric as a linear function of
charge concentration.?® In contrast, we found it more challenging to accurately model the
temperature-dependence of the effective dielectrics.?®¢1%2 [ fact, it seems quite likely that
our procedure systematically under-estimated the dielectric constants at 7" = 398 K, which
necessitated the additional rescaling of the dielectric constants at T' = 423 K. Clearly, further
work is necessary to provide more reliable predictions of the system-specific dielectrics and,
especially, their temperature-dependence. This appears quite challenging due to both the
complexity of the system and the practical difficulty of determining equilibrium statistics for
glassy ionomers.

Nevertheless, despite this rather unsatisfactory treatment of the system-specific dielec-
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tric constant, the extended ensemble approach performed reasonably well. First of all, the
extended ensemble approach clearly determined a physically reasonable pseudo-bond poten-
tial. The calculated transferable bond force function matches quite nicely with the expected
force-displacement relation for a freely jointed chain under tension,®” while employing pa-
rameters that closely agree with experimental measurements for the PEO linker.®® Indeed,
the Supplementary Information demonstrates that the transferable xn model provides equiv-
alent accuracy to the MS-CG model for describing the polymer conformations. Secondly, the
extended ensemble model quite accurately reproduced the ion-pairing observed in the UA
model at 7' = 398 K and also the sensitivity of this ion-pairing to changes in sulfonation.
After rescaling the dielectrics at T' = 423 K, the extended ensemble model reasonably repro-
duced the rdfs at both temperatures and, moreover, reproduced the variation in ion-pairing
with both temperature and sulfonation across the entire extended ensemble.

Moreover, given an appropriate estimate of the system-specific dielectrics, the trans-
ferable xn model appears qualitatively consistent with the experimentally observed trends
in the ionomer peak of the measured scattering intensity. In particular, the transferable
xn-s model predicts the formation of mesoscale charge strings that grow with increasing
temperature and sulfonation.®#33 Previous studies have attributed these 1-dimensional ionic
aggregates to steric packing constraints generated by the polymer backbone.t®# It is quite
remarkable that the coarse xn model predicts similar 1-dimensional morphologies, since this
model does not explicitly describe the steric effects from the polymer backbone and employs
spherically symmetric potentials to provide a mean-field description of the effective inter-
actions between sites in the polymer matrix. Thus, it appears that the extended ensemble
approach can determine a very low resolution model for ionomers with surprising accuracy
and transferability.

These studies also provide additional insight into the balance of physical forces that
govern charge conduction in ionomer melts. The MS-CG models demonstrate that the ef-

fective interactions between ions become increasingly strong with increasing temperature
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and sulfonation. Interestingly, in the simple MS-CG models, the ionomers also swell with
increasingly strong electrostatic interactions. Finally, the xn model demonstrates the sen-
sitivity of ionic aggregation to slight changes in the effective dielectric. In the initial xn
model, increasing temperature results in reduced (or unchanged) ionic aggregation in each
ionomer melt. However, reducing the high temperature effective dielectric constant by 20%
dramatically reverses this trend in the xn-s model, such that increasing temperature leads to
significantly greater charge aggregation for each ionomer, as is observed in the UA simula-
tions. Consequently, the model emphasizes the delicate balance between the entropy loss and
the compensating electrostatic energy gain that occur with the growth of ionic aggregates.
Finally, we again emphasize the significant limitations of this work. As noted above,
we employed a very ad hoc procedure for modeling the temperature-dependence of the CG
potentials. Although the final CG model proved quite successful at two temperatures, the
extrapolation to other temperatures is only speculation. Thus, while the extended ensemble
approach provides a rigorous framework for developing transferable potentials, further work
is clearly necessary to predict or accurately model their temperature-dependence in practice.
Moreover, we emphasize that the very coarse ionomer representation limits the predictive
capabilities of the model. In particular, the model does not accurately describe the confor-
mations of individual ionomer molecules. More importantly, as a consequence of implicitly
modeling the polymer backbone, the current representation cannot directly probe the im-
pact of the backbone upon the structure or dynamics of ion aggregation. Nevertheless, the
present results are quite encouraging and strongly motivate further work addressing these

limitations.

Conclusion

We employed the extended ensemble framework to develop a transferable force field for very

low resolution models of ionomer melts. Our study emphasizes the importance of system-
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specific long-ranged electrostatic interactions for achieving reasonable transferability with
varying temperature and charge density. In the present work, the system-specific dielectrics
systematically decrease with increasing charge density and increasing temperature. The
transferable model reasonably reproduces the observed trends in ion-pairing at a particular
temperature when the dielectric exponentially varies with sulfonation. In contrast, we find it
more challenging to model the temperature-dependence of this dielectric. Nevertheless, given
appropriate estimates for the system-specific dielectric constants, the transferable extended
ensemble model reasonably reproduces the ion-pairing that is observed in UA simulations
of ionomers that range from 25 — 100% sulfonation at two different temperatures. More-
over, the transferable extended ensemble model also qualitatively reproduces the trends in
experimental observations of the ionomer peak in the measured scattering intensity. Future
work should more carefully consider the temperature-dependence of the effective dielectric
and also consider more detailed representations of the PEO backbone that allow for a better

description of polymer conformations.
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Tables

Table 1: Ionomer melts simulated with CG models at 7" = 398 K and 423 K.
L indicates the length (in units of nm) of the sides for the cubic supercells
employed for parameterizing the CG models and for subsequent CG simulations
at the two temperatures. N and Ny, indicate the number of CG sites and Na
sites, respectively, employed in the CG representations of each melt.

% Sulfonation L3gsk Loz N NyNa
25 14.63 14.50 3645 729
38 14.69 14.72 4023 1107
50 14.73 14.78 4374 1458
63 14.69 14.82 4752 1836
75 14.76 14.82 5103 2187
83 14.77 14.86 5346 2430
100 14.76 14.88 5832 2916
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Figure Captions

Figure 1

Figure 2

Figure 3

Simulated PEO-based ionomers. The top image describes the chemical structure of
the simulated ionomers. For ionomer systems with incomplete sulfonation, i.e., x <1,
the neutralized isophthalate sites are randomly distributed among the ionomers. (The
previously published ion-only CG model corresponds to x = 1.%4) The middle image
superimposes the CG representation upon the chemical structure: the red, blue, and
green circles indicate the S, Na, and C sites that are explicitly represented in the CG
model. The bottom image represents the conformation of a single ionomer chain that
has been sampled from previous UA simulations of the melt. This image highlights
the isophthalate groups in orange, while the carbon and ether oxygen atoms of the
PEO linker are indicated by cyan and red, respectively. The large green, red, and blue
spheres indicate C, S, and Na sites, respectively, in the mapped CG representation of

the conformation.

Equilibration of ion-pairing statistics as quantified by P(7) for UA simulation at T =
398K (top) and 423K (bottom). The blue, cyan, magenta, and red curves present Py(7)
for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively. The horizontal
dashed lines indicate the expected long-time asymptotes for the ion-pairing statistics,
i.e., Px, = 2P5(0)%/N for each simulation. The colored vertical bands indicate the time
scales for which P,(7) is characterized by exponential decay, power law decay, and
random fluctuations, which correspond, respectively, to initial dissociation, correlated

diffusion, and uncorrelated diffusion of the cations.

Calculated bond potentials for the system-specific MS-CG models. The top and bottom
rows correspond to T" = 398K and T = 423K, respectively. In each row, the smaller
right panel highlights the contact minima of the bond potentials. The blue, cyan,
magenta, and red curves present results for ionomer melts with 25, 50, 75, and 100%

sulfonation, respectively. Potentials are presented in units of kJ/mol.

50



Figure 4

Figure 5

Figure 6

Figure 7

Figure 8

Calculated nonbonded pair potentials for the system-specific MS-CG models at T' =
398K. Rows (i), (ii), and (iii) present the C-C, S-Na, and S-S pair potentials, respec-
tively. In each row, the smaller right panel highlights the minimum of the correspond-
ing potential. In the right panel, the solid and dashed curves present the potentials at
T = 398K and 423K, repectively. The blue, cyan, magenta, and red curves present re-
sults for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively. Potentials

are presented in units of kJ/mol.

Comparison of polymer conformations in the UA (solid curves) and system-specific
MS-CG models (dashed curves). Rows (i) and (ii) present results for 7' = 398K and
423K, respectively. Columns (a) and (b) present distributions for the coarse-grained
bond length, ry,, and radius of gyration, Ry, respectively. The horizontal lines in column
(a) indicate the baselines for the various bond distributions, which have been shifted
for clarity, while the vertical lines indicate the maxima of the distributions. The blue,
cyan, magenta, and red curves present results for ionomer melts with 25, 50, 75, and

100% sulfonation, respectively.

Comparison of simulated site-site rdfs in the UA (solid curves) and system-specific
MS-CG models (dashed curves). Rows (i) and (ii) present the S-Na and S-S rdfs,
respectively, which have been vertically shifted for clarity. In these two rows, the
columns (a) and (b) present results for 7' = 398K and 423K, respectively. The blue,
cyan, magenta, and red curves present results for ionomer melts with 25, 50, 75, and

100% sulfonation, respectively.

Equilibrium constant for charge aggregation in the UA (black curves) and MS-CG
(red curves) models as quantified by the area of the first peak in the S-Na rdf, I
= [dr 4nr?gs_na(r) as a function of sulfonation, %S. The solid and dashed curves

correspond to T = 398K and 423K, respectively.

System-specific dielectrics, erg. Panel (a) presents the dielectrics initially estimated
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Figure 9

Figure 10

Figure 11

Figure 12

Figure 13

by fitting the long-range tail of system-specific MS-CG potentials. Panel (b) presents
the dielectrics estimated from the MS-CG potentials after subtracting the transferable
short-ranged pair potentials. In both panels, the solid curves indicate the global empir-
ical fit to this data: eqp = A(T/Tp) ! exp [-bC]. The dashed curves in panel (b) present
the final empirical fit to system-specific dielectrics: €. = A(T/Ty) " exp [—bC]. Blue,
cyan, magenta, and red indicate results for ionomer melts with 25, 50, 75, and 100%

sulfonation, respectively.

Panel (a) presents the calculated transferable bond potential, U,(r,). Panel (b) com-
pares the corresponding tension F, = +dU,/dr, (crosses) with the shifted Langevin
curve for the average length of a freely jointed chain under equivalent tension (solid

curve).

Calculated transferable xn non-bonded short-ranged pair potentials. Potentials are

presented in units of kJ/mol.

Comparison of simulated site-site rdfs in in the UA (solid curves) and in the initial
transferable xn (dashed curves) models. Rows (i) and (ii) present the S-Na and S-
S rdfs, respectively. In these two rows, the columns (a) and (b) present results for
T = 398K and 423K, respectively. The blue, cyan, magenta, and red curves present

results for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively

Equilibrium constant for charge aggregation as quantified by the area of the first peak
in the S-Na rdf, I = [ dr4mr?gs_na(r) as a function of sulfonation, %S. The black and
red curves correspond to the UA and to the initial xn models, respectively, while the
solid and dashed curves correspond to T' = 398K and 423K, respectively. The dashed
blue curve presents results for the final xn model at T =423 K after heuristically

rescaling the dielectric at this temperature.

Comparison of simulated site-site rdfs at 7" = 423K in the UA model (solid curves) and
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Figure 14

in the final transferable xn model (dashed curves) after rescaling the system-specific
dielectrics at T' = 423K. Rows (i) and (ii) present simulated rdfs for the S-Na and S-S
site pairs, respectively. The blue, cyan, magenta, and red curves present results for

ionomer melts with 25, 50, 75, and 100% sulfonation, respectively.

Comparison of experiments and simulations characterizing the temperature dependence
of charge aggregation in the fully sulfonated ionomer melt. Panel (a) presents the
ionomer feature in the measured X-ray scattering data extracted from Figure 1 of Ref.
69 after rescaling with respect to the “amorphous halo” feature at ¢ ~ 15 nm~!. Panel
(b) presents the structure factor calculated from simulations of the fully sulfonated
ionomer with the xn-s force field. The orange and purple curves in panel (b) are
calculated from CG simulations at 423K in which the dielectric constant has been
further reduced to the values denoted in the legend. The bottom panel indicates the
aggregation of cations (blue) and anions (red) in a simulated configuration of the fully
sulfonated ionomer melt with the xn model at T' =423 K after further reducing the
dielectric to € = 3. The image indicates the ions within a 2 nm slice through a cubic
simulation box with sides of length L =15 nm, while the background provides a grid

with 1 nm resolution in the x- and y- directions.
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Figure 1: Simulated PEO-based ionomers. The top image describes the chemical structure
of the simulated ionomers. For ionomer systems with incomplete sulfonation, i.e., x < 1, the
neutralized isophthalate sites are randomly distributed among the ionomers. (The previously
published ion-only CG model corresponds to x = 1.52) The middle image superimposes the
CG representation upon the chemical structure: the red, blue, and green circles indicate
the S, Na, and C sites that are explicitly represented in the CG model. The bottom image
represents the conformation of a single ionomer chain that has been sampled from previous
UA simulations of the melt. This image highlights the isophthalate groups in orange, while
the carbon and ether oxygen atoms of the PEO linker are indicated by cyan and red, respec-
tively. The large green, red, and blue spheres indicate C, S, and Na sites, respectively, in
the mapped CG representation of the conformation.

o4



p—
S
[=]

exponential power law g
3
L P 5
v -
-1 — 25
= 10
= 50
e — 75
-g 2 100
s 1077 |
= N, .
10—3k
107!
10° :
exponential power law random
-1
o 10
=
.5
]
S 02
= 107
=
107

Figure 2: Equilibration of ion-pairing statistics as quantified by P(7) for UA simulation
at T = 398K (top) and 423K (bottom). The blue, cyan, magenta, and red curves present
P,(7) for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively. The horizontal
dashed lines indicate the expected long-time asymptotes for the ion-pairing statistics, i.e.,
P, = 2P,(0)?/N for each simulation. The colored vertical bands indicate the time scales for
which P,(7) is characterized by exponential decay, power law decay, and random fluctuations,
which correspond, respectively, to initial dissociation, correlated diffusion, and uncorrelated

diffusion of the cations.
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Figure 3: Calculated bond potentials for the system-specific MS-CG models. The top and
bottom rows correspond to 7' = 398K and T = 423K, respectively. In each row, the smaller
right panel highlights the contact minima of the bond potentials. The blue, cyan, magenta,
and red curves present results for ionomer melts with 25, 50, 75, and 100% sulfonation,
respectively. Potentials are presented in units of kJ/mol.
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Figure 4: Calculated nonbonded pair potentials for the system-specific MS-CG models at
T = 398K. Rows (i), (ii), and (iii) present the C-C, S-Na, and S-S pair potentials, respectively.
In each row, the smaller right panel highlights the minimum of the corresponding potential.
In the right panel, the solid and dashed curves present the potentials at T = 398K and 423K,
repectively. The blue, cyan, magenta, and red curves present results for ionomer melts with
25, 50, 75, and 100% sulfonation, respectively. Potentials are presented in units of kJ/mol.
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Figure 5: Comparison of polymer conformations in the UA (solid curves) and system-specific
MS-CG models (dashed curves). Rows (i) and (ii) present results for 7' = 398K and 423K,
respectively. Columns (a) and (b) present distributions for the coarse-grained bond length,
r,, and radius of gyration, Ry, respectively. The horizontal lines in column (a) indicate the
baselines for the various bond distributions, which have been shifted for clarity, while the
vertical lines indicate the maxima of the distributions. The blue, cyan, magenta, and red
curves present results for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively.

58



398K . 423K
40

i p— . T . T
50
L — 75 11
= r\ — 100 I\\
RIS A 4 F .
w
) /\__/\ /\_/\
W s — /I\ 1 T
O GaiD) (biD)
T T T T T T
4_ — — —
&
2 o / 4 r 7 =
ot V AN
/\/
0 1 L 1 L 1 L 1 L
0.3 0.6 09 03 0.6 0.9
r (nm) r (nm)

Figure 6: Comparison of simulated site-site rdfs in the UA (solid curves) and system-specific
MS-CG models (dashed curves). Rows (i) and (ii) present the S-Na and S-S rdfs, respectively,
which have been vertically shifted for clarity. In these two rows, the columns (a) and (b)
present results for T" = 398K and 423K, respectively. The blue, cyan, magenta, and red
curves present results for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively.
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Figure 7: Equilibrium constant for charge aggregation in the UA (black curves) and MS-
CG (red curves) models as quantified by the area of the first peak in the S-Na rdf, I =

[ dr 4mr?gs_na(r) as a function of sulfonation, %S. The solid and dashed curves correspond
to T'= 398K and 423K, respectively.
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Figure 8: System-specific dielectrics, erg. Panel (a) presents the dielectrics initially estimated
by fitting the long-range tail of system-specific MS-CG potentials. Panel (b) presents the
dielectrics estimated from the MS-CG potentials after subtracting the transferable short-
ranged pair potentials. In both panels, the solid curves indicate the global empirical fit
to this data: e = A(T/Ty) ' exp [-0C]. The dashed curves in panel (b) present the final
empirical fit to system-specific dielectrics: €. = A(T/Ty) ™ exp [—bC]. Blue, cyan, magenta,
and red indicate results for ionomer melts with 25, 50, 75, and 100% sulfonation, respectively.

61



(a)

U, (r,) [kJ mol ]

r, [nm]

. | . | . | . |
0O 2 4 6 8

F, [kJnm" mol ]

10

Figure 9: Panel (a) presents the calculated transferable bond potential, U,(r,). Panel (b)
compares the corresponding tension Fy, = +dU,/dry, (crosses) with the shifted Langevin curve
for the average length of a freely jointed chain under equivalent tension (solid curve).
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Figure 10: Calculated transferable xn non-bonded short-ranged pair potentials. Potentials
are presented in units of kJ/mol.
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Figure 11: Comparison of simulated site-site rdfs in in the UA (solid curves) and in the
initial transferable xn (dashed curves) models. Rows (i) and (ii) present the S-Na and S-S
rdfs, respectively. In these two rows, the columns (a) and (b) present results for 7' = 398K
and 423K, respectively. The blue, cyan, magenta, and red curves present results for ionomer
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melts with 25, 50, 75, and 100% sulfonation, respectively
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Figure 12: Equilibrium constant for charge aggregation as quantified by the area of the first
peak in the S-Na rdf, I = [ dr 4mr?gs_na(r) as a function of sulfonation, %S. The black and
red curves correspond to the UA and to the initial xn models, respectively, while the solid
and dashed curves correspond to T' = 398K and 423K, respectively. The dashed blue curve
presents results for the final xn model at T' =423 K after heuristically rescaling the dielectric

at this temperature.
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Figure 13: Comparison of simulated site-site rdfs at 7" = 423K in the UA model (solid
curves) and in the final transferable xn model (dashed curves) after rescaling the system-
specific dielectrics at T = 423K. Rows (i) and (ii) present simulated rdfs for the S-Na and S-S
site pairs, respectively. The blue, cyan, magenta, and red curves present results for ionomer
melts with 25, 50, 75, and 100% sulfonation, respectively.
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Figure 14: Comparison of experiments and simulations characterizing the temperature de-
pendence of charge aggregation in the fully sulfonated ionomer melt. Panel (a) presents
the ionomer feature in the measured X-ray scattering data extracted from Figure 1 of Ref.
after rescaling with respect to the “amorphous halo” feature at ¢ ~ 15 nm~!. Panel
(b) presents the structure factor calculated from simulations of the fully sulfonated ionomer
with the xn-s force field. The orange and purple curves in panel (b) are calculated from CG
simulations at 423K in which the dielectric constant has been further reduced to the values
denoted in the legend. The bottom panel indicates the aggregation of cations (blue) and
anions (red) in a simulated configuration of the fully sulfonated ionomer melt with the xn
model at T" =423 K after further reducing the dielectric to € = 3. The image indicates the
ions within a 2 nm slice through a cubic simulation box with sides of length L =15 nm, while
the background provides a grid with 1 nm resolution in the x- and y- directions.
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