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Arrays of atoms trapped in optical tweezers combine features of programmable analog quantum
simulators with atomic quantum sensors. Here we propose variational quantum algorithms, tailored for
tweezer arrays as programmable quantum sensors, capable of generating entangled states on demand for
precision metrology. The scheme is designed to generate metrological enhancement by optimizing it in a
feedback loop on the quantum device itself, thus preparing the best entangled states given the available
quantum resources. We apply our ideas to the generation of spin-squeezed states on Sr atom tweezer arrays,
where finite-range interactions are generated through Rydberg dressing. The complexity of experimental
variational optimization of our quantum circuits is expected to scale favorably with system size. We
numerically show our approach to be robust to noise, and surpassing known protocols.
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Optical tweezer arrays of neutral atoms provide a
bottom-up approach to assemble and design quantum
many-body systems “atom by atom.” The flexibility and
universality of tweezers, as a novel tool to engineer atomic
and molecular quantum devices, is demonstrated by recent
experiments, which range from realization of “program-
mable” analog quantum simulators for spin-models in
tweezer arrays [1-3], to first demonstrations of potential
tweezer-based clocks [4-9]. Atomic many-body systems
designed around tweezer platforms thus offer the unique
possibility of combining, on the same physical device,
programmability to generate many-particle entangled
states, and adopting these states as a quantum resource
in precision measurement, exhibiting quantum advantage
provided by entanglement. With near future experiments
promising a scaling to hundreds of atoms, the challenge is
to design and run quantum algorithms that efficiently
generate entangled states of interest for precision measure-
ments, given the—in general nonuniversal—entangling
resources available on “programmable” quantum sensors,
and Rydberg tweezer arrays in particular.

Here we propose hybrid classical-quantum algorithms
[10-22] to be run as a quantum feedback loop to generate
the best entangled states for the given platform, yielding
precision enhancement beyond the standard quantum limit
(SQL) [23,24]. The variational many-body wave function is
iteratively optimized on the quantum device itself, in terms
of a relevant cost function quantifying the metrological
enhancement. After optimization, the resulting optimal
wave function can be reprepared on demand on the
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quantum sensor [25], directly available for high precision
measurement (see Fig. 1). Performing the optimization on
the physical platform will yield the best entangled state
achievable in the presence of the actual imperfections and
noise, thus outperforming optimization loops purely based
on numerical simulations [26]. Moreover, since near-term
quantum devices are expected to soon operate in regimes
beyond the reach of numerical simulations [27], the
optimization loop can ultimately only be run directly on
the programmable quantum sensor. In this work we
specifically target the optimized preparation of spin-
squeezed states (SSS) [24,28,29], a class of entangled
states enhancing measurement precision of atomic Ramsey
interferometers, as demonstrated in experiments [30-45],
and in general phase estimation techniques required by
atomic clocks.

Ramsey interferometry.—The Ramsey sequence, acting
on a two-level atom, described by spin-1/2 states
{l{.),11.)}, and corresponding spin operators s=
h(oy,0,,0,)/2, starts with an initial z/2 pulse that creates
a coherent superposition (|},) +[1,))/v2 = |1,). In the
subsequent interrogation time, ||.) and |1.) acquire a
relative phase ¢, encoding the quantity to be measured. The
final #/2 pulse transfers this phase difference into a
measurable state population difference. In this context,
SSS are a well-known family of entangled states enhancing
the phase sensitivity over N uncorrelated atoms [28]. Here,
we prepare SSS via an entangling squeezing operation S(6)
realizable on the programmable quantum sensor [see
Fig. 1(a)]. The variational quantum algorithm optimizes

© 2019 American Physical Society


https://orcid.org/0000-0003-0846-2333
https://orcid.org/0000-0002-0979-2521
https://orcid.org/0000-0001-7176-9413
https://orcid.org/0000-0003-0076-2112
https://orcid.org/0000-0003-4014-1505
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.123.260505&domain=pdf&date_stamp=2019-12-30
https://doi.org/10.1103/PhysRevLett.123.260505
https://doi.org/10.1103/PhysRevLett.123.260505
https://doi.org/10.1103/PhysRevLett.123.260505
https://doi.org/10.1103/PhysRevLett.123.260505

PHYSICAL REVIEW LETTERS 123, 260505 (2019)

Ramsey Interferometry

/2 /2

Programmable Quantum Sensor

— I
0 3 M
Z’ -
% Tz i
o) 1
0 A s I T T T
. . .-

_9L: N “ . , e e
R |
v_4 - A -t
Lo

il o S ~= 2 THA

1 ) L : e 1 ) .“‘.I N .':.: l: t-' ° 8
200 400 600 800 1000
i
FIG. 1. Hybrid classical-quantum optimization on a program-

mable quantum sensor prepares spin-squeezed states for Ramsey
interferometry. Variational control parameters @ generate trial
states |W(0)) = S(O)R,(x/2)|].)®". The squeezing parameter
£(@) serves as cost function for classical optimization. Bottom:
Optimization run on a 4 x 4 array with R-/a = 1.5, using ~10°
simulated experimental runs, showing measured spin-squeezing
of the trial states (blue dots, one iteration = 100 measurements).
A and B indicate theoretically obtainable squeezing with finite-
and infinite-range one axis twisting [29,46], respectively. Red
line and orange error band represent the predicted squeezing
minima at iteration i of the search algorithm.

the classical control variables @, parametrizing S(6), to
achieve optimal spin squeezing.

Spin squeezing.—The achievable phase sensitivity Ag =
&/+/N, is quantified by the spin squeezing parameter [28],

(AJJ_,min)é
[ v

£0) =N
to be minimized on the quantum sensor. Here J = > ¥ | s;
denotes the collective spin vector associated with an
ensemble of N two-level atoms and (AJ | yin)5=(J3 1in)e —

(J | min)3 quantifies the minimal spin fluctuation orthogonal
to the Bloch vector (J),. The expectation values in (1) are to
be estimated, with respect to the variational wave func-
tion [¥(0)) = S(O)|1.)®".

In atom-tweezer arrays, (J3 )y is assembled from
two-body correlation functions, directly measurable due to
single site resolution.

Mechanisms known to generate spin squeezing are
one-axis twisting S, (z) = exp[—izJ?] (OAT) and two-axis
twisting (TAT) S,(7) = exp[—iz(JZ — J3)] [29]. Various

theoretical studies [47-51] employ time-dependent dynam-
ics to generate effective TAT, and more generally spin
squeezing up to the Heisenberg limit £ ~ 1/N. We note
that these approaches rely on infinite-range interactions,
conserving symmetries that constrain the dynamics to the
particle permutation symmetric subspace, of linear dimen-
sion (N + 1), where the maximally SSS are known to be
located [52-54]. In contrast, dynamics originating from
finite-range interactions, such as Rydberg dressing, may
explore an exponentially large Hilbert space.

Programmable quantum sensor.—The tweezer-based Sr
platform combines the advantages of a state of the art
atomic clock [55,56], with the possibility of programming
entangling operations [46]. Interactions among the atoms
can be engineered via Rydberg dressing [57—65], where an
off-resonant coupling Qp/A < 1 of the |1,) clock level
with a Rydberg state induces a distance-dependent pairwise
energy shift. Here Qp denotes the Rabi frequency and A the
detuning of the dressing laser. The resulting interaction
Hamiltonian is of the form Hp = >, i Vijsiss + >, 85§,
with effective site-dependent detunings &; = (—A +
> j#i Vij)/2 and pairwise interaction potential

RE

Vii=Vor——¢—5¢>
/ ri —r]° + RE.

(2)
between two particles at positions r;;, where V,=
(Qr/2A)°1Qg and R = |Cy/2hA|'/¢ are related to the
laser parameter and the Cq van der Waals coefficient of the
Rydberg state. The amount of spin squeezing generated
from these finite-range interactions in a OAT protocol has
been studied in Ref. [46], and we will refer to this as finite-
range OAT (FOAT).

Below we design a variational circuit, S(@), to optimize
spin squeezing from the physical resources described
above. The circuit S(0) = U,,, ...,U, comprises a sequence
of n unitary layers in which each U/, is composed of
quantum operations of the form

U= D)C(T;)Rx(&i)Dz(Ti)7 (3)

with 0 = {7,9,.7},....7,,9,,7,}. The fundamental
building blocks of each layer are the interaction gates
D, .(t) = exp[—it)_ ;v Vijsi"s;"], which can be
obtained from the bare dressing in combination with
global rotations R, (89;) = exp[-i8;J,, .| [54]. The
design of this circuit and its building blocks is motivated
by the following requirements. (i) The sequence is
assembled from global gates only. Hence, the number of
variational parameters (3n) does not increase with the
system size N. (ii) The unitaries U/, are designed to preserve
the direction of the collective spin (J)y/|(J)g| to be oriented
along the x axis. This removes the overhead of determining
the direction of the Bloch vectors via extra measurements
after each variational step [54]. Equation (3) describes the
most general gate sequence satisfying these requirements.
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FIG. 2. Quantum circuit representing the variational squeezing
operation. The squeezer S() is a sequence of n unitary layers U;
(i =1,...,n). Each U is further decomposed into two entangling
interactions D, and D, and one global rotation R, as in Eq. (3),
controlled by three variational parameters 7;, §;, 7;/. Typical
Husimi distributions [54] of the quantum state before each gate,
are displayed on a generalized Bloch sphere. The action of the
gates onto the permutation invariant subspace is indicated by red
arrows.

We visualize in Fig. 2 the action of the variational gate
sequence, by means of the Husimi distribution plotted on a
generalized Bloch sphere. The Husimi distribution displays
the overlap of the time evolved state with coherent spin
states with |J| = N/2 [54]. In this representation, a good
SSS according to Eq. (1) forms a narrow vertical ellipse.
The actions of the gates can now also be understood: D,
shears the Husimi distribution, the R, gate performs rigid
rotations, whereas D, causes a winding around the x axis.
Together, these transformations enable optimal spin
squeezing while passing through transient nonelliptic states
[66] (see fourth sphere in Fig. 2).

In the following, we quantify the spin squeezing,
attainable by our variational ansatz on different tweezer
array geometries. First, we numerically emulate the feed-
back loop optimization under realistic experimental con-
ditions, imposing a finite number of experimental runs on
the quantum device. Afterwards, we provide a more
detailed analysis of the performance and robustness of
the variational gate sequence.

2D arrays: single optimization run with shot noise.—We
perform a numerical simulation of the feedback-loop
optimization on a 4 x 4 square lattice with short-ranged
interactions, where we chose a circuit depth of n =4,
corresponding to 12 variational parameters. During opti-
mization, the cost function is estimated on the simulated
experiment, as a statistical average over several runs. Each
run consists of (i) preparation of the initial state || ,)®",
(i) coherent quantum dynamics controlled by trial param-
eters @; of the current iteration i of the search algorithm, and
(iii) quantum projective measurements, performed in par-
allel on every spin [all spins are measured in the same basis,
either x or y, to estimate numerator and denominator of
&(0;) = N{(J3)g,/(Jx)5, respectively]. Figure 1 shows an
optimization trajectory, employing 100 runs for a single

cost function evaluation, and restricting the total number of
runs to ~10°, compatible with current repetition rates of Sr
tweezer platforms of ~1 Hz. The number of runs required
for a single cost function evaluation at fixed precision does
not increase with N [54]. Our analysis demonstrates that
even in the presence of noisy cost function evaluations, we
are able to obtain considerable spin squeezing, surpassing
the squeezing attainable from infinite-range OAT, with
short-ranged interactions. The optimization algorithm
that we adopt is a modified version of the DIRECT algorithm
[67-70], as has been implemented in experiments on
hybrid quantum-classical simulation (see methods section
in Ref. [20]).

2D arrays: exact results.—We now analyze the squeez-
ing theoretically attainable with our variational circuit, at
finite circuit depth n and interaction radius R.. Figure 3
(top left panel) displays results from numerical optimiza-
tion on a 4 x 4 square lattice, where we observe metro-
logical enhancement over FOAT [46]. Our analysis reveals
two distinct R regimes, roughly separated by the square
array diagonal R* = /184, with 3a being the edge length.
While for R > R* interactions are all to all and the particle
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FIG. 3. Exact optimization results for circuit depths from n = 1
to 5 layers, compared with FOAT [46] (dot dashed line). Top left
panel: optimized squeezing parameter £> in a 4 x 4 square array
as a function of the interaction radius R./a. The vertical dashed
line indicates the diagonal R* = v/18a, while the horizontal
ones show, from top to bottom, the squeezing obtainable with
OAT, TAT and the fundamental squeezing limit & (N) =
[(2)/(N +2)]. Top right panel: optimized squeezing parameter
in a 1D array, as a function of the particle number N, at fixed
R¢/a = 3. Bottom left panel: optimization for a random reali-
zation, displayed in the inset, of a half-filled 6 x 6 square array.
The data points display averages over various random half-filling
realizations, at the optimal pulse sequence. Bottom right panel:
impact of normally distributed control noise fluctuating with a
relative standard deviation o, around the optimal values.
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FIG. 4. Real-time dynamics of optimized pulse sequences, with
different squeezer depths n on a 4 x 4 square array (R-/a = 1.5).
Rotation pulses are treated as instantaneous, so that ¢ &
[0,>7" (z; + 7})] captures the cumulated interaction time.
Dot-dashed lines show evolution under a single D, interaction.
The displayed quantities are the (rotationally invariant) spin
squeezing &2 (top panel), quantum Fisher information F, 9 /N
(middle) and total angular momentum (J?) (bottom). The
horizontal dashed lines in the top panel correspond to the spin
squeezing obtainable with FOAT, infinite-range OAT and TAT,
respectively, top to bottom. Vertical lines mark total interaction
time for various circuit depths.

permutation symmetry is approximately protected, for
Rc < R* the variational ansatz covers an exponentially
large Hilbert space, and restoring the symmetry requires
deeper circuits. This property is clearly visible in Fig. 4,
where three quantities are plotted as a function of the
effective interaction time during an optimized evolution, for
R./a =1.5. The bottom panel tracks the total angular
momentum (J?), which stays large and recovers values
close to its maximum max (J?) = (N/2 + 1)N/2, indicat-
ing a restoration of permutation symmetry. The top panel
displays the spin squeezing parameter. We observe that the
variational state passes through intermediate states with
reduced squeezing, eventually surpassing the squeezing
limits of FOAT, OAT, and TAT for sufficiently large depths
n. In the middle panel we plot the quantum Fisher
information (QFI) F. = max,[(4)/(|n/»)][((n-J)*) -
(n-J)*, a measure of metrological enhancement [71]
and a witness for k-partite entanglement if F 9 x /N >k
[72,73]. We observe that, compared to &2, the QFI is a
smoother function of time, a hint that the optimal evolution
passes through transient non-Gaussian states [54].

1D arrays.—In order to investigate the performance of
the protocol at large particle numbers, in Fig. 3 (top right
panel) we show numerical simulations on 1D arrays up to
150 sites at fixed R-/a = 3. Since the low connectivity of
1D systems yields slow entanglement generation, a power-
law scaling of the squeezing parameter £2(N) with the
system size at a finite R is not expected [46,74] and the
squeezing will be below the one obtainable in either 2D or

3D arrays. However, the 1D geometry allows the simu-
lation of large system sizes using matrix product states
(MPS) [75]. The plot displays the optimized spin squeezing
as a function of the particle number. We observe moderate
improvement when more particles are added to the system.
Instead, significantly more spin squeezing is generated if
the circuit depth is increased. We expect this to hold also for
higher dimensional systems. Additionally we observe that
parameters, optimized for systems where the bulk domi-
nates over the boundary, can be directly used for larger
systems, delivering increased squeezing at larger particle
numbers.

Imperfections and decoherence.—In a real experiment,
optimal state preparation will be influenced by noise and
imperfections. Below, we study the effect of a stochasti-
cally loaded array, and verify that the squeezing behaves
smoothly under Gaussian control noise.

In general, tweezer arrays are loaded stochastically, and
even with defect-removal protocols imperfections will
persist. In Fig. 3 (bottom left panel) we consider a randomly
half-filled 6 x 6 square array, and optimize the squeezer for
a specific filling pattern, shown in the inset. The optimal
pulse sequence is applied to various half-filling configu-
rations. The data points show the average and standard
deviation over filling realizations. Despite the inhomo-
geneous configuration used for optimization, considerable
spin squeezing is obtained.

Noise, changing at the time scale of a single measure-
ment, can be simulated by shot-to-shot fluctuating rotation
angles and interaction times acting on the bare resources. In
Fig. 3 (bottom right panel) the optimal squeezer is affected
by correlated noise, independent of system size N: the
application time/angle of each bare global gate suffers from
the same relative error, sampled from a normal distribution
with standard deviation o,,;.. The data points are calcu-
lated by averaging over 10000 projective measurements
each obtained from a wave function evolved under a
different error realization. As expected, the impact of noise
increases with the number of unitaries; thus a specific noise
amplitude identifies an optimal depth n of the squeezer.
Additionally we expect that a feedback-loop optimization
in the presence of noise will improve these results by
adjusting the optimal solution according to the noise.

To take into account the impact of spontaneous emission,
we compare the interaction timescale V! to the effective
lifetime 7.4 of the Rydberg-dressed exited state, through
the ratio 7. = Ve = Q275/(2A), where i is the life-
time of the Rydberg state. For 7z ~ 50 us, A = 10Qp, and
Qp =27 - 20 MHz, we expect 1 = 300. Simulations show
that the total timescales 7 = > ", (z; + 7}) for optimal spin
squeezing are comparatively short, i.e., TV, <5, for
Rc > a [54], thus yielding quasicoherent evolution. In
2D they exhibit a sublinear growth with depth n. Moreover,
running the quantum algorithm directly on the experimen-
tal platform automatically adjusts the optimal solution
accordingly.
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Outlook.—Desirable properties of the optimized SSS can
be enforced by appropriately modifying the cost function
[54]. Beyond that, quantum algorithms for metrology can
be developed in a broader context, where the encoding,
probing, decoding, and measurement steps are altogether
variationally optimized. This will require efficient estima-
tion techniques for general metrological cost functions,
such as the Fisher information [71]. The quantum algorithm
we presented can be readily translated for different exper-
imental architectures, involving, e.g., molecules or optical
lattices, employing their respective programmable entan-
glement resource to generate spin squeezing.
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