£} Routledge

-1 Taylor & Francis Group

EmpuEr
Loty and
FiP e e

Language, Cognition and Neuroscience

ISSN: 2327-3798 (Print) 2327-3801 (Online) Journal homepage: https://www.tandfonline.com/loi/plcp21

How long can you hold the filler: maintenance and
retrieval

Nayoun Kim, Laurel Brehm, Patrick Sturt & Masaya Yoshida

To cite thls artlcle Nayoun Kim, Laurel Brehm, Patrick Sturt & Masaya Yoshida (2019): How Iong
ou hold the filler: maintenance and retrieval, Language, Cognition and Neuroscience, DOI:
10 1 80/23273798 2019.1626456

To link to this article: https://doi.org/10.1080/23273798.2019.1626456

LY
h View supplementary material (£

@ Published online: 26 Jun 2019.

N
[:J/ Submit your article to thisjournal &

il Article views: 24

o

K!) View Crossmark datd

CrossMarl

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalinformation?journalCode=plcp21


https://www.tandfonline.com/loi/plcp21
https://doi.org/10.1080/23273798.2019.1626456
https://www.tandfonline.com/doi/suppl/10.1080/23273798.2019.1626456
https://www.tandfonline.com/action/authorSubmission?journalCode=plcp21&show=instructions
https://www.tandfonline.com/action/journalInformation?journalCode=plcp21

LANGUAGE, COGNITION AND NEUROSCIENCE
https://doi.org/10.1080/23273798.2019.1626456

Routledge

Taylor & Francis Group

3903110y

REGULAR ARTICLE

How long can you hold the filler: maintenance and retrieval

Nayoun Kim?, Laurel Brehm®, Patrick Sturt® and Masaya Yoshida?

W) Check for updates

Department of Linguistics, Northwestern University, Evanston, IL, USA; ®Max Planck Institute for Psycholinguistics, Nijmegen, The Netherlands;

‘Department of Psychology, University of Edinburgh, Edinburgh, UK

ABSTRACT

This study attempts to reveal the mechanisms behind the online formation of Wh-Filler-Gap
Dependencies (WhFGD). Specifically, we aim to uncover the way in which maintenance and
retrieval work in WhFGD processing, by paying special attention to the information that s
retrieved when the gap is recognized. We use the agreement attraction phenomenon
(Wagers, M. W., Lau, E. F., & Phillips, C. (2009). Agreement attraction in comprehension:
Representations and processes. Journal of Memory and Language, 61(2), 206—237) as a probe.
The first and second experiments examined the type of information that is maintained and
how maintenance is motivated, investigating the retrieved information at the gap for
reactivated fillers and definite NPs. The third experiment examined the role of the retrieval,
comparing reactivated and active fillers. We contend that the information being accessed
reflects the extent to which the filler is maintained, where the reader is able to access fine-
grained information including category information as well as a representation of both the
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head and the modifier at the verb.

1. Introduction

Resolving Wh-Filler-Gap Dependencies (WhFGD)
involves linking a wh-phrase to a verb, preposition, or
gap. An example of a WhFGD construction is (1).

(1 Which mistake in the program will be disastrous forthe company?

In (1), neither the interpretation nor the grammatical
status of the wh-phrase which mistake in the
program is determined solely by the wh-phrase
itself. The wh-phrase, which is the subject of the disas-
trous, is interpreted as the theme argument of the
predicate disastrous. In general, the grammatical
status and the interpretation of a wh-phrase are
determined in relation to other elements, such as
the verb or preposition, or the gap, a controlling
element. The dependent element is often referred to
as a filler (e.g. the wh-phrase in which mistake in the
program), and the controlling element which hosts
the grammatically mandatory yet hidden argument
is referred to as a gap.?

One of the important properties of long-distance
dependencies is that they can span across a large
number of words or clauses. In online WhFGD resol-
ution, the parser needs to link the wh-filler to the
gap in order to achieve the interpretation of the
WhFGD sentence; for a wh-phrase to be interpreted,

the wh-phrase needs to be linked to the gap. In
other words, to resolve WhFGD, the parser needs to
“recover” the information of the filler after encounter-
ing the gap, in order to achieve the right interpretation
of the sentence (Bever & McElree, 1988; Crain & Fodor,
1985; Fodor, 1978; McElree & Bever, 1989; Nicol &
Swinney, 1989). This implies that in order to resolve a
WhFGD online, the parser needs to perform two pro-
cesses. One is the storage or maintenance of a wh-
filler (Gibson, 1998; Gibson & Warren, 2004; Wagers &
Phillips, 2014; Wanner & Maratsos, 1978; Warren &
Gibson, 2002), and the other is the retrieval or reactiva-
tion of the wh-filler (Lewis & Vasishth, 2005; McElree,
2001, 2006; McElree & Dosher, 1989; Nicol & Swinney,
1989; Nicol, Fodor, & Swinney, 1994; Oberauer &
Kliegl, 2006; Van Dyke, 2007; Van Dyke & McElree,
2006).

This study attempts to reveal the mechanisms
behind online WhFGD formation. Specifically, we aim
to uncover how maintenance and retrieval operate in
WhFGD processing, by paying special attention to
what information is retrieved from the wh-filler when
the gap is recognised. We contend that if the wh-filler
is released from maintenance and retrieved at a later
point, its activation in memory will be lower, and its
retrieval will be less successful, relative to a situation
where it is maintained.
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2. Processing wh-filler-gap dependencies
2.1. Maintenance and retrieval

Let us look at the maintenance and retrieval com-
ponents in more detail. First, it is possible that the
wh-filler is maintained in memory until the wh-filler
is assigned a thematic role from the verb (Gibson,
1998; Gibson & Warren, 2004; Wagers & Phillips,
2014). Due to its morphological properties (i.e. wh-
morphology, e.g. which) the parser can immediately
recognise that the wh-filler is an element that will be
linked to the gap somewhere downstream, or other-
wise it cannot be interpreted. Note this is not true
for other non-wh-NPs, like the mistake: a definite
determiner the does not signal movement. The gap
is not guaranteed to be adjacent to the wh-phrase,
as it can appear in the subject position, the direct
object position, the indirect object position, or the
object position of a preposition. As such, the wh-
phrase itself does not signal where the gap should
be located. Thus, the parser needs to maintain the
wh-filler in memory until the gap is identified and
the wh-filler is successfully linked to the gap.
Numerous studies have shown that upon encounter-
ing the filler, the parser actively posits a gap in
advance of confirming evidence. This is known as
active dependency formation (Aoshima, Phillips, & Wein-
berg, 2004; Crain & Fodor, 1985; Frazier & Flores D’Arcais,
1989; Lee, 2004; Omaki et al., 2015; Phillips, 2006; Picker-
ing & Barry, 1991; Stowe, 1986; Traxler & Pickering, 1996).
Active dependency formation can be understood as a
consequence of the parser’s maintenance of a wh-filler
in memory. That is, while a wh-filler must be linked to
a gap, the distance between the filler and the gap is
potentially long. This means that the parser needs to
maintain the wh-filler in memory for a potentially long
distance until the gap is encountered and the wh-filler
can be linked to the gap. If the wh-filler is maintained
in memory, it would be costly for long dependencies,
which in turn would lead the parser to resolve the

dependency as quickly as possible (Gibson, 1998;
Gibson & Warren, 2004).
Evidence for maintenance comes from studies

showing larger processing costs when the head of
the dependency is not resolved immediately due to
many intervening words. For example, Chen, Gibson,
and Wolf (2005) showed that the readers have
difficulty in maintaining multiple unresolved depen-
dencies when the right hand element of the depen-
dency has not been encountered yet, such that the
reading times at the most deeply embedded NP
(“New York City”) position were faster for the relative

clause constructions than the sentential complement
constructions.

(2) a.SCstructure: Theannouncement thatthe baker fromasmall bakeryin

New York City received the award helped the business of the owner.

b. RCstructure: The announcement which the bakerfromasmall bakery
inNew York City received helped the business of the owner.

This is because in sentential complement constructions,
readers need to store the wh-element in memory until
the dependency is resolved, whereas the wh-element in
the relative clause does not need to be stored. In
WhFGD processing, the reading time of the verb (that
hosts the gap) is faster when the parser can form short
filler-gap dependencies successively, versus when the
parser needs to hold the filler for a longer time (see
Keine, 2015 for related observations). This claim is bol-
stered by the findings of Gibson and Warren (2004),
who observed that the reading times were slower when
the number of words intervening between the wh-filler
and the gap increased. When sentences involving wh-
extraction are compared to those that do not involve wh-
extraction, reading times of the words between the filler
and gap increase for longer dependencies (see also Chen
et al., 2005; Stepanov & Stateva, 2015).

Once the gap is recognised, information associated
with the wh-filler needs to be recovered or retrieved
(McElree, 2006; McElree & Dosher, 1989; McElree,
Foraker, & Dyer, 2003). This is necessary for the parser
to check the case, thematic role and other morphological
features of the filler and to achieve its proper interpret-
ation (Bever & McElree, 1988; Crain & Fodor, 1985;
Fodor, 1978; McElree & Bever, 1989; Nicol & Swinney,
1989; Nicol et al., 1994). Fillers may contain different
kinds of information, including morphological features,
syntactic category, and lexical-semantic content. Some
of these properties may be subject to memory decay
(King & Just, 1991; Wagers & Phillips, 2014; Wanner &
Maratsos, 1978). Different information could be main-
tained during the resolution of the dependency, or
could decay and then be retrieved when the gap is
recognised.?

Wagers and Phillips (2014) investigated which aspects
of the filler are maintained, and which are susceptible to
decay. They observed a filled-gap effect (e.g. Boland,
Tanenhaus, Garnsey, & Carlson, 1995; Crain & Fodor,
1985; Frazier & Clifton, 1989; Stowe, 1986; Tanenhaus,
Boland, Garnsey, & Carlson, 1989; Wagers & Phillips,
2014) when the wh-filler is an NP and the potential
gap site is also an NP, but not when the wh-filler is a
PP and the potential gap site is an NP, regardless of
whether the WhFGD spans a short or long distance, as
illustrated in (3) (Wagers & Phillips, 2014, p. 1282); n.b.
“FGE” stands for “filled gap effect”.



3) Plausibility Mismatch. FGE
| |
a. Wh-NP ... SHORT DISTANCE v _NP
b. Wh-PP ... SHORT DISTANCE \4 NP
FGE
|
¢. Wh-NP ... |LONG DISTANCE \ _NP
d. Wh-PP ... |LONG DISTANCE \ NP

This suggests that category information of the wh-
filler is maintained throughout the dependency for-
mation process. However, the semantic incongruity
between the wh-filler and the verb (e.g. Boland et al.,
1995; Traxler & Pickering, 1996) was not recognised.
That is, the readers cannot detect the semantic incom-
patibility of the filler and the verb when the dependency
spans a long distance, nor is the mismatch between the
preposition attached to the wh-phrase and the verb
recognised in long distance dependencies. This suggests
that syntactic category information of the fillers is main-
tained during the online WhFGD formation process, but
semantic content and lexical information are released
from maintenance. In sum, the implication is that resol-
ving filler gap dependencies involves both maintenance
andretrieval, and the information thatis retrieved at the
verb position reflects what information of the filler is
maintained and what information of the filler is released
from maintenance.

Note that Chow and Zhou (2019) recently suggested
that the lack of a plausibility effect is not because the
content of the wh-filler is released from maintenance,
but because of the lack of statistical power in earlier
studies. They conducted an eye-tracking experiment
with high statistical power. Like Wagers and Phillips
(2014), they found that readers actively insert a gap
regardless of dependency length whenever one is gram-
matically possible, suggesting an active gap filling effect.
In addition, they found a plausibility effect in regression
path duration as well as total reading times for all depen-
dency lengths. Their findings therefore provide evidence
for the maintenance of semantic features. Furthermore,
they found a weaker plausibility mismatch effect after
the critical region for long dependencies, relative to
short dependencies. Therefore, it is possible that, con-
trary to Wagers and Phillips (2014), thematic information
can be maintained in memory. However, distance still
impacts the retrieval of thematic information as the
observed plausibility effects show, which suggests that
memory decay may be in effect.

In the current studies, we investigate this claim,
asking what sort of information from the wh-filler can
be maintained: just category information, or something
more detailed? Through a series of studies on online
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WhFGD formation, we show that, like in Chow and
Zhou (2019), the wh-filler needs to be maintained in
memory throughout the processing of WhFGD sen-
tences, but if the wh-filler is released from maintenance
and retrieved later, the relative strength of the filler,
and thus the degree of success of its retrieval, is
reduced.

We also posit an additional question: what motivates
the maintenance of an element? In the case of WhFGD,
wh-fillers involve distinctive wh-morphology. In a
language like English, which is a wh-movement
language, a phrase bearing wh-morphology provides
strong evidence for the presence of WhFGD, i.e. if there
is a wh-phrase, there must be a gap somewhere in the
sentence (Chomsky, 1977). Therefore, it is plausible that
wh-morphology signals the presence of a filler-gap
dependency and thus leads the parser to maintain the
wh-phrase. On the other hand, when a phrase does not
bear wh-morphology, it is unclear whether the phrase
is part of a filler-gap dependency. Assuming that main-
taining an element in memory is costly (Gibson, 1998;
Wanner & Maratsos, 1978), it is plausible that the
parser does not maintain non-wh-phrases in memory
in the same way as wh-phrases. We investigate these
points by examining in detail the processing of coordi-
nated structures involving WhFGDs.

2.2. Active and reactivated fillers

Many of the previous studies of wh-dependency proces-
sing have either adopted the maintenance view (Fiebach
et al.,, 2002; Gibson, 1998; Gibson & Warren, 2004;
Grodner & Gibson, 2005; Wagers & Phillips, 2014;
Wanner & Maratsos, 1978; Warren & Gibson, 2002) or
the retrieval view (Lewis & Vasishth, 2005; McElree,
2001, 2006; McElree & Dosher, 1989; Nicol et al., 1994;
Nicol & Swinney, 1989; Van Dyke, 2007; Van Dyke &
McElree, 2006). The maintenance and retrieval views
are mostly motivated on empirical grounds. Storage
cost effects (Chen et al., 2005; Gibson & Warren, 2004;
Nakatani & Gibson, 2008) and active dependency for-
mation (Phillips, 2006; Stowe, 1986; Traxler & Pickering,
1996), as reviewed earlier, provide motivation for the
maintenance view. On the other hand, it has been
shown that many effects attributed to storage cost can
instead be understood as retrieval effects (Nicenboim,
Logacev, Gattei, & Vasishth, 2016). There are also some
findings that are not compatible with the expectation-
based (and storage) theories, such as their difficulty in
predicting particular distance effects where facilitation
is stronger for modifiers of the head of the dependency
(Nicenboim et al., 2016; Vasishth & Lewis, 2006). For
example, (4b) should lead to the facilitation in reading
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times as there are more materials associated with VP
(Vasishth & Lewis, 2006, p. 776).

(4) a.that paper which that boy-ERG saw very old was. “That paper which
that boys saw was very old”.
b. that paper which that boy-ERG table-GEN behind fallen saw very old
was. “That paper which that boy saw fallen behind a/the table was
very old”. (translation of German to English)

These observations have motivated the retrieval view.
We argue that there is a possible mechanism that incor-
porates both retrieval and maintenance components,
which has not been extensively investigated (Fiebach
et al., 2002; Wagers & Phillips, 2014). In such a mechan-
ism, maintained information is easier to access and
unmaintained information is less accessible for retrieval
when a gap is recognised. If some information associated
with the filler is maintained and is less susceptible to
decay, we expect it to be accessed easily (Wagers & Phil-
lips, 2014).3 On the other hand, if some information is
susceptible to decay, we expect its retrieval to be more
difficult. Another goal of the present study is to
uncover the mechanism working behind both the main-
tenance and retrieval components by testing what
aspects of a filler are retrieved in different WhFGD con-
structions: we refer to these as the “reactivated”
WhFGD in (5a) and the “active” WhFGD in (5b).

(5) a. Reactivated Wh-Filler-Gap Dependency
Which mistake in the program/programs_will be disastrous for the
company and certainly_is/are harmful foreveryoneinvolved?
b. Active Wh-Filler-Gap Dependency
Which mistake in the program/programs [rc that will be disastrous for
the company]certainly is/are harmful foreveryoneinvolved?

In (5a), the wh-filler must be linked to two gaps in the
coordinate structure. When a sentence like (5a) is pro-
cessed, the wh-filler is first linked to the gap in the first
conjunct. Before the coordination connective and is
encountered, the first conjunct can be understood as
an independent sentence (Which mistake in the
program/s will be disastrous for the company?), thus the
WhFGD can be resolved and interpreted at the point of
the first gap. However, when the connective and is
recognised, the wh-filler needs to be reactivated so
that another WhFGD can be formed. This is so because
the WhFGDs in the coordination construction obey
grammatical constraints known as the Coordinate Struc-
ture Constraint (CSC) and the Across-the-Board (ATB)
movement restriction (Ross, 1967). Specifically, wh-
phrases cannot be extracted from only one conjunct in
a coordinate structure, as a single conjunct in the coordi-
nate structure is an island for wh-extraction (Ross, 1967).
However, Ross (1967) has shown that wh-extraction from
a conjunct is possible when the wh-phrase is extracted
from all conjuncts. Thus, as shown in an example (6a),
if any conjunct in a coordinate structure contains a
gap, then all conjuncts must contain a gap, i.e. the wh-

phrase needs to be extracted in an across-the-board

(ATB) fashion (Gazdar, Klein, Pullum, & Sag, 1985; Ross,

1967; Williams, 1978). If not, the example is unacceptable,

as (6b) shows.

(6) a. Which mistake will be disastrous for the company and certainly _
is harmful for everyone involved?

b. *Which mistake will be disastrous for the company and certainly
this mistake is harmful for everyone involved?

This suggests that in order to construct a grammatical
WhFGD in a coordinated structure, the parser needs to
posit the gap in the second conjunct subsequently to
the first conjunct, and link the wh-phrase to the gap
again in the second conjunct (see Wagers & Phillips,
2009, 2014 for related experimental investigations).
Thus, it should be the case that when the parser encoun-
ters the coordinating connective and the wh-phrase
must be “reactivated” (Reactivated Filler).

On the other hand, (5b) involves a simple WhFGD con-
struction. Although the wh-phrase is modified by a rela-
tive clause, the wh-verb dependency is established only
at the main verb (the second verb is/are).> In (5b), the NP,
which is the head of the relative clause, is linked to the
gap within the relative clause. Thus, a filler-gap depen-
dency is formed. However, unlike in (5a), the first half
of the sentence (the wh-NP and the relative clause: [nr
Which mistake in the program [rc that will be disastrous
for the company]]) cannot be understood as an indepen-
dent sentence. Furthermore, even though the head of
the relative clause is linked to the gap within the relative
clause, no WhFGD has been established at the point of
the first gap position: the Wh-filler needs to be linked
to the gap in the matrix clause for proper interpretation.
Assuming that the parser engages in active dependency
formation in a case like (5b), we call the wh-filler in (5b)
the Active Filler.

If, as we have discussed earlier, active fillers are main-
tained in memory, then it means that they are immedi-
ately accessible to the parser to use in online structure
building. This means that an active filler should be
easier to access, compared to a reactivated filler, at the
point of processing the verb. This is because reactivated
fillers are released from memory and need to be
retrieved when the gap or the verb is recognised. Thus,
detailed information from reactivated fillers should be
harder to access at the point of processing the verb
and completing the whFGD. Consider the difference
between (5a) and (5b) from the perspective of online
sentence processing. In (5a), the wh-phrase is linked to
the gap in the first conjunct, meaning that the wh-gap
dependency has been formed and the wh-filler no
longer needs to be maintained. This may mean that
the wh-filler can be released from memory and no
longer impacts memory resources. Subsequently, when



the coordinating connective is encountered, the wh-
phrase would need to be reactivated. On the other
hand, in (5b), the wh-phrase must be linked to the gap
in the matrix clause directly. Therefore, the wh-phrase
must be maintained until the gap is encountered. If the
element that is maintained is retrieved more easily,
then we expect that the information associated with wh-
filler in (5b) will be retrieved more easily than in (5a).

2.3. How do we approach maintenance and
retrieval?

How can one examine maintenance and retrieval differ-
ences between active and reactivated fillers? The current
work appeals to the agreement attraction effect, where
the local noun (e.g. a noun other than the head) erro-
neously licenses agreement (Pearlmutter, Garnsey, &
Bock, 1999; Wagers, Lau, & Phillips, 2009, among many
others). We use this as a probe to examine what aspects
of the filler are retrieved.

One of the important features of agreement attraction
is that it is sensitive to grammatical properties of the
subject NP that triggers the erroneous agreement relation
(Lago, Shalom, Sigman, Lau, & Phillips, 2015; Parker & Phil-
lips, 2017; Tanner, Nicol, & Brehm, 2014; Wagers et al.,
2009). When the number on the head noun and the
verb mismatch, i.e. when grammatical agreement is not
established (e.g. the mistake in the programs *are), then
a clear interference effect from the local noun (programs)
is typically present. This facilitation in ungrammatical con-
ditions is often called an /llusion of Grammaticality (Dillon,
Mishler, Sloggett, & Phillips, 2013; Lago et al., 2015; Nicol,
Forster, & Veres, 1997; Parker & Phillips, 2017; Pearlmutter
et al., 1999; Tanner, Grey, & van Hell, 2017; Tanner et al.,
2014; Thornton & MacDonald, 2003; Wagers et al., 2009).
When the number of the head noun matches the
number of the verb, i.e. when number agreement is gram-
matical (e.g. the mistake in the programs is), there is typi-
cally no interference observed from the local noun
within the modifier (programs), though inhibitory effects
are observed in some studies (Acufia-Farifia, Meseguer,
& Carreiras, 2014; Franck, Vigliocco, Antdn-Méndez,
Collina, & Frauenfelder, 2008; Jager, Engelmann &
Vasishth, 2017; Nicenboim, Vasishth, Engelmann, &
Suckow, 2018; Pearlmutter et al., 1999).

These data suggest that when subject-verb agree-
ment is computed, the parser first computes the agree-
ment relation between the head noun and the verb,
and only when this fails, the local noun embedded
within the modifier phrase is retrieved. In other words,
the initial stage of subject-verb agreement processing
is guided by the grammatical structure of the subject
NP, i.e. the parser identifies the head noun and
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specifically refers to its number information, not the
number from other nouns embedded within the
subject NP (Kim, Brehm, & Yoshida, 2019; Phillips,
Wagers, & Lau, 2011). We use this aspect of agreement
processing to investigate the extent to which the infor-
mation on the NP is accessed. If only the category infor-
mation is maintained and the details about the content
of NP are released from the maintenance, then we
expect no illusion of grammaticality. On the other
hand, if detailed information about the NP (such as infor-
mation about the head and the modifier) is maintained,
then we expect an illusion of grammaticality to be
present. With this “selective fallibility” aspect of parsing
(Phillips, Wagers, & Lau, 2011) in mind, let us consider
the processing of active and reactivated fillers.

If the active filler is less susceptible to memory decay,
and full details about the wh-filler are maintained, we
expect parser to be able to access detailed information
about the filler when the verb is processed. For
example, in (5b) the wh-phrase contains category infor-
mation (NP), and the representation of the noun head
(mistake) and the modifier phrases ([pe in the programs]).
If maintenance of a wh-phrase leads to easier retrieval, all
of these pieces of information may be retrieved. If this is
the case, then an illusion of grammaticality effect should
appear in active filler constructions.

The reactivated filler in (5a), on the other hand, is
linked to the gap in the first conjunct, forming a depen-
dency, meaning that the parser no longer needs to main-
tain the wh-filler. Thus, the wh-filler could be released
from maintenance. Given that already-processed
elements are susceptible to memory decay (Lewis &
Vasishth, 2005; McElree et al., 2003), it is plausible that
less detailed information about the filler will be retrieved
at the second gap position in the second conjunct.
Wagers and Phillips (2014) argued that lexical/semantic
information is lost at a long distance. We could ask
what other information is lost, and specifically whether
the filler’s internal structure remains at a long distance.
If the filler is maintained, then the internal structure
will be more available for the parser and can lead to an
illusion of grammaticality effect. If not, only the category
information will be available. If only the category of the
filler is retrieved, this would lead simply to a grammatical
mismatch effect without the illusion of grammaticality,
and interference from the local noun regardless of
whether the grammatical subject-verb agreement is
established.

Specifically, differences in retrieval and maintenance
indexed by the illusion of grammaticality effect are pre-
dicted for items involving Reactivated WhFGD formation
(the filler is linked to the verb once and the wh-filler is
reactivated later) and Active WhFGD formation.
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(7)  a. Which mistake in the program/programs will be disastrous for the
company and certainly is/are harmful for everyone involved? (=5a)

b. Which mistake in the program/programs that will be disastrous for

the company certainly is/are harmful for everyoneinvolved? (=5b)

Both involve a complex wh-NP, composed of a head
noun modified by a prepositional phrase (PP) containing
another noun. In both, the wh-phrase serves as the
subject of the first and second clause. For the subject-
verb agreement dependency to be resolved, the
number feature of the verb (i.e. is/are) in the second
clause and the silent gap should agree; differences in
processing at the verb in the second clause inform
what is maintained versus needs reactivation.

If the parser needs to reactivate the wh-filler again in
the second clause, we do not expect detailed infor-
mation of the wh-NP to be accessible (this includes the
internal structure, including category information and a
representation of both the head and the modifier).
Thus, when encountering a matrix verb that mismatches
the number feature of the head noun, we expect a cost in
the ungrammatical conditions, without any agreement
attraction.

On the other hand, if information associated with the
filler is maintained and thus not susceptible to decay,
we expect information about the internal structure to be
accessed more easily. The parser may maintain
sufficiently-detailed information associated with the
filler, including the representation of both the head and
the modifier, until the wh-dependency is completed.
When the parser encounters a matrix verb (e.g. are) that
does not license the number feature of the head noun
phrase (e.g. mistake), the parser could activate another
noun that would fix the number mismatch. Thus, the
ungrammatical matrix verb could be erroneously licensed
by the local noun programs, consistent with the typical
agreement attraction effect (Wagers et al., 2009) observed
with overt subject noun phrases. If the wh-NP is
sufficiently detailed to enable readers to make use of
the head vs. non-head information, an agreement attrac-
tion effect is expected, and is predicted to be selective to
ungrammatical conditions. As such, assuming that stron-
ger maintenance leads to easier retrieval, we expect
more detailed information about the filler to be retrieved
in (7b) compared to (7a), leading to more agreement
attraction for (7b) than for (7a).

2.4. This study

To address the question of what content is maintained
and accessed at the gap, we directly compare the differ-
ences in agreement attraction between constructions
that involve a relative clause (active filler) and active

dependencies based on reactivation (reactivated filler).
We conducted three acceptability rating experiments
accompanied by three self-paced reading experiments.

The first two sets of experiments serve the purpose of
understanding the processing of the WhFGD within
coordinated structures, in order to approach the ques-
tion of what is maintained and what motivates the main-
tenance. The purpose of the first experiment is to
examine what information is retrieved at the gap in the
coordinated structure, testing the hypothesis that
Wagers and Phillips (2014) held: in the reactivated filler
constructions (i.e. the WhFGD in a coordinated structure),
only coarse-grained information of the filler is retrieved
(e.g. category information). Agreement attraction serves
as a diagnostic for to what extent details about the wh-
filler are accessible: If only coarse-grained information
such as category is accessible, we expect no agreement
attraction. On the other hand, if detailed information of
the wh-filler, including the filler's internal structure, is
accessible, we expect an illusion of grammaticality.

The second experiment examines what motivates the
maintenance of a filler. We compared coordinated struc-
tures that involve a wh-filler with ones that do not
involve a wh-filler. In coordinated structures involving a
wh-filler, like (7a), the reader can recognise that the
gap should be inserted in the second conjunct upon
encountering the coordinating connective (Wagers &
Phillips, 2009). However, when no wh-element s
included and when the subject of the sentence is a
simple definite NP (e.g. The mistake in the program/pro-
grams will be disastrous for the company and cer-
tainly__ is harmful for everyone involved), the presence
of the filler-gap dependency is not signalled. Thus, the
reader can recognise the movement structure only
when the gap in the subject position of the second con-
junct is recognised. The second experiment shows that
there is indeed such a difference between a wh-phrase
and a definite NP. This suggests that in wh constructions,
the wh-filler is reactivated and made more accessible for
the parser at the point that the verb is processed. In other
words, the wh-filler in the coordinated construction is
initially released, but is subsequently reactivated and
maintained again in memory. In the definite NP construc-
tion on the other hand, detailed information about the
filler is not maintained, and thus needs to be retrieved
at the verb, making it harder to access and leading to
less agreement attraction and no illusion of grammatical-
ity. We argue that, if both the wh-phrase and the definite
NP were retrieved at the second verb position in the
same way, then no such difference should be observed
for the illusion of grammaticality effect.

The aim of the third experiment is to examine the role
of the maintenance associated with wh-fillers. In a



reactivated filler, the wh-gap dependency is completed
in the first conjunct, thus, the wh-filler is released from
maintenance in the first conjunct. The recognition of
the gap in the second clause triggers the retrieval of
the wh-element. Assuming that the element released
from the maintenance is subject to decay, the reacti-
vated filler is not immediately accessible for the parser
when the second verb is processed. On the other hand,
in the active filler construction, the wh-filler is main-
tained in memory and thus it is immediately accessible
for the parser when the second verb is processed. As a
result, the prediction is stronger agreement attraction
for the active filler than the reactivated filler, as the
active filler is better maintained and likely to result in
easier accessibility of more information about the
internal structure, carried over a long distance.

3. Experiment 1a/1b: wh-filler-gap
dependency in coordinated structures

This study investigates what information associated with
the wh-filler is retrieved in resolving WhFGD. When the
verb is recognised, information associated with the
filler should be retrieved from memory. We use the pres-
ence of agreement to disclose what information from the
filler is retrieved at the verb position. If information
regarding the representation of both the head and the
modifier is retrieved, then a verb might agree with the
local noun that has been accessed at the verb position.
Thus ungrammatical plural verbs after plural local
nouns would result in high acceptability ratings and
decreased processing difficulty in comparison to
ungrammatical plural verbs with singular local
On the other hand, if no sufficiently detailed information
of the filler is retrieved, the parser should have difficulty
retrieving both the head and the modifier. Thus, ungram-
matical verbs would be considered as ungrammatical
regardless of the local noun, resulting in low acceptabil-
ity ratings and increased processing difficulty.

nouns.

3.1. Experiment 1a: acceptability rating

3.1.1. Participants, materials and design

Participants were 38 native speakers of English from
Northwestern University with no history of reading dis-
orders. All participants provided informed consent and
received credit (1 credit/45 min) in an introductory Lin-
guistics class.

32 critical items were arranged in a 2 x 2 within-sub-
jects factorial design, in which Local noun (singular vs.
plural) and Grammaticality (grammatical vs. ungrammati-
cal) were manipulated as independent factors. A sample
set of stimuli is summarised in Table 1. Items were
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Table 1. Sample stimuli for Experiment 1.

Factors

Local

noun Grammaticality Examples

Plural Grammatical Derek recalls which mistake in the programs
willbe disastrousforthe company and
certainly is harmful for everyone involved.

Plural Ungrammatical Derekrecalls which mistake inthe programs
will be disastrous for the company and
certainly are harmful for everyone involved.

Singular ~ Grammatical Derek recalls which mistake in the program
willbe disastrousforthe company and
certainly is harmful for everyone involved.

Singular  Ungrammatical Derek recalls which mistake inthe program

will be disastrous for the company and
certainly are harmful for everyone involved.

distributed in a pseudo-randomized manner to make
sure that participants did not receive the same type of
experimental items sequentially. One experimental
item was excluded from the analysis due to a typographi-
cal error. Experimental items were combined with 98
filler sentences with manipulations irrelevant to the
experimental items. The experiment took around
30 min to complete.

3.1.2. Procedure

Stimuli were displayed on a desktop PC using the Linger
software package (Rohde, 2003). For each stimulus, par-
ticipants observed only one sentence on the screen
until they pressed the button to move on. After each sen-
tence, they selected a numbered button from 1 to 7,
where 1 being totally unacceptable and 7 totally accep-
table. Four practice items were presented before the
actual experimental items. Participants were instructed
that there were no right or wrong answers.

3.1.3. Analysis

Data were analysed using an ordinal mixed-effects
model performed with the ordinal package in R version
3.2.3 (Baayen, 2008; Baayen, Davidson, & Bates, 2008;
Bates, Maechler, Bolker, & Walker, 2014; Jaeger, 2008).
A cumulative logit model was used instead of the
linear model as the linear model assumes a continuous
and unbounded dependent variable. Each model
included simple difference sum-coded fixed effects of
Local noun (singular vs. plural; contrasts —0.5 and 0.5)
and Grammaticality (grammatical vs. ungrammatical;
contrasts —0.5 and 0.5) and their interactions. The
maximal random effects structure justified by the data
was contained in all models (Barr, Levy, Scheepers, &
Tily, 2013), including random intercepts for participants
and items and random slopes for fixed effects where
they converged; the random effects that accounted for
the least variance were removed in the case of non-con-
vergence. See model tables for random effect structures.
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3.1.4. Results & discussion

The quantiles of residuals were relatively small and sym-
metrical about zero (Min: —3.26, Median: 0.06, Max =
2.71). Mean acceptability scores are shown in Table 2
and in Figure 1, and the ordinal mixed effect model
outputs are shown in Table 3.

We observed a significant main effect of Grammatical-
ity where ungrammatical conditions were rated signifi-
cantly less acceptable than grammatical conditions.
This was qualified by an interaction between Local
noun and Grammaticality ~where the difference
between plural and singular local nouns was larger in
ungrammatical conditions. This was further confirmed
by a subset analysis, where the main effect of Local
noun was larger in ungrammatical ( 8 =0.52,SE=10.19, z
=2.75, p<0.01) than in grammatical conditions (5 =

Table 2. Mean acceptability scores for Experiment 1a.

Factors
Local noun Grammaticality Average raw rating (SE)
Plural Grammatical 4.54(0.13)
Plural Ungrammatical 4.33(0.11)
Singular Grammatical 4.77 (0.10)
Singular Ungrammatical 3.99 (0.14)
Note: Standard errors are in parentheses.
5.0
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Figure 1. Mean acceptability scores for Experiment 1a.

Table 3. Summary of fixed effects from the ordinal mixed effect
model in Experiment 1a. Random intercepts were included for
subjects and items, as were by-subject intercepts for Local
noun and Grammaticality, and an interaction between Local
noun and Grammaticality, and by-item intercepts for Local
noun, Grammaticality and an interaction between Local noun
and Grammaticality.

Estimate SE z p
(Intercept)
Local noun 0.08 0.13 0.65 0.51
Grammaticality -0.72 0.26 -2.74 <0.01**
Local nounxGrammaticality 0.94 0.24 3.90 <0.001***

—0.40, SE = 0.15, z = —2.59, p < 0.01) and ungrammatical
sentences were rated significantly less acceptable than
grammatical sentences. This observed illusion of gram-
maticality provides evidence for the retrieval of gramma-
tical properties, such as information about the internal
structure such as the head and the modifier, in reacti-
vated WhFGD constructions.®

3.2. Experiment 1b: a self-paced reading
experiment

3.2.1. Participants, materials and design

Participants were 58 native speakers of English from
Northwestern University with no history of reading dis-
orders. All participants provided informed consent and
received credit (1 credit/ 45 min) in an introductory Lin-
guistics class. Seven participants were excluded due to
very low accuracy (<65%) in answering questions after
each stimulus.

The same critical items were used as in Experiment
la. Items were distributed in a pseudo-randomized
manner to make sure that participants did not
receive the same type of experimental items sequen-
tially. Two experimental items were excluded from
the analysis due to typographical errors. The exper-
imental items were combined with 96 filler sentences
of similar complexity. Fillers included items related to
ambiguity resolution, passive sentences and locative
constructions, all of which are irrelevant to processing
either agreement attraction or coordinate structures.

3.2.2. Procedure

Stimuli were displayed on a desktop PC using the Linger
software package (Rohde, 2003). A self-paced word-by-
word moving window paradigm (Just, Carpenter, &
Woolley, 1982) was employed. Participants saw a row
of dashes, masking the words in the sentence. Partici-
pants pressed the space bar to proceed to the next sen-
tence. After reading each sentence, they were asked to
answer comprehension questions. To answer compre-

hension questions, participants were asked to press F
(yes) orJ (no) keys. An example comprehension question
is “Was the word stadium mentioned in the story?”. They
were provided withimmediate feedback in terms of their
accuracy. Six practice items were given to participants at
the beginning of the experiment. The experiment took
each participant about 30—45 min to complete.

3.2.3. Analysis

Data were analysed using linear mixed effect regression,
performed with the I/me4 package in R version 3.2.3
(Baayen, 2008; Baayen et al., 2008; Bates et al.,, 2014;
Jaeger, 2008). Reading times were log-transformed to



minimise non-normality (Box & Cox, 1964; Vasishth, Chen,
Li, Guo,& Paterson, 2013) and data that fell outside 2.5 stan-
dard deviations from the overall mean for the each region
was excluded from the analysis. The critical regions are the
verb, and the post-verb word comprises spillover region 1,
which is then followed by the spill over region 2. The by-
region exclusion percentages due to outlier removal were
1.73% (verb region), 2.59% (spillover region 1), and 1.5%
(spillover region 2).

3.2.4. Results & discussion

Figure 2 shows region-by-region reading times, Figure 3
shows the interaction plot at the critical region (spillover
region 1), and Table 4 shows the mixed effect model
outputs. Mean accuracy for critical trial comprehension
questions was 78.0%.

At the spillover region 1,” we observed a marginal
main effect of Local noun where items paired with singu-
lar local nouns were read significantly slower than those
with plural local nouns. We observed an interaction
between Local noun and Grammaticality where construc-
tions with singular local nouns were read slower than
those with plural local nouns in ungrammatical con-
ditions but no differences were detected in grammatical
conditions. Subset analyses confirmed a main effect of
Local noun (3 =-0.04, SE = 0.02, t = —2.77, p < 0.01) in
ungrammatical conditions, which was absent in gram-
matical conditions (5 = 0.01, SE = 0.02, t = 0.36).% This
again shows an illusion of grammaticality effect that pro-
vides evidence for the retrieval of grammatical proper-
ties in processing reactivated WhFGD constructions.
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Figure 3. Interaction plot for spillover region 1 (harmful).

3.2.5. Discussion

We investigated what information associated with the
filler is retrieved from memory in resolving reactivated
WhFG dependencies. Ungrammatical sentences that
included plural verbs resulted in high acceptability
ratings as well as in decreased reading time, in com-
parison to ungrammatical singular verbs, eliciting an
illusion of grammaticality similar to that seen in
overt sentences (Lago et al.,, 2015; Parker & Phillips,
2017; Tanner et al., 2014). This suggests that gramma-
tical information of the wh-filler is retrieved, including
the representation regarding the head and the
modifier (which mistake in the programs), allowing
the verb to erroneously agree with the local noun as
a last resort. In contrast, if detailed information associ-
ated with the wh-filler had not been recovered, all
ungrammatical verbs would have been processed
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Figure 2. Region-by-region reading times for the Experiment 1b. The box indicates the spillover region harmful.
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Table 4. Summary of results of linear mixed effects models by
region in Experiment 1b.

Estimate SE t p

Verb Region (is/are): by-subjectrandomintercepts and slopesforLocal noun
and Grammaticality, by-itemrandomintercepts and slopes for Local noun
and Grammaticality.

(Intercept) 5.60 0.03 179.07

Local noun -0.02 0.01 -1.22 0.23
Grammaticality -0.02 0.01 -1.40 0.17
Local noun * Grammaticality 0.00 0.02 0.08 0.93

Spill-over Region 1 (harmful): by-subject random intercepts and slopes for
Local noun, Grammaticality and an interaction between Local noun and
Grammaticality, by-item random intercepts and slopes for Local noun,
Grammaticalityandaninteraction between Localnounand Grammaticality

(Intercept) 5.60 0.03 182.99

Local noun -0.02 0.01 -1.55 0.13
Grammaticality -0.01 0.01 -1.00 0.32
Local noun * Grammaticality -0.05 0.02 -2.05 <0.05*

Spill-over Region 2 (for): by-subject random intercepts and slopes for Local
noun, Grammaticality and an interaction between Local noun and
Grammaticality, by-item randomintercepts and slopes for Localnounand
Grammaticality, and an interaction between Local noun and Grammaticality.

(Intercept) 5.62 0.03 185.24

Local noun -0.01 0.01 -1.07 0.29
Grammaticality -0.02 0.01 -1.50 0.14
Local noun * Grammaticality -0.02 0.02 -0.93 0.35

similarly, with no amelioration and reading time facili-
tation by a local plural noun.

It is possible that rather than a pure maintenance
view, it is the presence of the coordinating connective
and that triggers the reactivation and maintenance of
the wh-filler and the active dependency formation. In
other words, while retrieval happens at the gap, how
much information is retrieved depends on how accessi-
ble the information is. The agreement attraction at spil-
lover region 1 indicates that the grammatical and
lexical content of the wh-NP are readily reactivated
once the verb is processed. However, the lack of attrac-
tion at the verb region suggests that differences
between conditions appear after processing the verb,
and after processing the gap.

Our results are less compatible with the view that only
the category information of the filler is accessible at the
verb position. If only the category information were
accessible, we would not expect agreement attraction
to be present. The results are compatible with the view
that the whole NP including category information (e.g.
NP) and grammatical information (information about
the internal structure; the representation regarding the
head and the modifier) are retrieved, leading to an
agreement attraction effect at the verb region.

4. Experiment 2a/2b: wh-filler vs. definite NP

Experiment 1 showed that readers retrieve detailed cat-
egory and grammatical information, including the
internal structure of the noun head and its modifier
phrase. This led to an illusion of grammaticality effect.

In the current experiment, we compare coordinated
structures that involve a wh-filler, (8a) with those that
do not involve a wh-filler, (8b).

(8) a.Whichmistake inthe program/programs will be disastrous forthe
company and certainly is harmful for everyone involved?

b. The mistake in the program/programs will be disastrous for the
company and certainly is harmful for everyone involved.

One major difference between the two types of coor-
dinated construction is that the former involves a wh-
element that can signal the presence of the filler-gap
dependency prior to encountering the gap.® Therefore,
in the wh construction, the presence of the filler-gap
dependency is recognised immediately upon encounter-
ing the wh-phrase and thus the parser can compute any
grammatical constraints that apply to the WhFGDs such
as CSC and the ATB restriction. If Wagers and Phillips
(2009, 2014) are correct, then this means that the wh-
filler can be reactivated upon encountering the coordi-
nating connective and. On the other hand, the definite
NP subject (e.g. the mistake in the program/s) does not
signal the presence of a filler-gap dependency, and
thus the coordinating connective should not reactivate
the definite NP subject. As the presence of the filler-
gap dependency is recognised when the gap in the
second conjunct is recognised, the recognition of the
gap and the retrieval of the subject NP in the first con-
junct may occur at the same time. The prediction is
that the definite NP subject should not be reactivated
by the coordinating connective. Thus, retrieving a
definite NP subject at the gap position in the second con-
junct could be more difficult than retrieving the wh-filler,
leading to a reduced agreement attraction effect.

4.1. Experiment 2a: acceptability rating

4.1.1. Participants, materials and design

Participants were 39 native speakers of English from
Northwestern University with no history of language dis-
orders. All participants provided informed consent and
received credit (1 credit/ 45 min) in an introductory Lin-
guistics class.

32 critical items were arranged in a 2 x 2 x 2 within-
subjects factorial design, in which Local noun (singular
vs. plural), Grammaticality (grammatical vs. ungrammati-
cal) and Filler type (the definite NP vs. wh-filler) were
manipulated as independent factors. A sample set of
stimuli is summarised in Table 5. Items were distributed
in a pseudo-randomized manner to make sure that par-
ticipants did not receive the same type of experimental
items sequentially. The experimental items were com-
bined with 56 filler sentences, with manipulations irrele-
vant to the current experiment. The experiment took
around 30 min to complete.



Table 5. Sample stimuli for Experiment 2.
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Factors

Local noun Grammaticality  Filler type

Examples

Plural
Plural

Grammatical The Definite NP The mistake in the programs will be disastrous for the company and certainly is harmful for everyone involved.
Ungrammatical The Definite NP The mistakeinthe programswillbe disastrous forthe companyand certainly are harmfulforeveryoneinvolved.

Singular Grammatical The Definite NP The mistake in the program will be disastrous for the company and certainly is harmful for everyone involved.
Singular Ungrammatical The Definite NP The mistake in the program will be disastrous for the company and certainly are harmful for everyone involved.

Plural Grammatical Wh-Filler

involved?
Plural Ungrammatical Wh-Filler

involved?
Singular Grammatical Wh-Filler

involved?
Singular Ungrammatical Wh-Filler

involved?

Which mistake in the programs will be disastrous for the company and certainly is harmful for everyone
Which mistake in the programs will be disastrous for the company and certainly are harmful for everyone
Which mistake in the program will be disastrous for the company and certainly is harmful for everyone

Which mistake in the program will be disastrous for the company and certainly are harmful for everyone

4.1.2. Procedure
The similar procedure was employed as with Experiment 1a.

4.1.3. Analysis

A similar analysis was employed as in Experiment 1a.
Each model included simple difference sum-coded
fixed effects of Local noun (singular vs. plural; contrasts
—0.5 and 0.5), Grammaticality (grammatical vs. ungram-
matical; contrasts —0.5 and 0.5), Filler type (the definite
NP vs. wh-filler; contrasts 0.5 and —0.5) and their inter-
actions. The maximal random effects structure justified
by the data was contained in all models (Barr et al.,
2013), including random intercepts for participants and
items and random slopes for fixed effects where they
converged; the random effects that accounted for the
least variance were removed in the case of non-conver-
gence. See model tables for random effect structures.

4.1.4. Results & discussion
The quantiles of residuals were relatively small and sym-
metrical about zero (Min: —3.40, Median: —0.04, Max =

3.68). Mean acceptability scores are shown in Figure 4
and Table 6, and ordinal mixed effect model outputs
are shown in Table 7.

Local noun, Grammaticality, and Filler type were all sig-
nificant as main effects. We found a main effect of Local
noun where items paired with singular local nouns were
rated lower than those with plural local nouns. We found
a main effect of Grammaticality where ungrammatical
items were rated as significantly less acceptable than
those containing grammatical ones. Finally, a main
effect of Filler type was observed, such that items with
the wh-filler were rated as significantly less acceptable
than those containing the definite NP.

We observed an interaction between Local noun and
Grammaticality where constructions with singular local
nouns were rated less acceptable than those
containing plural local nouns, in the ungrammatical
conditions only. This was further supported by subset
analyses which confirmed a main effect of Local noun (3
=0.71,SE=0.18, z=3.87, p <0.001) in ungrammatical
conditions but not in grammatical conditions ( 5 = —0.19,
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Figure 4. Mean acceptability scores for Experiment 2a.
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Table 6. Mean acceptability scores for Experiment 2a.

Factors
Local noun  Grammaticality Filler type Mean raw rating (SE)
Plural Grammatical The Definite NP 4.81(0.14)
Plural Ungrammatical ~ The Definite NP 3.82 (0.16)
Singular Grammatical The Definite NP 4.90 (0.12)
Singular Ungrammatical ~ The Definite NP 3.31(0.16)
Plural Grammatical Wh-filler 4.33 (0.14)
Plural Ungrammatical ~ Wh-filler 3.81(0.13)
Singular Grammatical Wh-filler 4.47 (0.14)
Singular Ungrammatical ~ Wh-filler 3.34 (0.15)

Note: Standard errors are in parentheses.

Table 7. Summary of fixed effects from the ordinal mixed effect
model in Experiment 2a. Random intercepts were included for
subjects and items, as were by-subject intercepts for Local
noun, Grammaticality, and Filler type, and by-item intercepts for
Local noun, Grammaticality, and Filler type.

Estimate  SE z p
(Intercept)
Local noun 027 0.1 247 <0.05"
Grammaticality -1.74 032 -5.37 <0.001***
Filler type 034 012 294 <0.01*
Local noun x Grammaticality 092 0.21 439 <0.001**
Grammaticality x Filler type -0.63 021 -3.04 <0.01**
Local noun x Filler type 012 0.21 0.56  0.57

Local noun x Grammaticality x Filler ~ 0.17  0.41 042 0.67
type

SE=0.15,z=-1.29, p>0.05). An interaction between Filler
type and Grammaticality was also observed such that
Definite NP Filler types were judged to be significantly
more acceptable than Wh-Filler types in grammatical sen-
tences only. This was confirmed with a subset analysis that
revealed a main effect of Filler type (3 =0.70,SE=0.18, z=
3.87, p < 0.001) in grammatical conditions only. There
were no interactions observed between Local noun and
Filler type, or between Local noun, Filler type, and
Grammaticality.

The pattern of increased acceptability for ungramma-
tical verbs following local plural nouns regardless of filler
type indicates an illusion of grammaticality: ungramma-
tical definite NPs and Wh-Fillers are considered equally
acceptable in offline ratings, despite the increase in
acceptability for grammatical definite NPs over Wh-
Fillers.

4.2. Experiment 2b: self-paced reading
experiment

4.2.1. Participants, materials and design

Participants were 81 native speakers of English from
Northwestern University with no history of language dis-
orders. All participants provided informed consent and
received credit (1 credit/ 45 min) in an introductory Lin-
guistics class. Six subjects were excluded due to their

very low accuracy in answering comprehension ques-
tions about the sentences (<70%).

32 critical items were arranged in a 2 x 2 x 2 within-
subjects factorial design, in which Local noun (singular
vs. plural; contrasts 0.5 and —0.5), Grammaticality (gram-
matical vs. ungrammatical; contrasts —0.5 and 0.5) and
Filler type (wh-filler vs. definite NP; contrasts 0.5 and
—0.5) were manipulated as independent factors. Items
were distributed in a pseudo-randomized manner to
make sure that participants did not receive the same
type of experimental items sequentially. The experimen-
tal items were combined with 56 filler sentences irrele-
vant to the current experiment.

4.2.2. Procedure
A similar procedure was employed as with Experiment
1b.

4.2.3. Analysis

The same factors and contrasts were used as in Exper-
iment 2a. The rest of the analysis mirrored Experiment
1b, with the critical regions of the verb, the post-verb
word (spillover region 1) and one word after the spill
over region 1 (spillover region 2). The by-region exclu-
sion percentages due to outlier removal were 1.43%
(verb region), 1.89% (spillover region 1), and 1.74% (spil-
lover region 2).

4.2.4. Results & discussion

Region-by-region reading times for ungrammatical con-
ditions are presented in Figure 5, the grammatical con-
ditions are presented in Figure 6, the interaction plot at
the critical region in Figure 7, and mixed effect model
outputs are presented in Table 8. Mean accuracy for criti-
cal trial comprehension questions was 83.0%.

At the verb region, we found a main effect of Gram-
maticality where grammatical constructions were read
slower than the ungrammatical constructions. This was
driven by the critical interaction between Local noun
and Grammaticality. A planned subset analysis showed
that this interaction between Local noun and Grammati-
cality was significant only in the wh-filler NP ( 5 = —0.06,
SE =0.02, t =—2.33, p < 0.05) but not in the definite NP (3
=-0.02, SE =0.03, t =—0.77, p > 0.05), indicating that the
illusion of grammaticality was at least numerically driven
by the reactivated wh-filler conditions, although the

three-way interaction failed to reach significance.
At the spillover region 1, an interaction between the

Grammaticality and the Filler type was observed such
that the differences between the definite NP and the wh-
filler were larger in grammatical conditions (5 =0.03, SE
=0.01, t=2.60, p<0.05), indicating that the
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Figure 6. Region-by-region reading times for experiment 2b grammatical conditions. The box indicates the verb region is/are.

definite NP was read significantly slower than the wh-
filler in grammatical conditions.

At the spillover region 2, we observed the critical
interaction between Local noun and Grammaticality
where the differences between plural local nouns and
singular local nouns were larger in the grammatical con-
ditions. A subset analysis confirmed that this was carried
by a marginal main effect of Local noun in grammatical
conditions ( 5 =0.03, SE=0.01, t = 1.83). A marginal inter-
action between Local noun and Filler type was also

observed. Further subset analysis revealed no main
effect of Local noun in the wh-filler (5 =-0.01, SE = 0.02,

= —0.52) but a marginal main effect of Local noun in
the definite NP (5 = 0.02, SE = 0.01, t = 1.63). This
indicates that the singular local noun was read faster
than the plural local noun in the definite NP.

4.2.5. Discussion
In this experiment, we tested whether coordination leads
wh-NPs and definite NPs to be reactivated similarly at the
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Figure 7. Interaction plot for critical verb region (is/are).

Table 8. Summary of results of linear mixed effects models by
region in Experiment 2b.

Estimate  SE t p

Verb Region (is/are): by-subjectrandom intercepts and slopesfor Local
noun, Filler type and Grammaticality, by-item random intercepts and slopes
for Local noun, Filler type and Grammaticality

(Intercept) 568 0.03 197.87

Local noun 0.00 0.01 025 080
Grammaticality -0.02 001 -2.21 <0.05*
Filler type 0.01  0.01 116 025
Local noun * Grammaticality -0.04 002 -2.18 <0.05
Grammaticality * Filler type -0.01 002 -0.32 0.75

Local noun * Filler type 0.01  0.02 0.58 057

Localnoun™Grammaticality* Fillertype ~ 0.04  0.03 113 0.26

Verb Spill-over Region 1 (harmful): by-subjectrandomintercepts and
slopes for Local noun, Filler type and Grammaticality, by-itemrandom
intercepts and slopes for Local noun, Filler type and Grammaticality

(Intercept) 566 0.03 200.71

Local noun 0.01  0.01 0.94 055
Grammaticality -0.00 001 -0.10 0.99
Filler type 0.02 0.01 164 019
Local noun * Grammaticality -0.01 002 -029 038
Grammaticality * Filler type -0.03 002 -2.02 <0.05

Local noun ™ Filler type 0.02 0.02 1.32 0.23

Localnoun™Grammaticality* Fillertype —0.04 003 -1.06 044

Verb Spill-over Region 2 ( for): by-subject random intercepts and slopes for
Local noun, Filler type and Grammaticality, and by-item randomintercepts
and slopes for Local noun, Filler type and Grammaticality, and an interaction
between Grammaticality and Filler type.

(Intercept) 568 0.03 207.98

Local noun 0.01 0.01 0.55 0.58
Grammaticality -0.01 001 -1.18 0.24
Filler type 0.00 00 013 09
Local noun * Grammaticality -0.04 002 -2.27 <0.05*
Grammaticality * Filler type 0.00 0.02 0.07  0.94
Local noun ™ Filler type 0.03  0.02 1.75 0.08
Localnoun* Grammaticality* Fillertype —0.00 0.03 -0.08 0.93

gap (the verb) in the second conjunct. Although the
three-way interaction did not reach significance, the
results of the planned subset analysis are compatible
with the idea that attraction was reduced for definite
conditions relative to wh-fillers, suggesting that details
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about the grammatical information of the definite NP
might not be retrieved at the verb. Assuming that this
is correct, we argue that these differences in attraction
are due to differences in how these two kinds of fillers
are processed. While the wh-filler should be reactivated
at the coordinating connective and put into mainten-
ance again, this should not occur for the definite NP.
This can be understood by considering the time-course
of processing the verb in the second conjunct.

In the definite NP condition, when the reader
encounters the coordinating connective and, the
parser may expect a clausal conjunct which involves
an overt subject and a verb, or another NP, due to the
local attachment bias (Staub & Clifton, 2006). If so,
when the parser encounters the verb, the parser
needs to abandon this expected structure and build a
structure with a subject gap. Because the gap is not
expected upon encountering the coordinate structure,
the parser could posit a gap only after the bottom-up
evidence (the verb) is encountered leading to a reana-
lysis. In other words, in definite NP sentences, the
definite NP itself does not signal the presence of a filler-
gap dependency and the coordinating and does not
provide a cue to actively complete the dependency: the
parser does not maintain the definite NP subject. The
lack of a significant illusion of grammaticality in the
definite NP conditions is plausibly due to the fact that
the information associated with the definite NP was not
maintained and thus is subject to memory decay. At the
same time, this may be due to that the reanalysis
difficulty that we have mentioned above. In other words,
the reanalysis processes and the reactiva- tion might
happen at the same point (at the verb), and thus we may
not be able to observe the effect of



reactivation or the reanalysis effect could hide the reac-
tivation effect.

In contrast, the presence of a significant interaction
indicating the illusion of grammaticality in the wh-filler
conditions suggests that the detailed information from
the wh-filler was readily accessible at the second verb
position. This observation leads to the following con-
clusions. First, it is possibly the case that grammatical
constraints such as ATB movement restriction and CSC
in the coordinate structures could lead the parser to
the formation of the wh-dependencies in the second
conjunct. If the parser is sensitive to the ATB restrictions,
upon encountering the coordinating connective and, the
parser would be sensitive to the constraints on WhFGD
formation in the context of coordinate structures, such
as CSC and the ATB restriction (Wagers & Phillips,
2009). These constraints lead to actively searching for
the gap in the second conjunct (Wagers & Phillips,
2009, 2014), which could lead to the more robust illusion
of grammaticality effect in the wh-filler condition.

Assuming that there is a genuine processing differ-
ence between the wh-construction and the definite NP
construction, then this suggests that the combination
of the wh-filler and the coordinate structure is crucial.
This means either that the wh-filler should be affected
by the presence of the coordinating connective or that
the processing of the wh-construction does not involve
the reanalysis process that would mask the illusion of
grammaticality effect. If the lack of the illusion of gram-
maticality effect in the definite NP constructions is due
to a lack of reactivation of the definite NP, then the pres-
ence of the illusion effect in the wh-filler construction
should be due to the reactivation of the wh-filler by
the coordinating connective. On the other hand, if the
lack of the illusion effect in the definite NP construction
is due to reanalysis (the parser initially expected an NP-
conjunct after the coordinated connective and had to
change the structure to the clausal conjunct with a
gap), then, in the wh-filler construction, such reanalysis
process should not have taken place. We contend that
the reanalysis hypothesis predicts that the adverb or
the verb in the second conjunct should be read slower
in the definite NP conditions than in the Wh-filler con-
ditions because the adverb or the verb disambiguate
the structure and therefore trigger reanalysis. As has
been long known, reanalysis incurs a processing cost
(Schneider & Phillips, 2001; Sturt, Pickering, Scheepers,
& Crocker, 2001). Therefore, if reanalysis takes place in
the definite NP conditions, masking the agreement
attraction effect, then we expect slower reading of the
verb and/or the adverb in the second conjunct in the
definite NP conditions than in the Wh-filler conditions.
In our data, this effect was not observed, and there was
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no main effect of Filler type in either region (Adverb: 3
=-0.00, SE =0.01, t =-0.36, p > 0.05; Verb: 5 =0.01, SE
=0.01, t = 1.16, p > 0.05). This suggests against the reana-
lysis hypothesis. Therefore, we conclude that it is more
likely that the wh-phrase is reactivated at the connective
position and put into maintenance again.

In contrast to the pattern observed in the online data,
note that in the offline rating experiment (Experiment 2a),
we observed clear evidence for agreement attraction in
the definite NP as well as the Wh-filler conditions. We
argue that this discrepancy may arise from the availability
of the contexts for the offline rating experiment: readers
had more time to go back and read the first conjunct in
the rating experiment, leading to an agreement attraction
effects. For the online experiment (Experiment 2b), we
argue that the parser recognises these grammatical con-
straints in real-time, leading to an expectation of the
upcoming gap position upon encountering the coordinat-
ing connective, and actively linking the wh-filler and the
subsequent gap site (Wagers & Phillips, 2009). Thus,
when the reader encounters the connective and the
verb sequence, the parser could readily reactivate the
wh-filler and the wh-filler is maintained. If some infor-
mation about the filler is more accessible and less suscep-
tible to decay, we expect information to be retrieved easily
(Wagers & Phillips, 2014). Thus, reactivation at the coordi-
nating and could suggest that the parser retrieves detailed
information at the verb. This could lead to retrieval of fine-
grained information at the gap, such that the plural local
noun is read faster than the singular local noun in
ungrammatical conditions.

Another possibility for the differences between the
retrieval of the definite NP and the wh-filler is that they
could behave differently in terms of encoding. Wh-
words could be intrinsically more prominent than the
definite NP because they have special morphology, func-
tion and semantics (Jager, Engelmann, & Vasishth, 2017).
Although this is indeed a possibility, we have to note that
it is difficult to distinguish the effects of prominence from
maintenance.

5. Experiment 3a/3b: active filler vs.
reactivated filler

The results of the previous experiments showed that
reactivation of fillers could not be the sole cause of
agreement attraction. In this experiment, we ask how
active versus reactivated wh-fillers may differ in proces-
sing. We compare how the information retrieved at the
matrix verb (is/are) could differ by changing the depen-
dency configuration as in (9).*°

(9) a.Whichmistakeinthe program/programs will be disastrous forthe
company and certainly is harmful for everyone involved? (=5a)
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b. Which mistake inthe program/programs that will be disastrous for
the company certainly is harmful for everyone involved? (=5b)

As we noted earlier, (9a) involves the parser positing
a gap in the second conjunct subsequent to the first
conjunct, and linking the wh-phrase to the gap in the
second conjunct. This indicates that when the parser
encounters the coordinating connective and, the wh-
phrase must be reactivated. If the release from mainten-
ance is subsequently followed by retrieval of decayed
information, then we expect that the wh-filler will not
be immediately accessible for the parser. This would
suggest weaker agreement attraction. Conversely, (9b)
involves an active filler where the wh-filler needs to
be maintained until the matrix verb in order to
resolve the dependency. If the parser could avoid the
release from maintenance, we expect that detailed
information associated with the wh-filler will be accessi-
ble for the parser, leading to stronger agreement attrac-
tion in (9b).

5.1. Experiment 3a: acceptability rating Task

5.1.1. Participants, materials and design

Participants were 43 native speakers of English from
Northwestern University with no history of language dis-
orders. All participants provided informed consent and
received credit (1 credit/ 45 min) in an introductory Lin-
guistics class.

32 critical items were arranged in a 2 x 2 x 2 within-
subjects factorial design, in which Local noun (singular
vs. plural) and Grammaticality (grammatical vs. ungram-
matical) and Dependency type (Active Filler vs. Reacti-
vated Filler) were manipulated as independent factors.
A sample set of stimuli is summarised in Table 9. Items
were distributed in a pseudo-randomized manner to
make sure that participants did not receive the same
type of experimental items sequentially. The experimen-
tal items were combined with 64 filler sentences, irrele-
vant to the current experiment. The experiment took
around 30 min to complete.

5.1.2. Procedure
A similar procedure was employed as in Experiment 1a.

5.1.3. Analysis

The same analysis was employed as Experiment 1a. Each
model included simple difference sum-coded fixed
effects of Local noun (singular vs. plural; contrasts: —0.5
and 0.5), Grammaticality (grammatical vs. ungrammati-
cal; contrasts: —0.5 and 0.5), Dependency type (active
filler vs. reactivated filler; contrasts: 0.5 and —0.5) and
their interactions. The maximal random effects structure

Table 9. Sample Stimuli for the Experiment 3.
Factors

Local Dependency
noun Grammaticality type

Plural Active Filler

Examples

Which mistake inthe
programs that will be
disastrous for the company
certainly is harmful for
everyone involved?

Which mistake inthe
programs that will be
disastrous for the company
certainly are harmful for
everyone involved?

Grammatical

Plural Ungrammatical Active Filler

Singular ~ Grammatical Active Filler
that will be disastrous for
the company certainly is
harmful for everyone
involved?

Singular  Ungrammatical Active Filler
that will be disastrous for
the company certainly are
harmful for everyone
involved?

Reactivated Which mistake inthe

Filler programs will be disastrous
for the company and
certainly is harmful for
everyone involved?

Ungrammatical Reactivated Which mistake in the

Filler programs will be disastrous
for the company and
certainly are harmful for
everyone involved?

Reactivated Which mistake in the program

Filler will be disastrous for the
company and certainly is
harmful for everyone
involved?

Ungrammatical Reactivated Which mistake in the program

Filler will be disastrous for the
company and certainly are
harmful for everyone
involved?

Grammatical

Plural

Plural

Grammatical

Singular

Singular

justified by the data was contained in all models (Barr
et al., 2013), including random intercepts for participants
and items and random slopes for fixed effects where
they converged; the random effects that accounted for
the least variance were removed in the case of non-con-
vergence. See model tables for random effect structures.

5.1.4. Results & discussion

The quantiles of residuals were relatively small and sym-
metrical about zero (Min: —3.06, Median: —0.01, Max =
3.55). Mean acceptability scores are shown in Table 10
and Figure 8, and ordinal mixed effect model outputs
are shown in Table 11.

Main effects of all three factors were observed. We
observed a main effect of Local noun where items with
singular local nouns were rated lower than those con-
taining plural local nouns. We observed a main effect
of Grammaticality where ungrammatical items were
rated significantly less acceptable than those

Which mistake in the program

Which mistake in the program



Table 10. Mean acceptability ratings from Experiment 3a.

Factors

Local noun  Grammaticality ~ Dependency type ~ Mean raw rating (SE)
Plural Grammatical Active Filler 3.71(0.15)
Plural Ungrammatical ~ Active Filler 3.24(0.10)
Singular Grammatical Active Filler 3.71(0.12)
Singular Ungrammatical  Active Filler 2.81(0.11)
Plural Grammatical Reactivated Filler 4.37 (0.14)
Plural Ungrammatical ~ Reactivated Filler 3.73(0.12)
Singular Grammatical Reactivated Filler 4.39 (0.14)
Singular Ungrammatical ~ Reactivated Filler 3.19(0.14)

Note: Standard errors are in parentheses.

containing grammatical ones. Finally, a main effect of
Dependency type was observed such that items with
active Fillers were rated significantly less acceptable
than those containing the reactivated Fillers.

We found an interaction between Local noun and
Grammaticality where items containing singular local
nouns were rated less acceptable than those contain-
ing plural local nouns in ungrammatical conditions, but
the same in grammatical conditions. This was further
supported by a main effect of Local noun (3 =0.67, SE
=0.10, z = 6.50, p < 0.001) and a main effect of Depen-
dency type (5 =—0.63, SE = 0.10, z = —6.10, p < 0.001) in
ungrammatical but not grammatical conditions. This
indicates an illusion of grammaticality effect consistent
with agreement attraction.

However, an interaction between Dependency type
and Grammaticality was also observed such that the
differences between the active filler and reactivated
filler were larger in grammatical sentences ( 5 =-1.21, SE
= 0.31, z = —3.98, p < 0.001) than in ungrammatical
sentences ( 58 =-0.54, SE=0.25, z=—-2.14, p < 0.05),
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Table 11. Summary offixed effects from the ordinal mixed effect
model in Experiment 3a. Random intercepts were included for
subjects and items, as were by-subject intercepts for Local
noun, and Grammaticality, and by-item intercepts for Local
noun and Grammaticality.

Estimate ~ SE z p

(Intercept)
Local noun 0.37 015 247 <0.05*
Grammaticality -0.40 030 -4.65 <0.001***
Dependency type -0.87 0.07 -11.84 <0.001***
Local noun x Grammaticality 072 014 502 <0.001***
GrammaticalityxDependency type 042 014 291 <0.01**
Local noun xDependency type -0.01 0.14 -0.07 0.95
Local noun x Grammaticality x -0.38 029 -1.34 0.18

Dependency type

suggesting that when considered in light of the gram-
matical sentence baseline, reactivated filler sentences
elicit relatively more agreement attraction, with a
reduced difference between the grammatical and
ungrammatical plural conditions in the active filler
(M = 0.47) than the reactivated filler conditions (M =
0.64). Items containing singular local nouns were
judged less acceptable than those containing plural
local nouns in the Reactivated Filler condition (5 = 0.36,
SE = 0.16, z = 2.18, p < 0.05), as well as, marginally, in the
Active Filler condition (5 =0.34,SE=0.19,z= 1.74,p =
0.08). Finally, the three-way interaction between Local
noun, Filler type, and Grammaticality did not reach
significance.

In combination, these results show evidence for
attraction in an offline measure for both active and reac-
tivated wh-fillers. The results are consistent with the idea
that the difference between the two types of filler was
stronger in ungrammatical than grammatical conditions.
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Figure 8. Mean acceptability scores for experiment 3a.
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5.2. Experiment 3b: a self-paced reading
experiment

5.2.1. Participants, materials and design

Participants were 76 native speakers of English from
Northwestern University with no history of language dis-
orders. All participants provided informed consent and
received credit (1 credit/ 45 min) in an introductory Lin-
guistics class.

Critical items were similar to Experiment 3a. ltems
were distributed in a pseudo-randomized manner to
ensure that participants did not receive the same type
of experimental items sequentially. The experimental
items were combined with 64 filler sentences of similar
complexity. The experiment took around 30 min to
complete.

5.2.2. Procedure
A similar procedure was employed as with Experiment
1b.

5.2.3. Analysis

Factors are as described in Experiment 3a. The analysis
was conducted as described in Experiment la. The by-
region exclusion percentages due to outlier removal
were 2.52% (verb region), 3.25% (spillover region 1),
and 2.88% (spillover region 2).

5.2.4. Results & discussion
Region-by-region reading times for Active Filler con-
ditions are presented in Figure 9, the Reactivated

Filler conditions are presented in Figure 10, and inter-
action plots for spillover regions 1 and 2 are pre-
sented in Figures 11 and 12 respectively. Mixed
effect model outputs are presented in Table 12.
Mean accuracy for critical trial comprehension ques-
tions was 84.0%.

At the verb region, a main effect of Dependency type
was observed such that items with the active filler
were read significantly slower than those containing
the reactivated filler.

At the spillover region 1, we observed a main effect of
Grammaticality where ungrammatical sentences were
read significantly slower than their grammatical counter-
parts. This was qualified by an interaction between
Grammaticality and Local noun, and an interaction
between Grammaticality, Local noun, and Dependency
type. Further subset analysis suggest that these differ-
ences were driven by the active filler dependency con-
dition, which showed a significant main effect of
Grammaticality (5 = 0.04, SE = 0.01, t= 2.70, p < 0.05)
and an interaction between Local noun and Grammati-
cality (5 =—0.08, SE=0.02, t=-3.18, p<0.01). In con-
trast, for the reactivated filler, there was a marginal
main effect of Grammaticality (5 = 0.02, SE = 0.01, t=
1.84) but no significant interaction between Local noun
and Grammaticality (5 = —0.01, SE = 0.02, t= —0.41, p >
0.05). This indicates more agreement attraction for
active versus reactivated wh-fillers at the spillover
region 1. Importantly, we found an interaction between
Local noun and Dependency type in the ungrammatical
conditions (3 =—0.06, SE =0.03, t= —2.21, p <0.05) but
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Figure 9. The region-by-region reading times for experiment 3b Active Filler condition. The box indicates the spillover region 1,
harmful.
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Figure 11. Interaction plot for spillover region 1 (harmful).

not in grammatical conditions ( 8 =0.01, SE =0.02, t=
0.46, p > 0.05).

At the spillover region 2, we found the critical inter-
action between Local noun and Grammaticality where
the differences between plural and singular local
nouns were larger in the ungrammatical conditions
than in the grammatical conditions. We also report
the reading times at the adverb and at the verb. At
the adverb and the verb, there was a main effect of
Dependency type, such that active fillers were read sig-
nificantly slower than the reactivated fillers (Adverb: /3

Words
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=0.14, SE =0.02, t=8.61; Verb: § =0.03, SE =0.01, t=
2.38).

5.2.5. Discussion

The current experiment addresses the question of
differences between wh-fillers that are linked to the
gap in the matrix clause verb directly (active filler)
versus wh-fillers linked to the gap in the first conjunct
and subsequently reactivated in the coordinate struc-
ture. Offline acceptability results show that the inter-
action between Local noun and Grammaticality was
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Figure 12. Interaction plot for spillover region 2 ( for).

Table 12. Summary of results of linear mixed effects models by
region in Experiment 3b.

Estimate  SE t p

Verb Region (is/are): by-subject random intercepts and slopes for
Grammaticality and Dependency type, by-item random intercepts and slopes
for Dependency type

(Intercept) 574 0.03 21449

Local noun 0.02 0.01 181  0.07
Grammaticality 0.00 0.01 041 0.68
Dependency type 0.03 0.01 238 <0.05*
Local noun * Grammaticality -0.02 0.02 -131 0.19
Grammaticality * Dependency type 0.04 0.02 218 <0.05*
Local noun * Dependency type -0.01 0.02 -031 0.76
Local noun * Grammaticality * 0.00 0.03 015 0.88

Dependency type
Verb Spill-over Region 1 (harmful): by-item random intercepts and slopes
for Dependency type

(Intercept) 572 0.02 231.31

Local noun -0.00 0.01 -0.26 0.79
Grammaticality 0.03 0.01 3.49 <0.001***
Dependency type 0.01  0.01 066 0.51
Local noun * Grammaticality -0.04 002 -254 <0.05*

Grammaticality * Dependency type 0.01 0.02 0.70 049

Local noun * Dependency type -0.02 0.02 -1.39 017

Local noun * Grammaticality * -0.07 0.03 -2.02 <0.05*
Dependency type

Verb Spill-over Region 2 (for): by-subject random intercepts and slopes for
Local noun, Dependency type and Grammaticality, by-item random
intercepts and slopes for Local noun and Dependency type

(Intercept) 574 0.02 236.94

Local noun 0.00 0.01 029 0.77
Grammaticality 0.02 0.01 240 <0.05*
Dependency type 0.03 0.01 2.87 <0.01*
Local noun * Grammaticality -0.04 0.02 -224 <0.05*

Grammaticality * Dependency type 0.02 0.02 141 0.16

Local noun * Dependency type -0.00 0.02 -0.06 0.95

Local noun * Grammaticality * 0.02 0.03 060 0.55
Dependency type

numerically larger in the reactivated filler conditions,
relative to the active filler conditions. We also observed
that in reading time measures, agreement attraction
was significantly larger for the active filler than the reac-
tivated filler in spillover region 1, as indexed by the
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three-way interaction in this region; however, both
filler types led to attraction in the following region (spil-
lover region 2), with a two-way interaction between
Local noun and Grammaticality. This suggests, although
both the reactivated filler and active filler may lead to
an agreement attraction effect, the effect was stronger
for active fillers and manifested at an earlier stage,
than it did for the reactivated fillers.

We have further observed that the second verb and
the adverb preceding the second verb were read signifi-
cantly more slowly in the active filler conditions than in
the reactivated filler conditions. We contend that this
means that the active filler was maintained in memory.

As we have discussed earlier, one of the motivations
for the maintenance of the filler is the integration cost
effect (Gibson, 1998; Grodner & Gibson, 2005; Warren &
Gibson, 2002). The observation that the adverb and the
verb are read significantly slower in the active filler con-
ditions than the reactivated filler conditions is the follow-
ing. The active filler caused a larger integration cost
because it was maintained in memory for a long distance
and it has been observed that the longer dependency
gives rise to the more processing cost at the end of the
dependency due to the integration cost (Gibson, 1998;
Grodner & Gibson, 2005; Warren & Gibson, 2002). The
verb region is where the whFGD is completed. Further-
more, the adverb can clearly signal the presence of the
verb and thus the parser can expect that the verb
which can terminate whFGD is upcoming. As a result,
as early as the adverb position, the parser can recognise
that the whFGD is being completed, leading to an inte-
gration cost at this point. The reactivated filler, on the
other hand, was released from memory, and then reacti-
vated and put into maintenance again at the



coordinating connective. The distance between the
point where the wh-filler was reactivated (coordinating
connective, and) and the point where the whFGD is com-
pleted (i.e. the second verb position) was short. There-
fore, the integration cost should be smaller accordingly.

If we only assume that retrieval plays a role, we would

not predict such difference at the second verb position,
as both in the active filler and the reactivated filler con-
ditions, the wh-filler should be retrieved at the second
verb position, and the distance between the point
where the wh-filler is recognised and the second verb
where the wh-filler is to be reactivated are basically the
same.

As suggested earlier, the differences in the strength
and the timing of agreement attraction could be due
to whether or not the parser has previously released
the wh-filler from maintenance. For the active filler, infor-
mation associated with the wh-filler is well preserved
because the filler has not been released from mainten-
ance and subsequently reactivated. The maintenance
of the wh-filler could make available the detailed infor-
mation of the wh-filler where the parser could access
both the head and the modifier, leading to stronger
agreement attraction when there is a mismatch
between the verb and the head noun but a match
between the verb and the local noun. On the other
hand, for reactivated fillers, the parser releases the wh-
filler from memory and subsequently reactivates the wh-
filler by means of the coordinating connective or the
recognition of the gap. Therefore, given that the wh-filler
is released from maintenance at an early point in the
sentence, the released wh-filler is subject to memory
decay. We then expect that the wh-filler is less accessible
compared to the active filler and thus the information
associated with the filler is not accessible for the parser
when the second verb is processed. As a result, the
structure of the wh-filler, including infor- mation about
the head noun and the modifier is less accessible, leading
to a lower degree of the agreement attraction in the
ungrammatical constructions, and a delay in the timing of
attraction as the filler is reactivated in processing.

6. General discussion

In three experiments, we examined how the wh-filler is
maintained and accessed in two WhFGD configurations.
These studies argue for a processing architecture that
incorporates both maintenance and retrieval
ponents. Our assumption is that if information about
the filler is maintained, and less susceptible to decay, it
will be accessed easily when the verb is processed
(Wagers & Phillips, 2014). On the other hand, if some

com-
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information from the filler is susceptible to decay
because it is released from maintenance, we expect it
to be less accessible for the parser. Differences in what
is accessible at the verb lead to differences in agreement
attraction for different types of wh-fillers.
The first experiment tested WhFGD within coordi-
nated structures, in order to examine what information
about the wh-filler is accessed at the verb region. Accord-
ing to Wagers and Phillips (2014), information about the
category of the wh-filler is maintained throughout the
dependency formation process, but thematic and
semantic information is not. We investigated whether
only category information is maintained, or if details
about the content of NP are released from maintenance.
Within the coordinated structure, the wh-filler can be
linked to the gap in the first conjunct, and can thus be
released from memory. However, the wh-filler should
be reactivated when the coordinating connective and
is processed, due to the CSC and ATB restriction. The
results showed that the verb was read faster in the
ungrammatical plural local noun conditions than the
ungrammatical singular local noun conditions, i.e. we
observed an illusion of grammaticality effect. Thus,
detailed information associated with the filler (i.e. gram-
matical information) is readily accessed at the verb, for
reactivated wh-fillers.

In the second experiment, we compared definite
subject NPs with reactivated wh-fillers, in order to under-
stand what motivates the maintenance of an element. In
a coordinated structure involving a definite NP in the
subject position, the presence of a filler-gap dependency
is not signalled, and thus the coordinating connective
does not initiate the parser to form a filler-gap depen-
dency in the second conjunct. Thus, until the gap in
the second conjunct is encountered, the parser should
not construct the structure that involves the filler-gap
dependency. Only by recognising the gap in the
second conjunct does the parser register that the
definite NP is part of a filler-gap dependency. Thus in
this configuration, the parser should not initially register
that a filler-gap dependency is involved, and therefore
the parser needs to reanalyse the structure as such. As
the filler-gap dependency is not constructed initially,
the definite NP should not be maintained in memory
and, therefore, should be subject to memory decay.
The results of Experiment 2 are compatible with the
view that a wh-element is different from a definite NP
with respect to retrieval; attraction effects are obtained
at the main verb, supporting the idea that memory
encoding of the filler includes richer information than
just its category information (c.f., Wagers & Phil-
lips, 2014, but see also Chow & Zhou, 2019).}* A humeri-
cally weaker illusion of grammaticality effect was
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observed in the definite NP conditions than in the wh-
filler conditions, which follows from the premise that
the definite NP is not maintained in memory and need
not be reactivated upon encountering the coordinative
connective and. However, we did not find a three-way
interaction between Local noun, Grammaticality, and
Filler Type, which is expected if the accessibility to the
wh-filler is different. This means that the magnitude of
the attraction effect did not significantly differ depend-
ing on the type of the dependency, but it only differed
numerically. Also, note that there were differences
between the online and offline experiments in that the
results of the acceptability rating experiment revealed
an agreement attraction both in wh-filler and the
definite NP. This could have been due to the possibility
for readers to look back to the prior context in the
acceptability rating experiment, and may also have
been due to the lack of power/more noise in the
reading experiment.

The third experiment examined how active fillers and
reactivated fillers differed in terms of their maintenance,
comparing the accessibility of the wh-filler in these two
constructions, when the verb is processed. Both the
active filler and the reactivated filler showed an illusion
of grammaticality effect, with the reactivated filler elicit-
ing attraction later in processing, as revealed by the
three-way interaction of Local noun, Grammaticality,
and Dependency type at the spillover region 1 and the
interaction between Local noun and Grammaticality at
the spillover region 2. Importantly, at the spillover
region 1, we found an interaction between Local noun
and Dependency Type in ungrammatical sentences. We
contend that this is because in the reactivated filler con-
struction within the coordination structure, the wh-filler
is released from memory and the parser reactivates the
wh-filler at the point of the coordinating connective, or
at the second verb position. The unmaintained infor-
mation is thus subject to memory decay. In contrast,
information associated with the active filler is likely to
be maintained, because there is no gap which can com-
plete the WhFGD prior to the gap in the matrix clause, i.e.
the active filler is not released from memory and, thus,
not subject to memory decay.

We argue that both maintenance and retrieval play
crucial roles in the resolution of whFGD, and adopting
either the retrieval or the maintenance view cannot
account for the data (see Wagers & Phillips, 2014 for
related discussion). To understand this point, let us first
assume that only retrieval plays a role in dependency res-
olution (Nicenboim, Vasishth, Gattei, Sigman, & Kliegl,
2015). In this case, for both the active and reactivated
filler, the wh-filler is expected to be reactivated at the
same point in the sentence. In the case of the active

filler (Which mistake in the program/s that will be disas-
trous for the company certainly is/are harmful for everyone
involved?), the recognition at the matrix verb and the rec-
ognition of the gap in the second conjunct at the same
time triggers retrieval of the wh-filler. In the case of the
reactivated filler (Which mistake in the program/s will be
disastrous for the company and certainly is/are harmful
for everyone involved?), the coordinating connective
and triggers the reactivation of the wh-filler due to CSC
and ATB restrictions or the second verb triggers the reac-
tivation of the wh-filler. Thus, in terms of retrieval, we do
not expect any difference between the active filler and
the reactivated filler. In the cue-based retrieval model,
this reactivation prior to the gap should increase acti-
vation specifically for the head of the wh-phrase, not
the modifier. This would mean that less attraction
should be predicted for the reactivated filler, relative to
active filler.'2 However, the results show that the active
filler reveals agreement attraction at an earlier stage.
Thus, the differences between the active and the reacti-
vated filler suggest a role for maintenance in parsing, as
information about the active filler should be maintained
relatively well whereas that of the reactivated filler
should not. The earlier agreement attraction for the
active filler suggests that details about the content of
the NP is not released fromthe maintenance.

These results suggest that both the maintenance and
retrieval are involved in the online whFGD formation. We
showed that category information and the internal struc-
ture associated with the filler are accessed at the verb
position. However, differences in the accessibility of
information with respect to different types of fillers and
dependency types cannot be explained if we only posit
that information is retrieved from the content-addressa-
ble memory store based on the cue-based retrieval
mechanism. Our results support that some information
associated with the filler is easily accessed at the verb,
whereas some information associated with the filler is
hard to access. Namely, the differences in the retrieved
information between different fillers (wh-filler vs. the
definite NP) and dependency types (reactivated filler
vs. active filler) could be attributed to differences in
maintenance. If we assume that maintained information
leads to greater accessibility of information to the parser,
we could account for the differences in the retrieved
information between different filler types and depen-
dency types. We showed that both of these two com-
ponents are used for online WhFGD formation process,
where detailed information associated with the filler
can be maintained in memory, making it less susceptible
to memory decay. On the other hand, if the filler is not
maintained in memory, detailed information can still be
retrieved at a later stage, though it is subject to decay.



The crucial differences between these two dependency
types are that for the reactivated filler, the wh-phrase is
linked to the gap in the first conjunct and thus the wh-
dependency is completed once the parser reaches the
first conjunct. This means that the wh-filler can be released
from memory when the wh-gap dependency is formed in
the first conjunct. When the coordinating connective and
is encountered, the wh-phrase needs to be reactivated,
but the wh-filler was released from the maintenance
before and is processed. Unmaintained information is
subject to memory decay, thus before and is processed,
the reactivated filler has been subject to decay. And
indeed reactivates the filler, but some information associ-
ated with the filler could have decayed due to the
release from the maintenance. Therefore, detailed infor-
mation associated with the wh-filler could not be accessed
at the verb position. Conversely, the active filler must be
linked to the gap in the matrix clause directly in the
second conjunct. This may allow for stronger maintenance
for detailed information associated with the wh-phrase
such as category information and the internal structure
of the wh-phrase. Thus, to account for the difference
between active and reactivated fillers, we need to consider
both maintenance and retrieval mechanisms.

7. Conclusion

This study has attempted to reveal the mechanisms
behind online WhFGD formation. Specifically, we aimed
to uncover the way in which maintenance and retrieval
operate in WhFGD processing, paying special attention
to the information that is retrieved when the gap is recog-
nised. The first and second experiments examined the kind
of information that is maintained, and examined how
maintenance is motivated, by investigating the retrieved
information at the gap for reactivated fillers and the
definite NPs. The third experiment closely examined the
role of retrieval, comparing reactivated and active fillers.
We contend that the information that is maintained is
reflected in the extent to which information associated
with the filler is retrieved at the verb position. We
showed that the reader is able to access fine-grained infor-
mation, including the category information as well as the
representation of both the head and the modifier. This
suggests that both retrieval and maintenance components
play a role in resolving online whFGD (Fiebach et al., 2002;
Wagers & Phillips, 2014) and for parsing at large.

Notes

1. Note that we do not commit to a specific analysis of
WhFGD constructions. Specifically, we are agnostic
about whether it involves a phonetically empty gap or

. Gaps are indicated by an underscore
. Note, the relative head needs to be linked to the
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not. We customarily call the controlling element as gap,
but our conclusions do not necessarily require a gap-
based analysis.

. As an anonymous reviewer points out, some previous

studies have suggested that decay is no longer a useful
explanatory concept in the retrieval literature (see
Berman, Jonides, & Lewis, 2009; Lewandowsky, Geiger,
& Oberauer, 2008; McElree, 2006; Nairne, 2002). Wagers
and Phillips (2009, 2014) pointed out that not all the fea-
tures of the elements that are retrieved at the head of the
dependency or are fully reactivated at the verb position
(e.g. semantic features of the wh-filler in Wagers and
Phillips’s (2014) study). Such findings can be accounted
for by memory decay. Thus, for present purposes, we
hypothesize that some of the information associated
with the filler is subject to decay or interference. We
assume that the success of retrieval is related to the
amount of material intervening between the filler and
the gap.

. As an anonymous reviewer pointed out, Lewis and

Vasishth (2005) suggests that retrieval could occur in
such a way that the parser can re-instate information
into comprehenders’ focus of attention, in order to
process that information. In this sense, if information
were already in comprehenders’ focus of attention due
to maintenance, there is no need for it to be retrieved.
However, following Wagers and Phillips (2014), we
argue that comprehenders discharge some components
associated with the features from focal attention and
this information must be retrieved when the verb is
processed.

]

in a sentence.

embedded verb, but this is not relevant to the wh-gap
dependency formation in terms of wh-question
formation.

. As an anonymous reviewer pointed out, decay should

have less impact on the offline experiments as readers
can look back at the left context anytime, to remember
the content of the antecedent. Our purpose of the
offline experiments was to understand how the avail-
ability of the contexts can influence the retrieval of
different kinds of information.

. As an anonymous reviewer has pointed out, it is possible

that the absence of an agreement attraction at the verb
might be due to the nature of the self-paced reading
experiment. It has been well known that in self-paced
reading experiments, the expected effect can be
observed in one or two regions after the critical region
(the spill-over effect; Vasishth & Lewis, 2006). Therefore,
it is possible that, even if the agreement attraction
effect is caused at the verb region, it would not be
observed right on the verb region but in spill-over
regions.

Following an anonymous reviewer’s suggestion, we also
examined the region immediately preceding the verb
(i.e. the pre-critical region). The results showed a main
effect of Grammaticality ( 5 =—0.03,SE=0.01, t=—-2.49,p
<0.05) but no main effect of Local noun (8 =0.00, SE
=0.01, t=0.07, p>0.05) as well as no interaction
between Local noun and Grammaticality (3 = 0.04, SE =
0.02, t=1.49, p>0.05). This further suggests that the
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effects we observe are not due to spillover effects from

the prior regions.

9. An anonymous reviewer suggested that the recognition of
the gap is not due to grammatical constraints such as the
CSC and the ATB restriction. It could be the case that the
readers recognize the presence of the gap due to the com-
bination of the coordinating connective, and, and an adverb.
If the combination of the coordinating connective and an
adverb (... and certainly ... ) helps reactivate the filler,
then our assumption must be weakened, i.e. the reactivation
of the filler is not due to the grammatical constraints.
However, as Wagers & Phillips (2009) showed, the gap in
the coordinated structure and parasitic gap within an
adjunct clause, which is optional, show different reactivation
profiles. Therefore, it is still plausible that ATB/CSC plays a
role in the reactivation of the wh-filler. As we do not have
any evidence to distinguish the two hypotheses, we
would like to leave this point open at this point.

10. As an anonymous reviewer pointed out, there is an
alternative explanation for Experiment 3 that would
not rely on the reactivated vs. active distinction, but
rather, on differences in cue-based retrieval. In (5b), the
attachment site of the RC is actually ambiguous, such
that “that will be disastrous” could modify either
“mistake” or “program(s)”. If readers prefer to attach
the RC low, to “program(s)’, then according to cue-
based retrieval this noun phrase will be reactivated, ren-
dering it more active in memory. This would yield stron-
ger attraction rates at the main verb (“is/are”), since the
local noun will have higher activation (and thus interfere
more) in (5b) than in (5a). However, if the attachment of
RC modulates the accessibility of the lower noun, we also
predict a similarity-based interference effect. In other
words, the local noun should be more accessible across-
the-board and thus should give rise to an interfer- ence
effect whether the agreement is grammatical or
ungrammatical. This should not predict the illusion of
grammaticality we observed, but rather an agreement
attraction effect in both grammatical and ungrammatical
conditions.

11. We thank an anonymous reviewer for pointing this out.

12. Note that, under the cue-based retrieval model, if the

gap increases activation specifically for the head of the

wh-phrase but not the local noun (Nicenboim et al.,

2015), then the weaker agreement attraction is predicted

for the reactivated filler relative to the active filler. We

would like to note this as a possible alternative
hypothesis.
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