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Abstract—Peer-to-peer (P2P) services such asmobile P2P transmissions and resource sharing, provide efficientmethods to deliver data

without the deployment of any central server. Nevertheless, the free-riding phenomenon inherit in such services presses a need for

incentivemechanisms to stimulate contributions of data transmissions or sharing. As a result, it is imperative to answer the following

questions:whether, and if so towhat extent, an incentivemechanismcan invoke such contributions? Toanswer these questions, weemploy

ann-player continuous quantumgamemodel to analyze the general extrinsic incentivemechanisms aswell as the reputation-based

incentivemechanisms, a typical class of extrinsic incentivemechanisms.We focus on studying the extrinsic incentivemechanisms in this

paper due to their wide scope of applications stemming from the fact that they promote cooperative behaviors by offering rewards rather

than depending on the internal bounds (e.g., social ties) among peers, whichmay not always exist between any pair of peers. To the best of

our knowledge, we are the first to analyze the extrinsic incentivemechanisms for P2P services froma quantumgame perspective. Such a

perspective is adopted because the extended strategy space in the quantumgame broadens the range for searching optimal strategies and

the introduction of entanglementmakes the proposed analytical frameworksmore practical due to the consideration of the peers’

relationships imposed by the rewards in extrinsic incentivemechanisms. Our quantum game-based analytical framework is generic

because it is compatible with classic game-based schemes. The analytical results can provide a straightforward insight on evaluating the

potential of the extrinsic incentivemechanisms and can serve as important references for designing new extrinsic incentivemechanisms.

Index Terms—P2P services, incentive mechanisms, quantum game

Ç

1 INTRODUCTION

MOBILE peer-to-peer (P2P) transmissions [1], [2], [3], a
method taking advantage of contacts among people

carrying mobile devices for disseminating data, can effec-
tively solve communication issues in challenged networks
without persisting connectivity. Another similar application
is P2P resource sharing, where resources (e.g., files) can be
directly shared among peers in a system. Mobile P2P trans-
missions and P2P resource sharing have a common trait
that any peer can act as a service provider as well as a ser-
vice user. Due to such a common trait, we call mobile P2P
transmissions and resource sharing as P2P services, which
can provide services without the need of any central server.

The success of P2P services relies on the solutions to a
long-standing problem that is originated from the classical
game model named the prisoner’s dilemma [4], where two

players of a game can choose to be cooperative or defective.
In P2P services, the dilemma stems from the conflict that
defection (i.e., not servicing others) is the dominant strategy
for each player while cooperation (e.g., downloading resour-
ces or relaying data for others) can maximize the overall
social welfare.

The prisoner’s dilemma in P2P systems gives birth to free
riders who choose to only enjoy contributions from others
while providing no service to others. As rational and intelli-
gent players, free riders adopt the dominant strategy of
defection, which is detrimental to the whole system. Hence,
incentive mechanisms are typically adopted to constrain
free-riding. The state-of-the-art incentive mechanisms can
be divided into two categories based on the natures of the
motivators: extrinsic and intrinsic, with the former promotes
cooperative behaviors by providing rewards (such as the
high precedence in being helped for data transmissions) [5],
[6], [7], [8], [9], [10], [11], [12], [13] and the latter encourages
reciprocal cooperation by utilizing internal bounds (such as
the social ties) among the peers [14], [15], [16], [17], [18].

Given such a variety of incentive mechanisms, we raise
the following fundamental questions: whether, and if so, to
what extent, an incentive mechanism can motivate coopera-
tion in P2P services? The answers to these questions can
offer an in-depth vision on evaluating the potential of an
incentive mechanism. Moreover, these answers can be used
as important guidelines for designing new incentive mecha-
nisms. Our unique approach to answering these questions
is based on the quantum game theory, which is the marriage
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of quantum mechanics and game theory. A quantum game
is a powerful tool because it extends the strategy space and
introduces the concept of entanglement. The extended strat-
egy space allows us to search optimal strategies from a
wider range, and the concept of entanglement enables us
to more accurately depict the relationship among rational
players. As a result, the quantum game theory is more
suitable for analyzing incentive mechanisms because it can
realistically model the impacts of the relationship among
players in the decision-making process through the concept
of entanglement.

In the conference version [19] of this paper, we proposed
two analytical frameworks to study the general extrinsic and
intrinsic incentive mechanisms in P2P services based on the
quantum game theory. In this paper, we go one step beyond
by focusing on the extrinsic incentive mechanisms since most
of the time, there exist no internal bounds among peers and
extrinsic incentive mechanisms have wider scope of applica-
tions. More specifically, in this paper, we analyze a typical
and frequently-used class of extrinsic incentive mechanisms,
namely the reputation-based incentive mechanisms, which
introduce the reputation or quasi-reputation metric for evalu-
ating the contribution of a node and giving the corresponding
reward. The reputation-based incentive mechanisms can be
further divided into two types:memoryless andmemory.

To analyze the extrinsic incentive mechanisms, we adopt
an n-player continuous quantum game model where the
state of each player is described by the single-mode electro-
magnetic field and the reward for a unit amount of trans-
mission is regarded as the degree of entanglement. To
the best of our knowledge, we are the first to analyze incen-
tive mechanisms for mobile P2P services from a quantum
game perspective. Additionally, our proposed analytical
framework is generic enough to be compatible with the
classic game-based schemes. Conclusively, we make the
following major contributions:

� The influence of the reward strength (i.e., the degree
of entanglement) from a general extrinsic incentive
mechanism on the optimal strategy and the optimal
expected payoff of each player is quantitatively ana-
lyzed; further, themathematical relationship between
the relay cost and the critical degree of entanglement
that can lead to the emergence of cooperation for gen-
eral extrinsic incentivemechanisms is deduced.

� The dependence of the cooperation ratio, the optimal
strategy, and the optimal utility of each player on the
entanglement degree under three reputation distribu-
tions in thememory reputation-based extrinsic incen-
tive mechanisms are analyzed; we also study the
ranking correlation among the reputation, the opti-
mal strategy, and the optimal utility of each player in
different reputation distribution scenarios.

� The impacts of the entanglement degree on the coop-
eration ratio, the optimal strategy, and the optimal
utility of each player are investigated for thememory-
less reputation-based extrinsic incentive mechanisms
in centralized and distributed settings based on real-
world data.

This paper is organized as follows. The related work is
presented in Section 2. Section 3 introduces the quantum

gamemodel for extrinsic incentive mechanisms. The general
extrinsic incentive mechanisms as well as the reputation-
based incentive mechanisms are analyzed respectively
from the quantum game perspective in Sections 4 and 5.
We conclude this paper in Section 6.

2 RELATED WORK

In this section, the state-of-the-art extrinsic incentive mecha-
nisms for P2P services are summarized. Examples of extrinsic
incentive mechanisms include [5], [6], [7], [8], [9], [10], [11],
[12], [13]. Specifically, Ning et al. [5] introduced the concept
of virtual checks to avoid the requirement of accurately know-
ing whom and how many credits an ad provider should
pay. With virtual checks, the interactions among nodes are
modeled as a two-player cooperative game whose optimal
solution is obtained through the Nash Bargaining Theorem.
Mobicent [6], a credit-based incentive system for delay toler-
ant networks (DTNs), employs an underlying routing proto-
col to find the most efficient routing paths for users, which is
also incentive compatible.

A typical kind of extrinsic incentive mechanisms is
reputation-based, which introduce reputation or quasi-
reputation metrics to evaluate the contribution of a node and
give the corresponding reward. In [7], credit and reputation
clearance are attached to the data a node forwards for others
so as to build a fair and attractive protocol. RELICS [8] adopts
a ranking system where a node transmits more messages
would be elevated to a higher rank, and a higher-ranked
node takes precedence over the lower-ranked ones when its
need is being serviced. BuSIS [9] evaluates the contributions
of nodes and grades them by their service level while stimu-
lating selfish nodes to earn more credits by providing
services to others. In [10], cooperative nodes can receive a
certain amount of credits. Multicent [11] models the packet
exchanges between a pair of nodes as a game, and the reward
credit to a node is determined by the payoff function of the
game. By allowing users to be aware of their status and par-
ticipate in communications more actively, [12] presents a
point-based incentive system to activate file sharing commu-
nications and prevent free-riding syndrome. Trust relations
between different types of peers and trust calculation are
carefully studied in [13] to incentivize peers to cooperate in a
hybrid P2P system.

The work focuses on analyzing incentive mechanisms for
P2P services is limited. As a pioneer work, [20] builds a uni-
fied framework based on which different incentive schemes
are examined by applying various classical game theoretic
models. This paper analyzes how to determine one peer’s
amount of content produced, the level of sharing and the
amount of content that it downloads from others, so as to
achieve Pareto efficiency for the social welfare under differ-
ent cases (i.e., non-cooperative and cooperative peers). This
analytical perspective is different from ours.

3 QUANTUM GAME FORMULATION

In this section, we quantize P2P services and shed light on
the effectiveness of the extrinsic incentive mechanisms. To
that aim, we introduce the necessary quantum game basics
in advance as follows.
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3.1 Quantum Game Basics

Similar to the classical game theory, players in a quantum
game act based on a specific set of strategies. In this subsec-
tion, we explain a number of important concepts that are
associated with quantum game players and their actions.

The state of playerm in a quantum game resides in a Hil-
bert space, and can be represented as a state vector jHmi,
where j�i is known as the Dirac notation. In quantum
mechanics, a Hilbert space consists of a set of base vectors.
Hence in the quantum game, the base vectors correspond to
the player’s classical strategies, and all the base vectors com-
pose his quantum state. That is, jHmi ¼

PKm
m¼1 p

m
mjtmmi, where

Km is the number of all strategies of player m, tmm is the mth

classical strategy of player m, and jpmmj2 is the probability
that the player adopts the classical strategy tmm. Note that
jHmi includes player m’s basic information, i.e., all his pos-
sible strategies and the corresponding probabilities.

When a quantum system contains multiple independent
players, the system state is defined as

Definition 3.1 (System state of multiple independent
players). The state jHi of a composite system consisting of n
independent players is the direct product of all the states of its
players, namely jHi ¼ jH1i � jH2i � � � � jHni, where jHmi is
the state of playerm,m ¼ 1; 2; . . . ; n.

Note that if players are dependent, the system state can-
not be represented as the direct product of the states of all its
players and should be described using entanglement. More
specifically, entanglement, the key concept in a quantum
game, can be employed to describe the relationship among
players. Since players often have more or less correlations
with others in real world, which obviously would impact
their strategies, the entanglement embedded in the game
scheme makes the quantum game approach more realistic
than the classical counterparts.

A generic quantum game starts with an initial system
state. After each player applies the operationwhich is defined
in the following, one can obtain the results of the quantum
game (e.g., payoffs, actual strategies) from the measurements
conducted on the final state.

Definition 3.2 (Operation of a Player). An operation of a
player is defined as a unitary operator.

3.2 Quantum Game Model

In this subsection, we introduce the quantum game model
that can formulate the extrinsic incentive mechanisms in
P2P services. To be specific, in our scenario, the strategy of

each node is the amount of data relayed or shared for each
received request. Since the strategy is continuous, we adopt
the single-mode electromagnetic field [21] whose quadra-
ture amplitudes have a continuous set of eigenstates as the
state of each node m, denoted as jvacmi. We assume that
there are n nodes in the network/system. Thus, the direct
product of n nodes’ states jvac1i � jvac2i� � � � � jvacni is the
input of the quantum game. We adopt a popular quantum
game [22], [23], shown in Fig. 1, to model the behavior of
each node. The model includes the following three stages:

1) All nodes are entangled through an entangling gate
Ĵð�Þ. The initial quantum state of the system is
jciniti ¼ Ĵð�Þjvac1i � jvac2i� � � � � jvacni. Note that �
is the degree of entanglement.

2) Each node m operates on its state using a unitary
operator D̂mðm ¼ 1; 2; . . . ; nÞ. A unitary operator D̂m

has the feature of D̂mD̂
y
m ¼ 1, where D̂y

m is the adjoint
operator of D̂m.

3) Lastly, a disentangling gate Ĵð�Þy is applied on the
system and a measurement is taken on the final state
jcfi of the system, which reads as

jcfi ¼Ĵð�ÞyðD̂1 � D̂2 � � � � � D̂nÞĴð�Þ
jvac1i � jvac2i � � � � � jvacni:

(1)

The quantum game model mentioned above contains entan-
glement operations. The entanglement phenomenon occurs
when a composite physical system cannot be described inde-
pendently upon its sub-systems. Similarly, in a P2P service
with an extrinsic incentive mechanism, nodes, like the sub-
systems, are associated with each other by serving others
and being rewarded. As a result, it is suitable to model the
relationship among nodes using the concept of entanglement.
The degree of entanglement describes the extent to which a
node is willing to serve others, which is closely related to the
reward strength. Subsequently, we set the entanglement
degree � to be the reward for delivering unit data in an
extrinsic incentive mechanism. A high degree of entangle-
ment means that highly cooperative nodes can get more
transmission help and resource sharing from others. Never-
theless, when � is set to 0 and a disentangling operator Ĵð�Þy
(Ĵð�ÞyĴð�Þ ¼ 1) is involved before measurement, our pro-
posed analytical framework reduces to a classical game-
based one.

The entangling gate Ĵð�Þ in our model has the form simi-
lar to that in [21], which is given below:

Ĵð�Þ ¼ exp �
Xn�1

j¼1

Xn
m>j

�ðâymâyj � âmâjÞ
( )

: (2)

In the above equation, � 2 ½0;1�; âm and âym are the annihila-
tion and creation operator of the mth electromagnetic field
mode, respectively. We use the particle-number representa-
tion to eliminate the completeness of calculating the direct
product of n players’ state. Since the interaction between two
nodes is equivalent to each other, Ĵð�Þ is symmetric with
respect to the interchange of the two field modes. The term

�ðâymâyj � âmâjÞ refers to that node m is entangled with node

j in terms of the degree of entanglement �. The summation

Fig. 1. Quantum model for extrinsic incentive mechanisms.
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in (2) means that any nodem is entangled with the rest of the
n� 1 nodes. When � 6¼ 0, the states of any node are affected

by those of the other nodes in the network. Thus, a selfish

node is forced to consider other nodes’ strategies beforemak-

ing a decision rather than directly taking free-riding. There-

fore, it is possible for selfish nodes to choose to cooperate.
We refer the operation of node m as D̂m. The form of the

unitary operator D̂m for node m is similar to that in [21].
Hence, the operation set of nodem is as follows

Sm ¼ fD̂mðxmÞ ¼ expð�ixmP̂mÞjxm 2 ½0;1�g;

where i is the imaginary unit, xm refers to the operation
parameter of nodem and P̂m ¼ iffiffi

2
p ðâym � âmÞ is its momentum

operator. As shown in [21], D̂m is exactly the quantum oper-
ation that includes the classical operation as well.

After the disentangling gate Ĵð�Þy, final measurements
are taken on the position operator X̂m ¼ 1ffiffi

2
p ðâym þ âmÞ of each

node m and the result is qm (m ¼ 1; 2; . . .n). If the degree of
entanglement � ¼ 0, qm ¼ xm, which means that each player
adopts the classical strategies xm. Otherwise, since the initial
state of the composite system is entangled, qm is the linear
combination of each player’s classical strategy. That is, qm ¼Pn

i¼1 cixi, where ci is the coefficient correlated with the
degree of entanglement �.

4 ANALYTICAL FRAMEWORK FOR THE GENERAL

EXTRINSIC INCENTIVE MECHANISMS

The evaluation of the extrinsic incentive mechanisms needs
to be based on the strategy of each node, which is typically
determined by its utility. Hence, we start by formulating the
utility in a generic extrinsic incentive scenario. The two
words node and player are used interchangeably hereafter.

4.1 Utility Formulation

Wemodel the utility of a node that serves others based on the
feature of the extrinsic incentive mechanisms. To be specific,
the utility $m of a serving nodem is formulated as follows:

$m ¼ �cðqmÞ þ m1qm; (3)

where cðqmÞ is the cost of transmitting qm units of data, and
m1 is the reward for delivering a unit of data. Commonly, m1

is denoted as the reward strength in general extrinsic incen-
tive mechanisms. It is worthy of noting that according to the
quantum game model introduced in Section 3.2, m1 ¼ �, the
degree of entanglement. We adopt the mainstream cost
form [24] in the market-economy to model the relaying cost
cðqmÞ, that is,

cðqmÞ ¼ c0 þ bqm þ aq2m; (4)

where c0 represents the fixed relaying cost, bqm þ aq2m is the
variable relay cost depending on the amount of transmitted
data qm, and b and a are corresponding coefficients. Gener-
ally speaking, we set a to be small, making the term aq2m neg-
ligible when qm is relatively small. However, as qm grows
larger, it becomes the dominant factor for the total relay cost.
Note that the above utility has a generic form. For any given
extrinsic incentive mechanism, the utility of each node may

be different. Such a difference, however, does not affect the
applicability of our proposed framework.

4.2 Optimal Strategies

With the above quantum game model for P2P services, we
now move forward to derive the optimal strategy for each
node. Specifically, we have

Theorem 4.1.

Ĵð�ÞyP̂mĴð�Þ ¼ P̂m

n

�
eðn�1Þ� þ ðn� 1Þe��

�
þ

Xn
j¼1;j6¼m

P̂j

n

�
eðn�1Þ� � e��

�
Proof. We use the mathematical induction to prove

Theorem 4.1 as follows:

a) Whenn ¼ 2, Ĵð�Þ ¼ expf��ðây1ây2 � â1â2Þg. Because
Ĵð�Þy ¼ Ĵð�Þ�1, Ĵð�Þy ¼ expf�ðây1ây2 � â1â2Þg. Let

Â ¼ �ðây1ây2 � â1â2Þ. According to the Baker-
Campbell-Hausdorff formula, we have

Ĵð�Þyâ1Ĵð�Þ ¼
X1
j¼0

1

j!
½ÂðjÞ; â1�

¼ ây1
X1
j¼0

1

ð2jÞ!�
2j � â2

X1
j¼0

1

ð2jþ 1Þ!�
2jþ1:

(5)

Eq. (5) is obtained by employing the commutation

relations ½Âð0Þ; â1� ¼ â1 and ½ÂðjÞ; â1� ¼ ½Â; ½Âðj�1Þ;
â1�� for 8j � 1. Similarly,

Ĵð�Þyây1Ĵð�Þ ¼ ây1
X1
j¼0

1

ð2jÞ!�
2j � â2

X1
j¼0

1

ð2jþ 1Þ!�
2jþ1:

Due to P̂1 ¼ iffiffi
2

p ðây1 � â1Þ,

Ĵð�ÞyP̂1Ĵð�Þ ¼ iffiffiffi
2

p Ĵð�Þyðây1 � â1ÞĴð�Þ

¼ P̂1

X1
j¼0

1

ð2jÞ!�
2j � P̂2

X1
j¼0

1

ð2jþ 1Þ!�
2jþ1

¼ P̂1
e� þ e��

2

� �
þ P̂2

e� � e��

2

� �
;

and because of the symmetric property of Ĵð�Þ,
we have

Ĵð�ÞyP̂2Ĵð�Þ ¼ P̂2
e� þ e��

2

� �
þ P̂1

e� � e��

2

� �
:

b) Suppose when n ¼ k, for any arbitrary positive
integerm <¼ k, we have

Ĵð�ÞykP̂mĴð�Þk ¼
P̂m

k
ðeðk�1Þ� þ ðk� 1Þe��Þ

þ
Xk

j¼1;j6¼m

P̂j

k
ðeðk�1Þ� � e��Þ;

where Ĵð�Þk ¼ expf�Pk
m<j¼1;m6¼j �ðâymâyj � âmâjÞg

and
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Ĵð�ÞykâmĴð�Þk ¼
X1
j¼0

1

j!
½ĜðjÞ; âm�

¼ âmz1 þ y1
Xk

j¼1;j6¼m

âj � âymz2 þ y2
Xk

j¼1;j 6¼m

â
y
j:

(6)

In (6), bG ¼ Pk
m< j¼1;m6¼j �ðâymâyj � âmâjÞ; z1 and z2

are respectively the even-power and the odd-

power terms in the Taylor expand series of eðk�1Þ�þ
ðk� 1Þe��; similarly, y1 and y2 are respectively the

even-power and the odd-power terms in the Taylor

expand series of eðk�1Þ� � e��.
(c) When n ¼ kþ 1, Ĵð�Þkþ1 ¼ expf�Pk

m¼1 �ðâymâykþ1�
âmâkþ1ÞgĴð�Þk. Let bE ¼ bGþ bC, where bC ¼ Pk

m¼1

�ðâymâykþ1 � âmâkþ1Þ. Taking advantage of the

Baker-Campbell-Hausdorff formula, we can obtain

Ĵð�Þykþ1â1Ĵð�Þkþ1 ¼
X1
g¼0

1

g!
½ÊðgÞ; â1�

¼ â1
k

kþ 1

X1
g¼0

1

ð2gÞ!�
2gðk2g�1 þ 1Þ

� �

� ây1
k

kþ 1

X1
g¼0

1

ð2gþ 1Þ!�
2gþ1ðk2g � 1Þ

� �

þ
Xkþ1

j¼1;j6¼1

âj
1

kþ 1

X1
g¼0

1

ð2gÞ!�
2gðk2g � 1Þ

� �

þ
Xkþ1

j¼1;j6¼1

âyj
1

kþ 1

X1
g¼0

1

ð2gþ 1Þ!�
2gþ1ðk2gþ1 � 1Þ

� �
:

(7)

Here (7) is calculated by using the commuta-
tion relations ½Êð0Þ; â1� ¼ â1, ½Ê; â1� ¼ ½Ĝþ Ĉ; â1� ¼
½Ĝ; â1� þ ½Ĉ; â1� and ½ÊðgÞ; â1� ¼ ½Ê; ½Êðg�1Þ; â1�� for

8g > 1.
We then can get Ĵð�Þykþ1â

y
1Ĵð�Þkþ1 by a similar

way. As P̂1 ¼ iffiffi
2

p ðây1 � â1Þ, we have

Ĵð�Þykþ1P̂1Ĵð�Þkþ1

¼ P̂1
1

kþ 1

X1
g¼0

1

g!
ðk�Þg þ k

X1
g¼0

1

g!
ð��Þg

" #

þ
Xkþ1

j¼1;j 6¼1

P̂j
1

kþ 1

X1
g¼0

1

g!
ðk�Þg �

X1
g¼0

1

g!
ð��Þg

" #

¼ P̂1
1

kþ 1
ðek� þ ke��Þ þ

Xkþ1

j¼1;j6¼1

P̂j
1

kþ 1
ðek� � e��Þ:

Considering the symmetric form of ^Jð�Þkþ1, we

can easily get ^Jð�Þykþ1P̂m
^Jð�Þkþ1 for any arbitrary

m by the same method. Hence, Theorem 4.1 is
proved. tu

Theorem 4.2.

Ĵð�ÞyD̂mĴð�Þ ¼ expf�ixm

�
P̂m

1

n

�
eðn�1Þ� þ ðn� 1Þe��

�
þ

Xn
j¼1;j6¼m

P̂j
1

n
ðeðn�1Þ� � e��Þ

�
:

Proof. By using a Taylar series of D̂mðxmÞ, Ĵð�ÞyD̂mĴð�Þ can
be expressed as

Ĵð�ÞyD̂mĴð�Þ ¼ Ĵð�Þy
X1
h¼0

1

h!
ð�ixmP̂mÞhĴð�Þ: (8)

We have Ĵð�Þyð�ixmP̂mÞhĴð�Þ ¼ ½ð�ixmÞĴð�ÞyP̂mĴð�Þ�h
for every term in (8) due to Ĵ Ĵy ¼ 1. Hence, Ĵð�ÞyD̂mĴð�Þ
can be easily calculated since we know the exact result of

ð�ixmÞĴð�ÞyP̂mĴð�Þ according to Theorem 4.1. tu
Based on Theorem 4.2, the final state of the quantum

game model jcfi in (1) can be written as

jcfi ¼ ½ðĴð�ÞyD̂1Ĵð�ÞÞ � ðĴð�ÞyD̂2Ĵð�ÞÞ � � � � �
ðĴð�ÞyD̂nĴð�ÞÞ�jvac1i � jvac2i � � � � � jvacni
¼ expf�i½x1 1

n
ðeðn�1Þ� þ ðn� 1Þe��Þ

þ
Xn

j¼1;j6¼1

xj
1

n
ðeðn�1Þ� � e��Þ�P̂1gjvac1i�

expf�i½x2
1

n
ðeð�1Þ� þ ðn� 1Þe��Þ

þ
Xn

j¼1;j6¼2

xj
1

n
ðeðn�1Þ� � e��Þ�P̂2gjvac2i � � � � �

expf�i½xn
1

n
ðeðn�1Þ� þ ðn� 1Þe��Þ

þ
Xn

j¼1;j6¼n

xj
1

n
ðeðn�1Þ� � e��Þ�P̂ngjvacni:

After forwarding jcfi to measurement, nodem can measure
the data it relays to other nodes as follows:

qm ¼ xm

n
ðeðn�1Þ� þ ðn� 1Þe��Þ þ

Xn
j¼1;j6¼m

xj

n
ðeðn�1Þ� � e��Þ:

In light of the conditions of the Nash Equilibrium, that is,
@$1
@x1

¼ @$2
@x2

¼ � � � ¼ @$n
@xn

¼ 0 and @2$m
@x2m

< 0 ðm ¼ 1; 2; . . . ; nÞ, we

can obtain the optimal value of xm, i.e., x
�
m, as follows:

x�
1 ¼ x�

2 ¼ � � � ¼ x�
n ¼ ð�� bÞðeðn�1Þ� þ ðn� 1Þe��Þ

2ae2�ðn�1Þ þ ðn� 1Þ2aeðn�2Þ� :

Subsequently, the optimal strategy of each node is:

q�1ðx�1; x�
2; . . . ; x

�
nÞ ¼ q�2ðx�

1; x
�
2; . . . ; x

�
nÞ ¼ � � �

¼ q�nðx�1; x�2; . . . ; x�
nÞ

¼ eðn�1Þ�ð�� bÞðeðn�1Þ� þ ðn� 1Þe��Þ
2ae2�ðn�1Þ þ ðn� 1Þ2aeðn�2Þ� :

(9)

Thus, the optimal utility $�m (m ¼ 1; 2; :::; n) of each player
can be calculated according to (3).

4.3 Numerical Analysis

In this subsection, we investigate whether nodes decide to
serve others and towhat extent they arewilling to help in gen-
eral extrinsic incentive mechanisms via numerical analysis.
To that aim,we first give the following definition:
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Definition 4.1 (Critical degree of entanglement). The
critical degree of entanglement �c is a value which leads to
the emergence of cooperation under an extrinsic incentive
mechanism.

In other words, under our extrinsic incentive mechanism,
a player cooperates when � � �c, but defects otherwise.

Next, we utilize Matlab R2013b on a laptop with Intel
Core i5 Processor (2.3 GHz) and 8 GB memory to conduct
the numerical analysis, which is the default experimental

environment throughout the whole paper. Fig. 2a, 2b plot
node m’s optimal strategy q�m and its corresponding utility
$�m when � and c0�vary but b ¼ 1. We also give q�m and $�m
with different � and bwhen c0 ¼ 30 in Fig. 2c, 2d. It is worth
noting that we have done extensive experiments and found
out that the trends of q�m and $�m are consistent with those in
Fig. 2 for different sets of b and c0 values.

In Fig. 2a, one can observe that the lines depicting q�m
under different values of c0 overlap, which indicates that
node m’s best strategy has nothing to do with c0 (i.e., the
fixed transmission cost). Additionally, Fig. 2a, 2c demon-
strate that when � increases to a certain level, q�m approaches
positive. However, this does not mean that node m would
necessarily relay or share q�m data because his utility $�m may
be less than zero as shown in Fig. 2b, 2d. Nodes adopt their
calculated optimal strategies onlywhen $�m > 0.

In Fig. 3, we illustrate �c with different values of c0 and b.
One can see that �c goes up with the increase of either c0 or
b. This is because �c needs to be adaptive to offset the nega-
tive impacts (i.e., the increase of the cost of relaying or shar-
ing data) on the cooperativeness of a node. Our results
indicate that the emergence of cooperation does exist in P2P
services, which depends upon the critical degree of entan-
glement �c.

We denote the optimal strategy q�m of nodemwhen � ¼ �c

as the critical optimal strategy q�mc. Fig. 4 demonstrates that
q�mc changes with different c0 and b when employing the
same parameter set as in Fig. 3. We observe that q�mc rises up
with the increase of c0, while stays the same when b varies.
The rationales behind these results are: i) �c increases with
c0, which leads to the growth of q�mc; and ii) the increase of b is
offset by the reward according to the mechanism, and thus
makes q�mc unchanged.

Fig. 2. Evolution of q�m and $�m under different settings.

Fig. 3. Critical value of � with different c0 and b.

Fig. 4. Critical values of q�m with different c0 and b.
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5 ANALYTICAL FRAMEWORK FOR

REPUTATION-BASED INCENTIVE MECHANISMS

As a typical class of extrinsic incentive mechanisms, reputa-
tion-based ones employ the reputation value to evaluate the
contribution of a node, which is also a metric for reacting to
the service requests of the node. Reputation-based incentive
mechanisms can be further categorized into two categories:
memory and memoryless ones. In the following, we first
introduce our analytical methods; then we detail the analyti-
cal results for memory reputation-based incentive mecha-
nisms as well as their memoryless counterparts.

5.1 Analytical Methods

The utility of each player is the basis of its behavior motiva-
tion and should be formulated in advance. Similarly, the
utility (Um) of a node m in a reputation-based incentive
mechanism includes the cost of delivering data and the cor-
responding reward. However, the reward is not only related
to the amount of data dm the node helps to serve but also its
reputation rm. Obviously, the bigger the dm and rm, the more
reward the node can obtain. Hence, the utility of a nodem in
a reputation-based incentivemechanism can bewritten as

Um ¼ �cðdmÞ þ m2rmdm; (10)

where cðdmÞ is the cost of relaying data and m2rm is the
reward for a unit amount of the delivered data, which is
proportional to the reputation (rm) of node m and m2 is the
reward strength in the reputation-based scheme.

Based on the above utility, we can also employ the quan-
tum model to depict reputation-based incentive mecha-
nisms, where the entanglement degree � ¼ m2, i.e., the
reward strength. Then the corresponding optimal strategy
and the optimal amount of relayed data d�m for each player
can be calculated using the similar method in Section 4, and

thus d�m ¼ eðn�1Þrm�ðrm��bÞðeðn�1Þrm�þðn�1Þe�rm�Þ
2ae2rm�ðn�1Þþðn�1Þ2aeðn�2Þrm� based on which

we can obtain the utility of any node in light of (10).

5.2 Analytical Results for Memory
Reputation-Based Incentive Mechanisms

In amemory reputation-based incentivemechanism, the rep-
utation of each node is time-varying and is associated with
its amount of data transmitted at the current period and the
previous reputation which may decrease with time. Hence,
nodes can improve their reputation by transmitting or shar-
ing data at the current period; and if they do not transmit

data at the following periods, their reputation may decrease
to 0 quickly. This kind of system has the advantage of taking
into account nodes’ history information. Such a reputation
system is employed by many incentive mechanisms such as
[7]. Let rtm be the nodem’s reputation at time t; then its repu-
tation at time tþ 1 can bewritten as

rtþ1
m ¼ e�rDtrtm þ ~dm; (11)

where r is the decrease rate of reputation, Dt is the time
interval, and ~dm is the normalized amount of data transmit-
ted or shared by nodem.

Using (11) to compute the reputation rm in (10), one can
obtain the optimal strategy for each player via the method
described in the previous subsection.1

In the following we report our simulation results. In our
simulations, we consider three initial reputation distribu-
tions, namely normal, power-law, and uniform distribu-
tions. Then we investigate the system evolution under these
three different initial settings.

We first analyze the characteristics before the system
begins to evolve, i.e., t ¼ 0. We depict the dependence of the
optimal amount of relayed or shared data d�m, the best utility
U�
m, and the cooperation ratio h2 on the entanglement degree

� for different initial reputation distributions when t ¼ 0 in
Fig. 5. Note that the d�m and U�

mðm ¼ 1; 2; :::; nÞ of all players
show similar tendency; thuswe randomly select a player’s d�m
andU�

m to plot.
From Fig. 5, one can learn that d�m, U

�
m, and h increase

with � no matter what the initial reputation distribution is.
Thus in a memory reputation-based incentive mechanism,
players tend to transmit more data, gain more benefit, and
are more willing to cooperate as the reward provided by the
system increases. Additionally, when the initial reputation
is uniformly distributed, the critical degree of entanglement
defined in Section 4, i.e., �c, is about 0.04, and when the initial
reputation follows a normal or a power-law distribution, �c is
roughly 0.05. In other words, under our parameter settings,
the memory reputation-based incentive mechanisms can
facilitate a system to obtain a high level of cooperation before
the system starts to evolve even if its reward strength �c is
quite small.

Fig. 5. The dependence of d�m, U
�
m, and h on � under different initial reputation distributions (t ¼ 0).

1. Note that the above utility has a generic form. For any given
extrinsic incentive mechanism, the utility of each node may be differ-
ent. Such a difference, however, does not affect the applicability of our
proposed framework.

2. The ratio of the number of cooperative players to the number of
total players.
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In Fig. 6, we depict the evolution of rm, d
�
m, and U�

m for
different initial reputation distributions. One can see that in
all the three settings, once the reputation rm decreases, d�m
and U�

m decrease at the same time. The evolution can finally
reach a stable state.

We demonstrate the cooperation ratio h on different t and
� under the three different initial reputation settings in
Figs. 7, 8, and 9, respectively. One can see that when �
increases, h increases as well at all time, which means that
the system reward strength � has a significant influence on
the cooperative ratio. When � is small, h decreases as time
goes by, while h stays at 1 for large � values. In other words,
the number of cooperative players decreases as time goes if
the system reward strength is not large enough, while the
players always cooperate when the system reward is large.
Moreover, �c increases as time goes, indicating that the

system needs to providemore reward to achieve cooperation
as the system evolves.

We also conduct the Kendall correlation analysis [25],
[26] between the ranking by reputation r and that by the
optimally transmitted or shared data d�, and between the
ranking by r and that by the best utility a player obtains U�.
The results are shown in Figs. 10, 11, and 12.

One can see that under all the three distributions, as time
goes by, the correlation between the ranking by r and that by
d� and the correlation between the ranking by r and that by
U� increase, which means that a player with a high reputa-
tion tends to transmit more data and get more payoff as time
goes. With the increase of �, under the uniform and power-
law distributions, the correlation between the ranking by r
and that by d� and the correlation between the ranking by r
and that byU� increase; while under the normal distribution,
the correlation between the ranking by r and that by d�

decreases and the correlation between the ranking by r and
that by U� increases. These phenomenon can be explained as
follows: under the initial uniform and power-law distribu-
tions of the reputation, when the system provides more
reward, a player with a high reputation tends to transmit
more data and get more payoff; while under the initial nor-
mal distribution of the reputation, a player that has a high
reputation tends to transmit less data but can get more pay-
off when the system reward increases.

5.3 Analytical Results for Memoryless
Reputation-Based Incentive Mechanisms

The reputation in memoryless mechanisms is equivalent
to counting the contributions of the nodes in the present

Fig. 6. The evolution of rm, d
�
m, and U�

m under different initial reputation distributions.

Fig. 7. Cooperation ratio h on different t and � under the initial uniform
reputation distribution.

Fig. 8. Cooperation ratio h on different t and � under the initial normal
reputation distribution.

Fig. 9. Cooperation ratio h on different t and � under the initial power-law
reputation distribution.
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period. The memoryless reputation-based incentive mecha-
nisms can be implemented in two systems: centralized and
distributed.

5.3.1 Centralized System

In a centralized system, there exists a central server who
knows all the nodes’ relaying or sharing information in the
present period and helps the system to calculate and store
the reputation of each node [12]. The memoryless reputa-
tion-based incentive mechanisms in a centralized system
are quite fair and can avoid malicious players to some
extent. In the most general form, the memoryless reputation
sm of nodem can be calculated as follows,

sm ¼ Xm � Ym; (12)

whereXm and Ym are respectively the numbers of times that
node m relays or shares data for other nodes and gets data
from other nodes.

5.3.2 Distributed System

In a distributed environment, each node needs to store the
local trust values for the nodes it contacts, and a distributed
reputation calculation algorithm is implemented to com-
pute the global trust value of each node. Tian et al. [13] pro-
posed an incentive mechanism in a distributed peer-to-peer
environment. Cost-effective algorithms to obtain the global
trust values for each node were presented in [27], [28]. Since
the reputation was well formulated from the mathematical
viewpoint in [27], we utilize its methods in our numericalFig. 11. The correlation analysis on rankings under the normal distribution.

Fig. 12. The correlation analysis on rankings under the power-law
distribution.

Fig. 10. The correlation analysis on rankings under the uniform
distribution.

WANG ET AL.: QUANTUM GAME ANALYSIS ON EXTRINSIC INCENTIVE MECHANISMS FOR P2P SERVICES 167

Authorized licensed use limited to: TEXAS CHRISTIAN UNIVERSITY. Downloaded on May 21,2020 at 01:56:22 UTC from IEEE Xplore.  Restrictions apply. 



analysis. Suppose there are n players in the system; for each
player i, its reputation can be represented by

r
ðkþ1Þ
i ¼ ð1� aÞðc1irðkÞ1 þ c2ir

ðkÞ
2 þ . . .þ cnir

ðkÞ
n Þ þ api;

(13)

where cni is the local trust value of player i from the perspec-
tive of player n, pi is the pre-reputation of player i, k is the
iteration number, and a is a weight coefficient. By continu-
ously calculating (13), if k is large, r

ðkþ1Þ
i can converge to a

value, which corresponds to the global trust value of player i.

5.3.3 Simulation Analysis

We utilize two real world data sets, namely MIT and iMote,
two popular data sets to study P2P transmission [29], [30],
[31], to investigate two kinds of the memoryless reputation-
based incentive mechanisms. The MIT data set has captured
communication, proximity, location, and activity information
from 100 subjects at MIT over the course of the 2004� 2005
academic year [32]. It includes 897921 records, with each
offering the following information: the ID of the person that
records the phone call (person oid), the direction of the call
(direction), and the phone number on the other end of the call
(phonenumber oid). The iMote data includes a number of
traces of Bluetooth sightings by groups of users carrying
small devices (iMotes) for a number of days in office, confer-
ence, and city environments [33]. The three documents
(contacts.*.dat, table.*.dat, MAC3Btable.*.dat) in this data set
give information about the devices’ ID in sightings among
Bluetooth devices and iMote devices and the length of the
contact time.

In each real-world data-based simulation, we assume
every node m has its own data. Once meeting other nodes,
the node needs to require whether others are willing to help
relaying, and at the same time, it should compute d�m to

determine the best amount of data it needs to relay for
others.3 Hence, the reputation of node m can be updated
which affects its best utility U�

m.
In Fig. 13, we depict the dependence of d�m, U

�
m, and h on �

in a centralized system. One can see that d�m, U
�
m, and h

increase with �, and the system exhibits the emergence of
cooperation when � is small for both data sets. Similarly, the
dependence of d�m, U

�
m, and h on � in the distributed environ-

ment are shown in Fig. 14, which demonstrates that d�m, U
�
m,

and h also increase with �, and a quite small � can lead to the
emergence of cooperation in the system for both data sets.
Conclusively, for a memoryless reputation-based incentive
mechanism, as the reward provided by the mechanism
increases, players tend to transmit more data and gain more
payoffs correspondingly, and the system can guarantee a
high degree of cooperation.

6 CONCLUSION

In this paper, we adopt an n-player continuous quantum
game model to analyze the general extrinsic incentive mech-
anisms as well as the memoryless and memory reputation-
based incentive mechanisms. More specifically, the impact
of the reward strength from a general extrinsic incentive
mechanismon the optimal strategy and the optimal expected
payoff of each player is quantitatively analyzed and when
the cooperation for a general extrinsic incentive mechanism
emerges is deduced. The influence of the entanglement
degree under three reputation distributions inmemory repu-
tation-based incentive mechanisms are analyzed, followed
by the study on the ranking correlations among the reputa-
tion, the optimal strategy, and the optimal utility of each
player under different reputation distribution scenarios. We

Fig. 13. Analysis on the memoryless reputation-based incentive mechanism for the iMote and MIT data in a centralized system.

Fig. 14. Analysis on the memoryless reputation-based incentive mechanism for the iMote and MIT data in the distributed system.

3. if d�m ¼ 0, it will not help relaying.
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also study the power of the entanglement degree under the
memoryless reputation-based incentive mechanisms based
on real-world data. To the best of our knowledge, we are the
first to analyze extrinsic incentive mechanisms for P2P serv-
ices from a quantum game perspective. Our proposed quan-
tum game-based analytical framework is generic; thus it is
suitable for various scenarios because they are compatible
with the classic game-based schemes.
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