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We study the dynamics o$mallinhomogeneities in an expanding universe collapsing to form
bound structures using full solutions of the Einstein-Vlasov (N -body) eqlétiaosnpare these
to standard Newtonian N -body solutions using quantities defined with respect to fiducial observers
in order to bound relativistic effecf8e focus on simplified initiabnditions containing a limited
range oflength scaleshut vary the inhomogeneities from smmadignitudewhere the Newtonian
and general-relativistic calculations agree quite vtellarge magnitudewhere the background
metric receives an order one correctiofor large inhomogeneitiese find that the collapse of
overdensities tends to happen faster in Newtonian calculations relative to fully general-relativistic
ones.Even in this extreme regime, the differences in the spacetime evolution outside the regions of
large gravitational potential and velocity are $orasitandard cosmological values, we corroborate
the robustness of Newtonian N -body simulations to model large scale perturbations and the related
cosmic variance in the local expansion rate.

[.  INTRODUCTION elliptic description of gravity [22]. Howeverthis
requiresmaking a priori assumptionaboutwhich

Recently, there has been a growing interest in qtf§f2S can be neglected.
tifying the importance of effects that are both nonlif3R simulations also tend to discretize the metric
ear and relativistic on the large scale evolution anfinctions on gridswhich makes it naturab use a
deve|opment of structure in the Universe ['_[h]sO] fluid description othe cold dark matter which can
means Studying effecthat may be missed by the be discretized on the same grldl'hls is what has
standard tool for studying cosmological structure fgen done for most full GR calculations of cosmologi-
mation:Newtonian N -body simulatioriBhe moti-  cal structure to date (Refs. [9, 10, 23] are exceptions to
vation for such studies ranges from answering clafiiis). However, such fluid descriptions break down as
that small scalenonlinearitiesnay havea strong  Soon as multistream regions emewgéch of course
“backreaction” on large scales on the one extrema@ld generic features of structure formation.
15],to the desire to quantify smalybpercent rela-  Finally, there is the difficulty of distinguishing and
tivistic effects which may soon become observablguantifying the magnitude of effects coming from non-
the era of precision cosmology [16-18]. linear gravity, from those solely due to nonlinear per-

There are a number athallenges in performing aturbations in the matter (which wik captured by
full, nonperturbative general-relativistic (GR) calcigtandard Newtonian calculations) [Fér example,
lation of structure formationSolving the Einstein one cannot simply look at how inhomogeneous vari-
equationgequiresboth solving a setof constraint ous functions othe metric are in a GR simulation.
equations (typically elliptic) at the initisine and Related to this, when one is considering nonlinear de-
evolving hyperbolic equations fidre metric which Vviations from a homogeneous spacetitoerdinate
have characteristics that propagate at the speed gmbiguities make it difficult to interpret the metric
light. The latter imposes a severe restriction on th&inctions directlyand one has to be carefiol com-
timestep of the simulation compared to the case Whié&@egauge invariant quantities in order to make a
the gravity is completely determined by an elliptianeaningful comparison [9].
equation and thematter movesnonrelativistically.  This work extendshat of Ref. [7], where a di-
Resolving the smaklcales oftollapsed structures is rect comparison of Newtonian and GR simulations of
already very challenging within the Newtonian fragtedcture formation was performed utilizing the dic-
work [19, 20], and this restriction makes the GR cagmary of Refs[24,25]to generate consistent initial
much more severddence,most calculations begin- conditions in both simulations and to compare observ-
ning with a range of length scales very quickly beairas.In Ref. [7], a fluid description of the matter was
underresolved@ne approach is to only include somased for the GR calculations;hich meant that the
general-relativistic corrections which do not breakddraparison became unreliable past the point where
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multistream regions would develttgre, we use the tude density perturbatidhg 19= 0.25, 0.5, 1, and
methods of Ref. [23] to solve the Einstein-Vlasov équBEhe initial velocity is given by the Zel’dovich ap-
tions, allowing us to continue the comparison as bproxdmation [26]
structures are formed/e sidestep some of the com- , ,
putational challenges mentioned above by considering v\ = Hod cos(kx)/k . (2)
simplified initiatonditionsywhere the perturbations o . ,
are concentrated at a single wavelength, but consld&se initial conditionshave a maximum over-
various magnitudes for the inhomogenkdtidarge density at (0, 0, 0Jand maximum underdensity at
enough inhomogeneities (in excess of standard codike UK, “/.k)- ) )
logical valuesyye do find appreciable deviations be- As described in detaiin Ref. [7], fully general-
tween the Newtonian and GR calculatiomgh the relativistic initiadata are calculated using the dic-
collapse obverdensities happening faster in the fokionary of Refs.[24,25]to determine the approxi-
mer. Howeverjn the reg|me Where th|s occur'ﬁl mate metric and StreSS-.energy tgnSOI:, and then SOIV|ng
is already clear from the Newtonian calculation jt-the full Einstein constraint equations in the .conformal
selfthat deviations are expected since the gravitathin-sandwich formulation [27] for any nonlinear cor-
tional potential and velocities relative to the speed@stions.
light are becoming comparable to Uritshermore,
even in such cases, we find that outside the regions of
large gravitation@lotentialthe agreement between B. Newtonian simulations
the two methods in observables like the evolution of
the density and the propagation of light is still goodThe Newtonian N -body simulations are performed
The remainder of this paper is as follovéec. Il, using the GADGET-2 code [28ith a TreePM al-
we describe the initiaconditionswe considerthe  gorithm for the gravity solver [ZB&se simulations
methods we use to evolve in both a full GR and Ne&rve as a reference to standard computational cosmol-
tonian frameworkand the diagnostic quantities weogy, where the evolution of the cosmic density field is
use to compare the twdn Sec.lll, we present the governed by Newtonian gravity, and is fully separated
results of our calculations evolving inhomogeneitiéoef the background expansion, described in turn by
various magnitudesnd in SeclV we conclude.ln  the Friedmann equatioGADGET-2 has been vali-
the appendixwe present results estimating the nudated in a number of comparison studies verifying the
merical errors in our calculatiolée use units with accuracy and robustnessvafrious numericahnple-
G = c = 1 throughout. mentations of cold dark matter cosmologiaalla-
tions (see, e.g., Refs. [30-32]).
We generate conditions by displacing particles from

. METHODOLOGY a regulargrid according to the field given by the
Zel’dovich approximation [26]
A. Initial conditions . 4t
oX = —aain (@a=1), (3)

Following Refs[1, 7], we consider a simple set of
initial conditions consisting dénsity perturbations where U is the Newtonian gravitationplotential
about a homogeneous solutidre homogeneous so-given by
lution is characterized by its initiadxpansion rate ,
Ho, and hence and density:g 8n/3HZ, which sets 3'0iWn = 4ndpoby | (4)
the overalkcale.The perturbations are taken to be ) ) )
in each of the Cartesian directions with initiave- and by convention the scale factor a is set to unity

length that is four times the Hubble radius at the at the beginning ofhe calculation. The resulting
beginning othe calculation.That is, we take the density field that is inferred from the positions of the

Newtonian density contrast to be particles reproduces the input density up to the sec-
X ond order corrections in the density contrastin
& = asin(kl), (1) Ref.[7], we apply the corrections by means of a min-

imal adjustmenbf particle’s massesThe particle
masses are set in such a way that they compensate
with k = nH /2. We introduce a smallsymmetry all local differences between the actual (as calculated
between the different Cartesian directions by lettibyg the employed density estimadescribed below)

§ = 6(1, 0.9, 1.1),and we consider varying magni-and input density evaluated at the position of every
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particle.We note that the introduced corrections aexge then computed by interpolating between the dis-
small(subpercent levebut they guarantee a high- placements of cells vertices, which are always given by
accuracy match between initial conditions of the Nkawk matter particles.
tonian and GR simulations.

The density field is not explicitly evolved in the N -
body simulations, and it can only be derived from the
positions ofthe particles.Here,we employ a well- C. GRsimulations
tested method for measuring matter density in cos-
mologicasimulations o€old dark matterbased on

; : ) . The fully general-relativistic N -body simulations
tracing the evolution of the Lagrangian tessellatlogr Pperformedusing the methods describedin

the dark matter manifold in phase space [ERr34]. Ref.[23].This code was also recently used to follow

sity is estimated by means of scaling the initial de %E hole formation from collisionless mattéys[36].

according to a relative chgnge .Of thelvc.)l.ume of tel %he Newtonian simulations, we determine the initial
hedral mass elements defined in the initial tessell(%

; . : té?ﬂcle positions by starting from a uniform lattice
In single-stream regions (no shell crossing), local ¢

. \ 2 . articles and then displacing each particle slightl
sity at a given position is determined solely by a s‘lﬁ% rding to the Zel'dovri)ch ap%roximgtion (givegn b?//

%H? (31) in Ref[24]).However, there will be a small

multistream regions (after stietissing) arises from nlinear correction to the density field which we will

multiple density contributions coming from all Ioceﬂ &d to apply to the particle distribuffondo this
overlapping tetrahedrlal ceII;. we use slightly nonuniform masses for the particles,
The employed density estimator outperforms mgggen by rescaling the masses in proportion to the ra-

traditionaftechniques such as cloud-in-€€IC) in  tj5 of the desired density to that obtained from the
several respectdere, we emphasize that the estimg|'qovich approximation.

tor can be applied locally, and it does not suffer fro h h th d dh d imol t ad
undersampling in single-stream regions, making itta ough ?_ico e use eF;eBoe? |mpr)]_emend adap-
ideal method for tracing the density field in @aids. e mesh refinement (se_e €23]). or this study

the other handjensity estimates in muItipIe-strearWe. restrict to uniform gridsive do this mallnly for
regions should be regarded with reservation, beca |_eng:yt,hough we note that_ the r'esults In the ap-
the full robustness dfhe estimator requires Simula_pendlx indicate that, at late times in our simulations,

tions with a computationally heavy adaptive refin he numerl_cal error is mainly dominated by the num-
ment oftessellation cells [353h particular,density er of particleor most of the results presented here,

estimation in the center of dark mater haloes dep se resolution with 96 points across the wavelength

on resolution, and there is no guarantee that the e initialperturbationand # particles per grid
putation can converge due to the cuspy nature of Howg_ve_rwe run select cases at muIt|pIe reso-
matter density profilesthough precision estimatedl.u ions utilizing 2(3X and 4/3x as many gr|d points
from comparing resultsased on differentessella- in qrder to establish convergence and' estimate trun-
tions at fixed resolution iof the orderof 0.1 dex <ation errorsee the appendix for details.

[34]. The problem ofresolution dependence can be For comparisonye also include a few results that
circumvented by employing a density estimator wif¢ calculated by treating the matter as a pressureless
a fixed smoothing scale in comoving coordinates ifluid as described in Ref. [7].

stead.Bearing this in mind, we include CIC estimates

of density in some cases for comparison with the GR

calculation (which does not utilize tetrahedral cells).

Unless otherwise stated, the results shown here are D. Comparing observables
obtained used N = 1%particles.We also run se-
lect cases using N = 128in order to estimate nu- |y order to compare the results thfe Newtonian

merical errord’lhe simulations were carried out withhq GR N -body evolutions, we compute several quan-

a force4soften|ng o x 10“ (high resolution) and tjtjes defined with respect to fiducial observers, as de-

8 x 10" (low resolution) in units afhe simulation tajled in [7]. We compute the matter density along

domain length L. the worldlines of timelike observers and use this quan-
In order to compute the trajectories of freely falling as a function ofproper time p(t ) to define an

test particlesye follow the evolution of the tetraheeffective density contrast:

dral cells containing the initiplositions ofthe test

particles.The positions of the evolved test particles &obs(T ) = (p(T )6@%3 -1, (5)
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where culations show good agreement at the underdensity for
all cases, even as the density contrast becomes highly
ap:=[3T 2 + 113 (6)  nonlinear.
. . N . For the overdensitiwvo differences are noticeable.
is a convenient parametrization ife proper time The first is that the collapse and halo formation oc-

using the Lema itre-Friedmann-Robertson-Walkgy, o slightly earlier for the Newtonian casd, this

&)FIE\:\Q ti);p;isrzggeﬁgcfss s;:\é?efzcr:rt\%LgZ?ztewt?wgltd difference increases as the iniihilabm_ogepeities be-

since B (and hencepp= 8m/3H?) is just a constant come larger (and hence more relgtn_/Tl_élhE)second

that sets the overaﬁ;cale ofour initial conditions. S that the saturation density is significantly larger for
D . .. > _the Newtonian cas®&e shall not focus too much on

Bbs(3p) is just a convenientreparameterization of the latter since this is fairly sensitive to numerical ef-

density as a function of proper time. . fects such as the finite number pdrticles and the
We also measure properties of the spacetimes gothing lengthn the bottom panelf Fig. 1, we

null geodesics which are “emitted” and subseque w for thés = 0.01 case a comparison of how this

fgl?rssnrgﬁqden?argdol%ﬁsIntllweglggeoski)csearrl\fﬁ.ilss ttr?ee ql_Jantity changes, both with numericall resolution, and
four velocity o‘émitter/obsgrvewe can compute a with a particle versus pressureless fluid treatment of
. the matterHere it can also be seen that with a CIC
redshift factor estimate of the density, the maximum density contrast
(Usk®)emit for the Newtonian calculation is much closer to the GR
(UK ope (7)  result (which similarly deposits each particle’s stress
energy on neighboring grid pointe)the GR pres-
For &, we take the four velocity implied by the stréyseless fluid treatmetite calculation breaks down
energy tensor®f = pi#uP, which weights the contri-at shell crossing, whereas with the particle treatment
butions from different particles in the casernfil- the density eventually saturake=ither case, finite
tistream regionsWe can also use the deviation of resolution tends to lead an underestimate of the den-
neighboring null geodesics to compute the lumingSiltty around this pointlowever, even taking this into
distance (orequivalently through the reciprocity redccount, the collapse happens faster in the Newtonian
lation, the angular distance [37]) as a function of #&se compared to the GR ca3dis discrepancy in-
redshift D (z) along each null ray. creases with increasing inhomogeneity amplitude and
For the GR simulationghese quantities are com-becomes quite pronounced for the casé with05.
puted by including extra tracer particles which ardor this extreme case, the Newtonian calculation has
evolved in the same way as the matter particles (bate terminated when the magnitude of the Newto-
without backreacting).For the Newtonian simula- nian potential y becomes ~ M& discuss this case
tions,these quantities are computed by reconstrud®-more detail below.
ing the effective spacetime using the Newtonian-GRThe differences in the evolution of multistream re-
dictionary of[24,25]and integrating the resulting gions can be tracked by considering a sdidafcial
geodesic equatioHencethe Newtonian calculation observers, comoving with the matter, that are initially
also includes relativistic effects in the propagationdidplaced from the halo by some distaand, com-
light,etc.,and the comparison is really of how mucparing the proper time it takes for them to eventu-
the spacetimes implied by the two methods of calally fall through the point ofmaximum overdensity
lation differ. and begin to oscillate around ifThis is illustrated
in Fig. 2, where itis apparent thatas the size of
the inhomogeneities increased, the collapse takes
. RESULTS place more quickly and at scales more comparable to
the Hubble scale, the relative discrepancy between the
With the initialconditions we have chosasthe Newtonian and GR cases increaseith the Newto-
spacetime expands and the inhomogeneities mov&ian case exhibiting faster collapse note that in
side the horizon, a growing void emerges at the p@&igerathese coordinate distances are gauge depen-
of maximum underdensity, and a bound, multistre@®@At, but the time the particles cross the overdensity
region (i.ea halo) is formed at the point of maximugnot.)
overdensityin the top and middle panels of Fid, Figure 3 shows the differences between the Newto-
we show the density contrast measuyge 8t these nian and GR positions of freely falling particles from
two points for cases with different magnitudes of tffig. 2 as a function of the absolute magnitude of the
initialinhomogeneitiefhe Newtonian and GR cal- infall velocity inferred from the Newtonian simulation.

z=-1



5

10° : : For the sake of claritye only show the trajectories

up until the time where they first cross the halo center
/ in the Newtonian ruihe comparison demonstrates

that the Newtonian trajectories closely follow their

GR counterpartsas long as infallvelocities do not

exceed the limits of nonrelativistic dynaiatsce-

Al | able discrepancies between the two simulations occur
when the particles reach relativistic velocitigse
apparent differences reflect the limited accuracy of the
Newtonian simulations when there is a violation of

S0
the nonrelativistic assumpti®articles in the New-
o ﬁzwt:?m tonian simulations are accelerated to larger velocities,
102 ‘ — giving rise to a faster collapse onto the central object
10° 10 10° than in the GR simulations.
% We can also compare the differences in the effective
107 ‘ ‘ spacetimes using the propagation of lighEig. 4,
<l — GROD we compare the luminosity-redshift relation for fidu-
1071 _-. Newt. oD ] cial light rays propagating between the points of min-
105} - Newt. OD CIC Mo imum and maximum densitfrom the comparison

with the homogeneous solution shown in the left col-
umn of Fig.4, one can see that the cases considered
here have large, nonlinear deviations from the LFRW
behavior. Neverthelesss evident in the right col-
umn, the differences between the GR and Newtonian
case remain much smallar most cases subpercent
and consistent with numeridailincation error (see

the appendix and Rdf7]),indicating the differences

in the spacetimes are small.

10° 0 . 102 For the larger amplitude inhomogeneities, light rays
o emitted from the overdensity at later times have a
104 'l e ‘ ‘ D. (z) that is slightly smallerfor the GR calcula-

tion than the Newtonian counterpart at smdut
——————— slightly larger at larger z as they move away from re-
] gion of high gravitationapotential. For light rays
emitted from the minimum density vdide differ-
encesbetween the GR and Newtonian calculations

3 GROD generally remain small—athe subpercentevel—
& 10" —  GROD High Res. | until the overdensity is approachdd.the vicinity
— GROD Fluid of the overdensitthe gravitational potentian be
. —  GROD Fluid High Res. strong enough to cause a blue-shift, as evident in the
10 -~ Newt. OD 3 top panel of Fig. 4.
=~ Newt. OD High Res. _ Finally, we mention further details of the case with
1071 | | -- NewtODCIC ] 6 = 0.05.This choice of initiatonditions represents
0 20 40 60 80 100 120 140 the extreme limiting case where the Newtonian treat-
& ment completely breaks down, and the Newtonian po-

tentialreaches |y~ 1/2 after a 15-fold increase of
scale factoAs shown in Fig. 1, though the collapse at
FIG. 1. Top: the &bs measure of the density contrast atthe overdensity (middle panel) occurs faster (in terms
the points ofminimum density for the casés= 0.0025, of proper observer time) in the Newtonian calculation
0.005,0.01,and 0.05. (The Newtonian and GR curves  than the fullGR one, and the two calculations be-
for the underdensities are essentially indistinguishable @fh to noticeably differ well before halo formation, the
the scale ofthe plot.) Middle: same as abovebutfor o\, ,tion ofhe density in the void (top panel) still

the density contrast at the points afhaximum density. . . " Lo .
The curves labeled “CIC” use a cloud-in-celtimate of 29r€€s well, with very little “backreaction” of the high-

the density—similar to the way the calculation is done foylrvature region on the global expahsioig. 5, we
GR simulations—instead of the tetrahedrall estimate.

Bottom: a comparison ofthis quantity at the point of

maximum overdensity f& = 0.01 for severaldifferent

resolutions and utilizing a fluid versus particle treatment.
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FIG. 2. The coordinate distances from the pointroximum density of set offiducialparticles for the GR and

Newtonian simulationas a function of the proper-time scale factor of the parEiateeach panel, the top half shows

the GR results, while the bottom halShows the Newtonian resultsihe red, green,and blue curves correspond to

particles initially displaced from the point of maximum overdensity in the x, y, and z coordinate directions, respectively.
The different panels correspond to (left to righp to bottom)d = 0.05,0.01,0.005and 0.0025Though the actual

distance is gauge dependent (which in particular is the reason for the initial oscillations in the GR curves), the time the
particles cross the overdensity is rfair thed = 0.05 caséhe Newtonian calculation has to be terminated when the
Newtonian potential becomes large.

also show the luminosity distance-redshift relation forlv.  DISCUSSION AND CONCLUSION
this casewhich continues the trend found in Fig.
with increasing deviation between the Newtonian and
GR calculations.Again, even for this extreme case, In this work, we have shown thata meaningful
the differences between the light propagation in tkemparison can be carried out between standard N -
void region are smallWe are also not able to con- body simulations of cosmological structure formation,
tinue the GR calculation forward indefinitblyt it  which assume Newtonian-type gravity on the back-
appears that a black hole is being formed at the ogesund of a homogeneously expanding uniaerde,
density.Howeveraccurately tracking the attendantfull solutions of the Einstein-Vlasov equations, which
small scales requires adaptive mesh refinement, whake no assumptions regarding a background cosmol-
we leave to future work. ogy. For computationaxpediencyye have focused
on a simple set ofinitial conditionswith inhomo-
geneities at a single length scaleyt considered a
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107! : : Comparing the properties ¢ifjht propagation in
522818?25’3338’;%28182 — the Newtonian and GR calculations, we demonstrated
05=001 . dop(ar=1)L=0.25 that the resulting distance-redshift relations agree at
5 [ the subpercent level as long as the Newtonian poten-
107 ¢ g 1 tial does not exceed the limit of a weak field approx-
/ imation,i.e. |Wy | = 0.1.As a limiting case, we have
considered initiatonditions althe way up to ones
E where the fluctuations in the density exceed the av-
erage value at the corresponding scales in the stan-
dard ACDM model by factor of ~ 500 (that is, at the
present time they roughly correspond to ~ 0.5 at a
Gpc scale)Since our simulations test the evolution on
cosmologicalcales of perturbations with amplitudes
exceeding those applicable to observatioosinol-
e ogy,we conclude that the obtained results provide a
0.001 0.01 0.1 strong validation of the standard Newtonian approach
Vinganl employed in observatiomaksmologyln particular,
our comparison implies that GR corrections to the
Newtonian calculation bfie cosmic variance in the
, . . . localmeasurement of the Hubble constant are negli-
FIG. 3. Differences in the coordinate distances between . .
the GR and Newtonian simulations for a subset of freel !ble' This strengthens the concluspn th'at a~9%
falling fiduciaparticles from Fig2, as a function ofthe difference between the loahd cosmic microwave
absolute magnitude ofnfall velocity inferred from the Packground (CMB) based measurements of the Hub-
Newtonian simulation§he Newtonian trajectories follow ble constant, currently at 4.40 statistical significance
their GR counterparts quite closely , as long as the evoli838], cannot be ascribed to the cosmic variance which
tion is nonrelativisticSignificant differences between thds estimated at ~ 0.5 percent [39-4This in line
simulations occur when the evolution enters the relativistith the conclusion of a recent study in Ref. [42] that
regime. looked at variations in the loapansion in a par-
ticular gauge using GR-fluid simulations (that hence
cannot describe multistream regions) with a cosmo-

range of amplitudes, including going all the way tdogigally motivated power spectrum. _

limit where the nonrelativistic assumptions underly-The methods described here could be applied to

ing the Newtonian calculation break doWwackling Study the formation of primordial black holes during

a more realistic power spectrum @énsity fluctua- @ matter-dominated era (see é4BJand references

tions willrequire more advanced technigsesh as therein), or scenarios where black holes make up some
tationally expensive given the stringent requiremdftgtudy ultralarge scale structure [44Hjch could

place on time steps due to the fact that informatidi related to understanding persistent CMB anoma-
propagates at the speed of light. lies at large angular scaled)ich seem to indicate a

We find that for smalinitial density fluctuations, violation ofstatisticalisotropy and scale invariance

. ; of inflationary perturbations [4Gdmparable scales
the Newtonian and GR calculations show excellent . : . .
agreement (with differences typically subpercent gvr%lcli be also probed by the upcoming deep imaging

consistent with truncation error) well into the regi®osmologlcaurveys.ln particular,the Large Syn-

. . Stic Survey Telescope wikach an unprecedented
where the deviations from homogeneity become necﬁ]éctive volume of ~(}ﬂ-[46].

linear. For large density fluctuatiorthe dominant
relativistic correction seems to be that the collapse of

overdensities occurs slower in th&Riltalculation
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null ray based on its emission time through Eq. 7, as opposed to being a global quantity.
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Tt ‘ ‘ the matter distribution becomes imporafitg. 6,
100 T —am=1 —agm=8 ] we show the convergencetud Einstein constraints
162 ] with increasing numerical resolution fob the 02
10" ] case.The results have been scaled assuming second
T . N order convergence with grid spacing.
n;: AP : In Fig. 7, we show the halo crossing time for this
5. Of erupsop same case as a function of resolution, for both the GR
S g2 |l=0rop>wD ' ] and Newtonian simulation$he discrepancies with
e 10 “\\_ resolution in the time of first crossing are small com-
Saani N S= | pared to the differences between the GR and Newto-
-10° 102
0L all=1 — al=9 — g0=14 | — (Udx=64,N B=1)x1.00
102 10 100 101 1073 --- (Udx=96,N 2 =2)x2.25
z ~ - (Wdx=128,N 2 =4)x 4.00
S

FIG. 5. Results for the highest amplitude perturbation
case withd = 0.05, showing the fractionaifference in
the luminosity distance versus redshift factar(B) for a
either the Newtonian or GR N -body calculations from a

homogeneous solution, as in the left column of Fig. 4.

FIG. 6. Convergence of the L2 norm of the generalized

H H . — _ —_ 2
vation,Science and Economic Development Canacféarmoi?'c CO”Straf'”t ('j‘c(.:'_ g; |X a) for theéd_ 10
and by the Province of Ontario through the Minist >€,5nown as a function o volume-averaged measure

of Researchnnovation and SciencB.W. was s f the scale factor. The different resolutions have been
nnovati ' -W. W UP-  scaled assuming second order convergence with the grid

ported by a grant from VILLUM FONDEN (Project ¢hacing, though at later times error from the finite number
No. 16599).F.P. acknowledges support from NSF of particles begins to dominate.

grant PHY-1912171, the Simons Foundation, and the

Canadian Institute For Advanced Research (CIFAR).

Computationafresources were provided by XSEDE . .

under grant TG-PHY100053 and the Perseus clustéfian simulations (though they do become more pro-
at Princeton University. nounced for subsequent oscillations).

Finally, we compare the resolution dependence of
the luminosity distance-redshift measures in 8ig.
APPENDIX: NUMERICAL ERROR RESULTS From this it can be seen that most of the . 1% dif-
ferences between the GR and Newtonian simulations
In this appendix,we include some results on nu- seen at early times or in the propagation outside the
merical convergen€er the GR simulations, we ini- very high density regime are attributable just to trun-
tially find the numerical error to be dominated by tla&ion errorln contrast, the significant differences in
grid spacing, which also sets the integration time stepagation in the vicinity dfhe large overdensity
However, at late times, as large under and overdemsteed the truncation erraand in some cases are
ties develop;he number of particles used to samplenderestimated at lower resolutions.
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