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Transition metal dichalcogenide (TMDCs) alloys could provide a wide range of 

physical and chemical properties, ranging from charge density waves to superconductivity 

and electrochemical activities.  While many exciting behaviors of unary TMDCs have been 

predicted, the vast compositional space of TMDC alloys has remained largely unexplored 

due to our lack in understanding of their stability when accommodating different cations or 

chalcogens in a single-phase. Here, we report a theory-guided synthesis approach to achieve 

unexplored quasi-binary TMDC alloys through computationally predicted stability maps. 

We have generated equilibrium temperature-composition phase diagrams using first-

principles calculations to identify the stability for 25 quasi-binary TMDC alloys, including 

those involving non-isovalent cations and verify them experimentally by synthesizing a 

subset of 12 predicted alloys using a scalable chemical vapor transport method. We 

demonstrate that the synthesized alloys can be exfoliated into 2D structures, and some of 

them exhibit: (i) outstanding thermal stability tested up to 1230 K, (ii) exceptionally high 

electrochemical activity for CO2 reduction reaction in a kinetically limited regime with near 

zero overpotential for CO formation, (iii) excellent energy efficiency in a high rate Li-air 

battery, and (iv) high break-down current density for interconnect applications. This 

framework can be extended to accelerate the discovery of other TMDC alloys for various 

applications. 

As a class of 2D materials, transition metal dichalcogenides (TMDCs) display diverse physical 

properties, including topological insulator properties,[1,2] superconductivity,[3–6] valley 

polarization,[7–10] and enhanced electrocatalytic activity for various chemical reactions.[11–17] This 

diversity arises due to the ability of TMDCs to accommodate different transition-metal elements, 

such as Mo, W, V, Nb, Ta, Re and others, with the three chalcogens (S, Se, and Te) in stable 
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layered structures — that can be exfoliated to a desired number of 2D layers to control quantum 

confinement. Their properties can be further tuned — or even new properties engineered — by 

alloying two different elements at either the transition metal or the chalcogen site [18–25] to form 

quasi-binary alloys, or by simultaneous alloying at both the sites to form quaternary 

alloys.[17,20,26,27] Thus far, quasi-binary alloys of semiconducting TMDCs, such as Mo(1-x)WxS2, 

Mo(1-x)WxSe2, MoS2(1-x)Se2x, and WS2(1-x)Se2x, have garnered the most attention as they allow 

tuning of the band gap.[19,21–25,28–31] In a few other cases, alloying leads to more drastic changes to 

the crystal structure and electronic properties, for example, the triggering of a metal-to-

semiconductor transition by alloying MoTe2 with WTe2.[32] Theoretical predictions based on first-

principles methods provide further impetus for realizing new TMDC alloys by showing the 

possibility to achieve materials with not only enhanced electronic and optical properties but new 

properties, such as magnetism.[32–37] 

Despite their promise, experimental demonstration of TMDC alloys, especially those involving 

non-isovalent cations, has been limited. This is primarily due to lack of knowledge regarding the 

stability of the alloys under relevant growth conditions, which subjects their successful synthesis 

to a trial-and-error based process. In this work, first-principles density-functional-theory (DFT) 

calculations were used to evaluate the stability of 25 alloys including monolayer group V and 

intergroup V and VI transition metal-site TMDC alloys as well as chalcogen-site TMDC alloys 

with group V and VI transition metals. We attempted growth of a subset of 12 TMDC alloys, 

performed extensive characterization of the structure and composition of the synthesized materials 

from microscale to the atomic scale and revealed excellent consistency with the theoretical 

predictions. The chemical formula of the TM- and chalcogen-site alloys have the form 𝑀"#$𝑀$
%𝑋' 

and 𝑀𝑋'("#$)𝑋′'$ , respectively, with 𝑀,𝑀% = Mo,W, V,Nb, Ta	and 𝑋,𝑋′ = S, Se. Table S1 in 
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Supporting Information lists all the different alloys with a total of 20 TM-site alloys including 2 

alloys from group VI, 6 from group V, 12 intergroup of V and VI alloys, as well as 5 chalcogen-

site alloys. As all the 10 endmember TMDCs being alloyed are stable in the 2H phase (see Table 

S2, Supporting Information), we calculated the stability of all the quasi-binary alloys in the same 

phase. To verify this assumption, we repeated calculations in the 1T phase for three example alloys 

and confirmed that the 2H phase is the ground state. To discern between miscible alloys — that 

favor random solid solutions over phase segregation at any temperature — from immiscible ones, 

we calculated their enthalpy of mixing (ΔHmix). The sign of the mixing enthalpy determines the 

miscibility of the alloy: negative and positive mixing enthalpies correspond, respectively, to 

energetically favorable and unfavorable mixing conditions at 0 K. The four group VI TMDC alloys 

— two TM-site, Mo1-xWxS2 and Mo1-xWxSe2, and two chalcogen site, MoS2(1-x)Se2x and MoS2(1-

x)Se2x — are known to be miscible, as confirmed in this work.[28,29] In addition, we discovered the 

four group V quasi-binary alloys, Nb1-xTaxS2, Nb1-xTaxSe2, VS2(1-x)Se2x, and TaS2(1-x)Se2x, to be 

miscible (Figure 1A). The mixing enthalpies of all the alloys are plotted in Figures S1-3, 

Supporting Information. 

For the alloys with positive ΔHmix, synthesis of a single-phase solid solution is still possible. 

The stability of an alloy is dependent on the change in the free energy of mixing (ΔGmix) as a 

function of molar concentration. The free energy with respect to the endpoints of an alloy is given 

by ∆𝐺:;$(𝑥; 𝑇) = ∆𝐻:;$(𝑥) − 𝑇∆𝑆(𝑥). Because entropy (∆𝑆) is a positive quantity, increasing 

the temperature causes the free energy to be lowered, stabilizing the alloy (Section S1, Supporting 

Information). Figure 1B shows the two contributing terms to ∆𝐺, enthalpy ∆𝐻:;$  and the 

temperature-dependent −𝑇∆𝑆 for W1-xNbxS2. It is seen that at sufficiently high temperatures, the 

entropy term dominates, the free energy is reduced, and the alloy is stabilized. Classifying this 
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temperature-dependent stability requires further analysis of the free energy. For a given finite 

temperature, the molar concentration of an alloy can be divided into three regions: a stable region, 

a metastable region, and an unstable region. Figure 1C shows the free energy of W1-xNbxS2 at the 

same temperatures corresponding to Figure 1B. The blue and grey pairs of diamonds demark the 

boundaries between the stable/metastable regions and metastable/stable regions, respectively 

(Section S1, Supporting Information). Figure 1D shows the equilibrium phase diagram for W1-

xNbxS2 with colored lines and grey and blue diamonds that correspond to the temperatures and 

boundary points displayed in Figure 1C. At ~640 K, the three regions meet, and the alloy is stable 

at all molar concentrations. This temperature is known as the miscibility temperature. It gives a 

quantitative metric for the synthesizability of an immiscible alloy. Figure 1E summarizes the 

miscibility temperatures for all 20 TM-site and 5 chalcogen-site TMDC alloys that we use to 

predict their formability. The complete equilibrium phase diagrams are shown in Figures S4 and 

S5, Supporting Information. 

To validate the predictions, we have performed alloy synthesis above and below the 

miscibility temperatures with the expectation that for alloys having a positive ΔHmix, single-phase 

structures will only be formed above the miscibility temperatures. We selected 9 TM-site and 3 

chalcogen-site quasi-binary TMDC alloys for the synthesis. First, Nb1-xTaxS2 and Nb1-xTaxSe2 

which are predicted to be miscible at any temperature and the immiscible alloy of W1-xNbxS2 were 

chosen for the synthesis at two different base temperatures of 500 K and 1300 K. The synthesis 

process was performed using a scalable chemical vapor transport (CVT) method. The samples 

were grown with the chemical composition corresponding to x = 0.5. During the growth process, 

by maintaining the temperature gradient between the source (hot zone) and the growth zone (cold 

zone), we obtained high-quality millimeter-sized crystals at the cold zone and powders with high 
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crystalline structures at the hot zone. The inset of Figure 2A depicts a typical 1 gram of the powder 

(e.g. Nb1-xTaxS2) collected from the hot zone of ampule which was later used for electrochemical 

experiments. The synthesized materials were characterized with atomic-resolution scanning 

transmission electron microscopy (STEM), Raman spectroscopy, X-ray photoelectron 

spectroscopy (XPS), scanning electron microscopy (SEM), X-ray diffraction (XRD), and energy 

dispersive X-ray spectroscopy (EDX).  

The macroscopic compositions of the synthesized TMDC particles are measured using 

EDX in an SEM, and the distribution of elemental compositions collected from ~50-60 flakes are 

shown for Nb1−xTaxS2, Nb1-xTaxSe2 and W1−xNbxS2 at two different synthesis temperatures (Figure 

2A, B, and Figures S12-14, Supporting Information). We confirm that the desired stoichiometry 

of x~0.5 is achieved for Nb1−xTaxS2 and Nb1-xTaxSe2 at both 500 K and 1300 K, while only the 

W1−xNbxS2 synthesized at 1300 K shows a single-phase averaging x=0.5. When synthesized at 500 

K, W1−xNbxS2 appears to separate into two endmember phases. This is expected as the predicted 

miscibility temperature of W1−xNbxS2 is ~640 K (Figure 1D).  Furthermore, a wider distribution of 

concentrations is found in the Nb-dense phase compared to the W-dense phase (Figure 2B), 

consistent with the equilibrium phase diagram of W1−xNbxS2, which shows a wider region of 

stability at 500 K on the Nb-dense side (Figure 1D).  

Figure 2C, D show the EDX composition maps for Nb1−xTaxS2 and W1−xNbxS2, 

respectively, synthesized at 1300 K, demonstrating that within a single flake, the composition is 

homogeneous. Atomic-resolution high-angle annular dark-field (HAADF) images from 

Nb1−xTaxS2 and W1−xNbxS2, as well as two other alloys of Mo1-xVxS2 and MoS2(1-x)Se2x, are shown 

in Figure 2E-H. The electron beam diffraction patterns for typical flakes found in the four different 

TMDCs are shown as insets. The HAADF images and diffraction patterns are obtained for grains 
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in the [001] orientation. The diffraction patterns are labeled according to 2H phase[38], which is 

confirmed by the HAADF images for Nb1−xTaxS2  and W1−xNbxS2. Moreover, we found that the 

distribution of Nb and Ta (W and Nb) in Nb1−xTaxS2 (W1−xNbxS2) appears random, as can be seen 

by the contrast variations in the HAADF images (Figure 2E-F). Since the image contrast in 

HAADF images depends directly on the average atomic number of the atomic column being 

imaged, the variation in the atomic column intensity shown in Figure 2E-F is due to the random 

mixing of both TM elements. We did not find any sign of preferential segregation in either sample. 

Furthermore, HAADF imaging cannot distinguish between the 1T and 2H phases in the [001] 

orientation, but the DFT calculations predict that 2H phase has the lowest formation energy, in 

agreement with the HAADF image analysis. 

 These results differ from Mo1-xVxS2 synthesized at 1300 K (Figure 2G). Here, the EDX 

elemental analysis, electron diffraction and HAADF imaging show clear signs of phase separation 

towards MoS2 and VS2. The electron diffraction pattern (shown as inset in Figure 2G) also suggests 

a phase segregation. Figure 2G displays a HAADF image of MoS2 [001] in the 2H phase with 

1.2% vanadium doping. This doping causes MoS2 layers within the 2H P63/mmc space group to 

stack as the 2H R3m phase. Finally, the HAADF imaging and electron diffraction analysis for 

MoS2(1-x)Se2x shows a homogeneous distribution of Se and S within the sample. Specifically, the 

HAADF for MoS2(1-x)Se2x [001], as seen in Figure 2H, shows a nearly constant image intensity of 

the Mo atomic columns, as expected for the 2H P63/mmc bulk phase. The electron diffraction 

patterns and HAADF images were also used to determine the lattice parameters for the Nb1−xTaxS2, 

W1−xNbxS2, Mo1-xVxS2 and MoS2(1-x)Se2x samples (see Table S3, Supporting Information). We note 

that the lattice parameters for all TMDC alloys analyzed here complies with Vegard’s Law,[39] 

where the lattice parameters of the alloys fall between the two endmembers phases, in excellent 
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agreement with the theoretical results (see Figure S6, Supporting Information). Our Raman 

spectroscopy, XPS, and XRD results also confirm the successful synthesis of these materials and 

verify their chemical compositions, stoichiometric ratios, and crystallinity (Figures S24-26, 

Supporting Information). 

To confirm the theoretical predictions for the rest of the selected materials (8 alloys), we 

synthesized them at 1300 K. In agreement with the theoretical predictions, we observed 

homogenous and single-phase structures for Nb1-xTaxSe2, W1-xNbxSe2, Mo1-xNbxS2, Mo1-xNbxSe2, 

VS2(1-x)Se2x , TaS2(1-x)Se2x, and V1-xTaxS2 alloys (Figures S13-21, Supporting Information). In 

contrast, for the Mo1-xVxSe2 alloy, EDX and electron diffraction patterns reveal a phase segregated 

material due to its high miscibility temperature of 1700 K (Figure S23, Supporting Information). 

We tested the thermal stability of all synthesized single-phase materials through 

thermogravimetric analysis (TGA) (Figure 3A). Our results show that Nb1-xTaxS2 and V1-xTaxS2 

retain their structural integrity up to 1230 K with only 3% and 4% weight loss, respectively. At 

this temperature, W1−xNbxS2 shows 10% weight loss while MoS2(1-x)Se2x decomposes completely. 

All other alloys exhibit 25-50% weight loss and start to melt and decompose at the temperature 

range of 600-900 K (Figure 3A). Our results shown in Figure 3B indicate that the thermal stability 

of Nb1-xTaxS2 alloy rivals its unary forms, NbS2 and TaS2. Moreover, its thermal stability far 

exceeds that of the commonly used MoS2 (Figure 3B). NbS2 and MoS2 start to melt at ~420K and 

~500K, respectively, leaving sulfur vacancies within the structure (Figures S27-31, Supporting 

Information).  

These layered materials in their exfoliated mono- and few-layer forms have great potential 

to be used in a wide range of applications ranging from nanoelectronics to electrochemical energy 

conversion and storage systems. To explore the exfoliation capability of the synthesized alloys, 
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we have utilized both mechanical and liquid-phase exfoliation techniques. For the liquid-phase 

exfoliation experiments, the alloys Nb1−xTaxS2, Nb1-xTaxSe2 and W1-xNbxS2 were selected (Figure 

4A). Details of the exfoliation process are provided in Methods. Dynamic light scattering (DLS) 

experiments on exfoliated samples show average lateral sizes of ~222 nm, ~199nm, and ~130nm, 

respectively, for Nb1−xTaxS2, Nb1-xTaxSe2 and W1-xNbxS2 (Figure 4B and Figure S32, Supporting 

Information). AFM imaging of individual flakes displays typical thicknesses of ~8 to 22 nm for 

the synthesized NFs (Figure 4C). AFM height profile distributions of the exfoliated materials 

obtained from ~50 randomly selected exfoliated flakes show a well-controlled thickness with an 

average of about 15–20 nm (Figure 4D). The work function results for these three alloys are also 

shown in Figure S33, Supporting Information. 

Next, we studied CO2 reduction performance of exfoliated Nb1−xTaxS2, Nb1-xTaxSe2 and W1-

xNbxS2 nanoflakes as cathode materials and found that Nb1−xTaxS2 exhibits the highest activity 

among tested materials. Its activity is also much higher than that of MoS2 nanoflakes, as one of 

the most active catalysts for CO2 reduction reaction.[12,40] We performed linear sweep voltammetry 

(LSV) experiments in CO2 saturated 1 M choline chloride and 1 M KOH solution in a three-

electrode setup.[15] Figure 4E shows the LSV results at a very low scan rate of 1 mV s-1 (kinetically 

limited regime) for Nb1−xTaxS2 and MoS2 nanoflakes coated on the gas diffusion layer. The results 

show a remarkably high current density at -0.8 V vs RHE for Nb1−xTaxS2 (-273 mA cm-2), far 

exceeding that of MoS2 (-104 mA cm-2). At -0.8 V vs RHE, the obtained current densities for Nb1-

xTaxSe2 and W1-xNbxS2 were -192 mA cm-2 and -153 mA cm-2, respectively (Figure S34, 

Supporting Information). Gas-phase products were analyzed in real-time using differential 

electrochemical mass spectroscopy (DEMS). DEMS results verify that these catalysts are selective 

towards CO formation rather than H2 production in the potential window of -0.115 to -0.8 V vs 
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RHE. The onset potential for CO production was found to be -0.115 V vs RHE for Nb1−xTaxS2 

suggesting a near zero overpotential of 5 mV, which is the smallest overpotential reported for CO2 

reduction so far (Figure 4F).[12,40] 

We also examined the catalytic performance of Nb1−xTaxS2 in a lithium-air battery system 

during the discharge and charging processes.  Experiments were carried out in a typical Swagelok-

type battery cell. The battery consists of a lithium chip as the anode, a glass fiber separator, an 

electrolyte and Nb1−xTaxS2 nanoflakes coated on a gas diffusion layer as the cathode (see 

Methods).  The electrolyte consists of 0.1 M Lithium Bis (Trifluoromethanesulfonyl) Imide 

(LiTFSI) as the lithium salt and 0.025 M Indium Iodide (InI3) as a redox mediator in dimethyl 

sulfoxide (DMSO) solvent. The battery was operated in a dry air environment at a fixed capacity 

of 1000 mAh/g with a high rate of 1000 mA/g. As shown in Figure 4G, the first discharge and 

charge curves are observed at ~2.7V and 3.5V, respectively. Throughout the battery’s operation, 

there is no change in charge potential while surprisingly, the discharge curve gets closer to ~2.8 V 

and approaches the equilibrium voltage (2.96V). This indicates an efficient reduction and 

evolution of oxygen corresponding to the formation and decomposition of Li2O2 products (Figures 

S35 and S36, Supporting Information) during discharging and charging, respectively. We note that 

the Nb1−xTaxS2 catalyst shows a very stable performance in the presence of the redox mediator 

without any evidence of reduction of triiodides to iodides. Thus, the Li2O2 capacity loss was found 

to be negligible in this battery. The ~0.7 V polarization gap is one of the smallest values reported 

so far for Li-air battery systems.  

Motivated by the outstanding thermal stability of Nb1-xTaxS2, we also investigated the electrical 

properties of Nb1-xTaxS2 for electronic applications. For this purpose, mechanically exfoliated few-

layer Nb1-xTaxS2 flakes were transferred onto a SiO2/Si (~300 nm/0.5 mm) substrate (Figure S37, 
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Supporting Information) and source-drain regions were patterned by electron beam lithography 

(EBL). Contact metal electrode of Cr/Au (5/50 nm) was deposited followed by standard 

nanofabrication process (Section S13, Supporting Information). The current-voltage (IDS-VDS) 

transport characteristics of the tested devices were found to be linear around zero, implying a good 

Ohmic contact for the channel of the device. The increasing trend of the resistance with increasing 

temperature verifies the metallic behavior of this material. Also, we observed negligible gate 

dependency in transfer characteristics (I–VG) of the tested devices (Figure S38, Supporting 

Information). Figure 4H represents the breakdown current density versus voltage characteristics 

of the Nb1−xTaxS2 devices measured at 300 K. It is found that Nb1−xTaxS2 devices can withstand 

very high current densities approaching 40 MA.cm-2, far larger than typical values reported for the 

commonly used Cu or Al interconnects (<10 MA.cm-2).[41,42] The current density of our multi-

layered Nb1−xTaxS2 (6-20 nm) is among the highest found in multi-layered nanomaterials such as 

TiS3 nanoribbon (1.7 MA.cm-2)[43] and multilayer MoS2 (<1 MA.cm-2).[44]
 It is also comparable 

with the current density of multi-layered graphene (~40-60 MA.cm-2).[43] The limit of current 

densities for Nb1−xTaxS2 devices can be significantly increased by employing encapsulation of the 

material,[42,45] sandwiched structures,[45] and fabrication of small nanoribbon structures.[42,46] With 

the growing promise of layered materials, the higher current density and thermal stability of 

Nb1−xTaxS2, make it a promising material for high-power electrical interconnects. The (opto)-

electronic and electrochemical properties of the other synthesized TMDC alloys remain to be 

explored in future. 

In summary, we report results of a joint-theoretical and experimental study on the synthesis of 

unexplored quasi-binary TMDC alloys with guidance from theoretically predicted stability maps. 

It is found that certain materials within this grouping exhibit outstanding thermal stability, 
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electrochemical, and electrical properties. Future research will explore other emerging properties 

of these materials, including superconductivity, magnetic and topological insulator behavior. This 

study opens up an exciting opportunity to probe the chemical and physical characteristics of other 

quasi-binary TMDCs and accelerate the discovery of multinary TMDC alloys for various high 

impact applications. 

Experimental Section 

Chemical Vapor Transport (CVT) of TMDC alloys: Before the reaction, quartz ampoules were 
thoroughly cleaned using diluted HF to remove any organic surface contaminants. We then rinsed 
the quartz ampoules several times with distilled water and annealed them at 1300 K for 5 h. The 
cleaning process for the quartz is necessary as it removes any contamination which interferes with 
the quality of the crystal. High-purity powders of the transition metals and chalcogens (>99.99% 
trace metals basis) were mixed in desired stoichiometric proportions and sealed under high vacuum 
(<10-5 torr) in the ampules. The sealed quartz (with an internal diameter of ≈ 10 mm and length of 
≈15 cm) were placed into a two-zone tube furnace system for the vapor transport growth. To 
examine the phase stability behavior of the binary alloys, samples were synthesized at two different 
base growth temperature of 500 K and 1300 K. During the high-temperature growth synthesis, 
both zones of the furnace were heated up to 1300 K with the rate of 50 K/h. A temperature gradient 
was established by setting the source material zone (Thot) at 1300 K and the growth zone (Tcold) at 
1250 K. The system was maintained at this temperature for one week and then gradually cooled 
down to room temperature at a 50 K/h rate. However, for the low-temperature growth synthesis, 
after heating the furnace to 1300 K, the temperature of the hot zone and cold zone were quenched 
to 500 and 450 K, respectively. The samples were left at this constant temperature for one week 
and then gradually cooled down to room temperature at a 50 K/h rate. 

Computational Details: Disordered alloys were studied using 6 × 6 supercells of the primitive 
cell of 2H-phase TMDCs with molar concentration 𝑥 = 0.25, 0.50,	and 0.75. Additional 𝑥 values 
were used for particularly asymmetric alloys and for the four new stable alloys: Nb1-xTaxS2, Nb1-

xTaxSe2, VS2(1-x)Se2x, and TaS2(1-x)Se2x. To simulate random alloys within small supercells, we used 
special quasi-random structures (SQS’s).[47] The SQS’s were generated using the Alloy Theoretic 
Automated Toolkit (ATAT).[48] A vacuum spacing of >15 Å was used to reduce the interaction 
between image planes due to the use of periodic boundary conditions. Total energies were 
calculated using density-functional theory (DFT) as implemented in VASP using the Perdew-
Burke-Ernzerhof exchange-correlation functional.[49,50] For the large SQS’s, geometric relaxation 
was conducted at only the G-point in reciprocal space. A subsequent static calculation for the 
electronic structure was performed using a G-centered 3 × 3 × 1 k-points mesh generated using 
the Monkhorst-Pack method.[51] Pure TMDCs were studied using a k-points grid of 8 × 8 × 1 for 
geometry optimization and 24 × 24 × 1 for static calculations. A kinetic energy cutoff of 450 eV 
was used for all the calculations. 

Generating Phase Diagrams: For each alloy, enthalpy values were computed at multiple molar 
concentration values. These values were fitted to a subregular solution model corresponding to a 
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cubic fit. The change in entropy due to mixing was assumed to be solely from configurational 
entropy. With functional forms of the enthalpy and entropy, the change in Gibbs free energy was 
used to determine the boundaries between the different regions of stability at a grid of temperature 
values, generating an equilibrium phase diagram. See Section S1 in Supporting Information for 
more details. 

Characterization techniques: The atomic-resolution scanning transmission electron microscopy 
(STEM) data was acquired using the aberration-corrected JEOl ARM200CF which is a 200 kV 
STEM/TEM, equipped with a cold-field emission gun. The high-angle annular dark-field 
(HAADF) images were acquired using a probe size of 0.078 nm, a convergence semi-angle of 23 
mrad, and a collection semi-angle from 68 to 175 mrad. 

Scanning Electron Microscopy (SEM) characterization was carried out using the Raith e-
LiNE plus ultra-high-resolution electron beam lithography (EBL) system. Imaging was performed 
on the cathode by an acceleration voltage (EHT) of 12 kV. 

The SEM-EDX measurements were performed with FEI Quanta 650 ESEM integrated with 
the Oxford AZtec EDS and EBSD systems. The data were obtained in high vacuum with excellent 
beam stability. 

Thermogravimetric analysis (TGA) tests were performed using a TA TGA Q5000 
instrument. Samples were loaded onto a platinum high-temperature pan. A heating rate of 25 K/min 
was chosen for all specimens, and the temperature range was chosen from room temperature to 
1230 K. The nitrogen flow rates for sample and balance were 10 and 25 mL/min, respectively. 

Raman data were obtained with a HORIBA LabRAM HR Evolution confocal Raman 
microscope equipped with a Horiba Andor detector and 532 nm laser source for excitation. The 
instrument was configured with a laser spot diameter of ~1.3 µm, the objective of 50× at laser 
intensities of less than 7.5 µW µm−2. The measurements were performed at room temperature and 
ambient conditions. 

Ultraviolet Photoelectron Spectroscopy (UPS) and X-ray photoelectron spectroscopy 
(XPS) data were obtained using a Thermo Scientific ESCALAB 250Xi instrument under high 
vacuum (<2×10-8 mbar). The high-sensitive XPS system was equipped with an electron flood gun 
and scanning ion gun. Analysis and peak fitting for each element’s data was carried out using the 
Thermo Avantage software. 

X-ray diffraction (XRD) was conducted on a Bruker D8 Advance (40 kV, 40 mA) using a 
Cu Kα (λavg= 1.5418 Å). The diffraction pattern was recorded from 10 to 75° (2θ). 

Dynamic Light Scattering (DLS) measurements were performed using the Malvern 
Zetasizer Nano ZLS 380 system equilibrated at 25 °C for 60 s. The instrument equipped with a 10 
mW, 633 nm semiconductor laser. 

Atomic force microscopy (AFM) topography images were obtained using Bruker 
Dimension Icon AFM with ScanAsyst-air in tapping mode. 

Synthesis of TMDC alloy nano-flakes (NFs): TMDC nanoflakes (NFs) were synthesized using 
a liquid-phase exfoliation method in isopropyl alcohol (IPA) solvent. A mixture of 300 mg of the 
powder (TMDC alloy) was dispersed in 60 mL IPA solution. The sonication was carried out for 
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30 h using a probe sonicator (Vibra Cell Sonics 130 W). The resultant dispersions were then 
centrifuged at high speed (2000 rpm) for 1 h to achieve a supernatant of atomically thin flakes. 
After centrifugation, the supernatant (roughly the top 70% of the centrifuged solution) was 
collected for further experiments. 

Electrochemical CO2 reduction experiment: 1 M choline chloride/1 M KOH was used as the 
electrolyte for the electrochemical reduction of CO2. The solution was purged with CO2 until it 
was saturated (pH ≈ 7.60). Linear sweep voltammetry (LSV) experiments were performed at the 
scan rate of 1 mV s-1. Tested materials were coated on the gas diffusion layer and were used as 
working electrodes. Ag/Ag+ and platinum wire (surface area 0.48 cm2) were used as reference and 
counter electrodes, respectively. Potentials were converted to RHE using:  

V vs RHE = V vs Ag/Ag+ + 0.155 + 0.0592 * pH. 
The reported potentials were iR corrected. Gas products from CO2 reduction were analyzed in real-
time using differential electrochemical mass spectroscopy (DEMS) purchased from Hiden 
Analytical. 

Li-Air Battery experiment: The cathode for the battery experiment was prepared by coating 
Nb1−xTaxS2 nanoflakes on the surface of the gas diffusion layer and the anode, lithium chips 
(>99.9%), purchased from Sigma-Aldrich. The set-up was assembled in an Ar-filled glove box. 
The amount of electrolyte immersed in GF/C glass fiber separator was 40 µL. The cycling 
experiments were carried out by using a potentiostat (MTI- Corporation) with the current density 
of 1000 mA/g reaching to 1000 mAh/g capacity. 

Electrical measurements: To prevent ambient degradation, the Nb1−xTaxS2 devices were quickly 
loaded in a cryogenic probe station under high vacuum environment (chamber pressure = 10−8 to 
10−7 Torr) for electrical measurements. Keithley 2612A System Source Meter was used for 
applying power to test the Current-voltage (IDS-VDS) characteristics of different test structures.  

 

Data and materials availability: All data needed to evaluate the conclusions in the paper are 
present in the paper or the Supporting Information.  
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Figure 3. Thermal gravimetric analysis (TGA) curves for (A) As-synthesized alloys and (B) Unary alloys of Nb1-

xTaxS2 and MoS2 for structural integrity comparison. 
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Figure 4. Electrochemical CO2 reduction, Li-air battery and electrical performance of the Nb1−xTaxS2 alloys. 

(A) Dispersions of exfoliated nanoflakes of Nb1−xTaxS2 and Nb1−xTaxSe2 in IPA solvent. (B) Size distribution of 

synthesized Nb1−xTaxS2 alloy obtained by DLS measurements. (C) Typical AFM topography image of individual 

liquid-exfoliated flakes with the heights of 8 and 22 nm (Scale bar is 200 nm). (D) Frequency distribution of flake 

thickness obtained by AFM measurements on ~50 randomly selected exfoliated flakes. (E) LSV results for 

electrochemical reduction of CO2 in 1 M choline chloride and 1 M potassium hydroxide using Nb1−xTaxS2 (red) and 

MoS2 (black) at a scan rate of 1 mV.s-1. (F) DEMS results for CO (blue) and H2 (red dotted) production during the 

LSV experiment using Nb1−xTaxS2. CO2 partial pressure starts to increase at 0.115V. (G) Discharge-charge voltage 

profiles for 50 cycles operation of Li-air battery. (H) Measured current density versus voltage characteristics of 

Nb1−xTaxS2 devices at 300 K approaching high breakdown current density of 40 MA.cm-2. Inset shows the AFM 

micrograph of a four-probe tested structure (Scale bar is 2 µm). 
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S1. Alloy phase diagrams from first-principles  

Mixing Enthalpy 

The enthalpy of mixing or mixing enthalpy (DHmix) for a general quasi-binary alloy, 𝐴𝐵#$%𝐶%, is 

given by: 

∆𝐻)*%(𝑥) = 𝐸(𝑥) − (1 − 𝑥)𝐸23 − 𝑥𝐸24 . (1) 

Here 𝑥 is the molar concentration of C, 𝐸(𝑥) is the concentration-dependent DFT total energy of 

the alloy and 𝐸23  and 𝐸24  are the energies of the end-members 𝐴𝐵 and 𝐴𝐶. In the case of the 

quasi-binary TMDC alloys, 𝐵 and 𝐶 are transition metals for TM-site alloys and are chalcogens 

for chalcogen-site alloys, respectively. We calculate the enthalpy by using DFT energies for SQS’s 

corresponding to alloys of desired molar concentration and the corresponding pure TMDCs. 

Example plots of mixing enthalpy are shown in Figure 1A, B and all mixing enthalpies are shown 

in Figure S1.  

A typical strategy for getting an analytical fit for the mixing enthalpy involves using the regular 

solution model, which corresponds to a single-parameter parabolic fit. 

 

In this expression, Ω represents the difference in the bond energies (U) between like and unlike 

atomic species Ω = 2𝑈99: −𝑈9 −𝑈9:. In the case of the quasi-binary TMDC alloys though, 

several of the mixing enthalpies are asymmetric with respect to molar concentration. An example 

is shown in Figure 1B, which plots the mixing enthalpy of W1-xNbxS2. We, therefore, employ a 

subregular solution model, which uses a cubic fit and can be thought of an average of two regular 

solution models weighted by two interaction coefficients Ω# and Ω;: 

∆𝐻<=> = Ω𝑥(1 − 𝑥). (2) 



∆𝐻<=> = [Ω#𝑥 + Ω;(1 − 𝑥)]𝑥(1 − 𝑥). (3) 

We also fit the mixing enthalpies of the stable alloys with a subregular solution model to guide the 

eye. In this case, we used a 4th order subregular solution model to account for the diminished 

curvature of the mixing enthalpy of miscible alloys. Such a fit has the form 

∆𝐻<=> = [Ω# + Ω;𝑥 + ΩB𝑥;]𝑥(1 − 𝑥). (4) 

Entropy 

The entropy ∆𝑆 in the expression ∆𝐺 = ∆𝐻)*% − 𝑇∆𝑆 corresponds to an entropy difference 

between the alloy and its end-members: 

∆𝑆(𝑥) = 𝑆(𝑥) − (1 − 𝑥)𝑆(0) − 𝑥𝑆(1). (5) 

Here we only consider the increase in configurational entropy on alloying the pure TMDCs and 

ignore the change in vibrational entropy upon alloying in the interest of high-throughput screening. 

The configurational entropy is defined as the logarithm of the multiplicity of occupation 

configurations: 

∆𝑆(𝑥) = 𝑘3 lnΩ% (6) 

In a fully disordered alloy with 𝑁 formula units, 𝑔 alloyed sites per formula unit, and molar 

concentration 𝑥, the multiplicity is given by: 

Ω% =
𝑔𝑁!

(𝑥𝑔𝑁)! ([1 − 𝑥]𝑔𝑁)!
=

Γ(𝑔𝑁 + 1)
Γ(𝑥𝑔𝑁 + 1)Γ([1 − 𝑥]𝑔𝑁 + 1)

. 
(7) 

For large 𝑁, the Sterling approximation gives: 

Ω% =
1

O2𝜋𝑥(1 − 𝑥)
(𝑥%(1 − 𝑥)#$%)$QR . 

(8) 



Taking the logarithm, dividing by 𝑁, and discarding the negligible term gives the configurational 

entropy per formula unit: 

∆𝑆 = −𝑔𝑘3[𝑥 ln(𝑥) + (1 − 𝑥) ln(1 − 𝑥)]. 

In the case of TM-site alloys 𝑔 = 1, whereas chalcogen-site alloys have 𝑔 = 2. 

(9) 

 

Equilibrium Phase Diagram 

Developing an equilibrium phase diagram for an alloy requires analyzing the molar concentration-

dependent free energy for a grid of temperature values. The free energy with respect to the 

endpoints of an alloy is given by: 

 

At each temperature value, the molar concentration is divided into three regions: a stable region, a 

metastable region, and an unstable region. In the stable region, a corresponding disordered alloy 

has lower free energy than any phase segregation. This is shown in the two regions outside each 

pair of blue diamonds in Figure 1C. In between the pairs of blue diamonds, the free energy of a 

disordered alloy is higher than that of a partial decomposition into phases with molar 

concentrations corresponding to the blue diamond pairs. These pairs of blue diamonds are 

determined by the common tangent method and correspond to the boundary between the stable 

and metastable regions known as the binodal boundary. Figure 1D shows the binodal boundary of 

W1-xNbxS2 with the same blue diamonds corresponding to the temperatures in Figure 1C. 

Within the blue diamonds, the alloy is either metastable or unstable. The grey diamonds in Figure 

1C correspond to inflection points and within them, the second derivative of the free energy with 

∆𝐺)*%(𝑥; 𝑇) = ∆𝐻)*%(𝑥) − 𝑇∆𝑆(𝑥). (2) 



respect to molar concentration is negative, i.e. 
T
U

T%U
∆𝐺)*% < 0. In this region, any fluctuation in 

local molar concentration is energetically stable and therefore leads to phase segregation. For this 

reason, this region is an unstable region. Between the blue and grey diamond pairs, however, the 

second derivative of the free energy is positive and so this region is rigid to phase decomposition 

by local fluctuations in molar concentration. This region is still not the thermodynamically most 

stable region, because decomposing into the two blue diamond points is more stable by the 

common tangent law. Because the alloy is stable to these local fluctuations but is not the global 

ground state, this is the metastable region. These pairs of grey diamonds, therefore, correspond to 

the boundary between the metastable and unstable regions known as the spinodal boundary. Figure 

1D shows the spinodal boundary of W1-xNbxS2 with the same grey diamonds corresponding to the 

temperatures in Figure 1C. Figures S1-S3 show the mixing enthalpies for all 25 quasi-binary 

TMDC alloys separated into miscible alloys and immiscible sulfide and selenide alloys. For the 

immiscible alloys, equilibrium phase diagrams are shown in Figure S4 and S5. Figure S6 shows 

that the alloys obey Vegard’s law with plots of lattice parameters as a function of composition. 

Table S1 is a comprehensive list of all 25 alloys studied arranged in the same manner as Figure 

1E. Table S2 shows the energy per formula unit of the 1T and 1T’ phases with respect to the 2H 

phase, confirming the stability of the 2H phase for all 10 end-member TMDCs. 

 

 



 

Figure S1. DFT mixing enthalpies of the 9 miscible quasibinary TMDC alloys. The left column 

has the TM-site alloys and the right column has chalcogen-site alloys. The top four are group VI 

TMDC alloys and the bottom five are group V TMDC alloys. Enthalpies are given in meV per 

formula unit. 

 



 

Figure S2. DFT mixing enthalpies for immiscible sulfide quasibinary TMDC alloys. 

Enthalpies are given in meV per formula unit. 

 



 

Figure S3. DFT mixing enthalpies for immiscible selenide quasibinary TMDC alloys. 

Enthalpies are given in meV per formula unit. 

 



  

Figure S4. Equilibrium phase diagrams for all 8 immiscible sulfide TMDC alloys.  



 

Figure S5. Equilibrium phase diagrams for all 8 immiscible selenide TMDC alloys.  

 



 

Figure S6. Lattice vector as a function of molar concentration for all 25 TMDC alloys. The 

straight lines correspond to the Vegard’s law lattice parameter with r2 showing the goodness of 

the fit. 

 

 

 

 

 

 

 



 

 

Table S1: List of all 25 TMDC alloys studied. 

 Mo W V Nb Ta 

Mo MoS2(1-x)Se2x Mo1-xWxS2 Mo1-xVxS2 Mo1-xNbxS2 Mo1-xTaxS2 

W Mo1-xWxSe2 WS2(1-x)Se2x W1-xVxS2 W1-xNbxS2 W1-xTaxS2 

V Mo1-xVxSe2 W1-xVxSe2 VS2(1-x)Se2x V1-xNbxS2 V1-xTaxS2 

Nb Mo1-xNbxSe2 W1-xNbxSe2 V1-xNbxSe2 NbS2(1-x)Se2x Nb1-xTaxS2 

Ta Mo1-xTaxSe2 W1-xTaxSe2 V1-xTaxSe2 Nb1-xTaxSe2 TaS2(1-x)Se2x 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Table S2: Relative energies of the metastable octahedral 1T and distorted octahedral 1T' 

phases with respect to the stable hexagonal 2H phase for all 10 pure endmember TMDCs. 

For group V TMDCs, the 1T' phase relaxed into the 1T phase. 

 𝑬𝟏𝑻 − 𝑬𝟐𝑯 (mev/f.u.) 𝑬
𝟏𝑻

\ − 𝑬𝟐𝑯(meV/f.u.) 

MoS2 838 549 

MoSe2 706 332 

WS2 889 542 

WSe2 774 279 

VS2 43 43 

VSe2 42 42 

NbS2 104 106 

NbSe2 98 99 

TaS2 64 66 

TaSe2 70 72 

 

S2. Transmission electron microscopy (TEM) measurement 

Figures S7-S9 show the TEM and STEM micrographs for Nb1-xTaxS2, Nb1-xTaxS2, and W1-xNbxS2. 

All the images are shown in the (001) orientation, displaying a hexagonal symmetry. The 

corresponding electron diffraction patterns are shown in Figures S7C-S9C. Analysis of the 

TEM/STEM images, the electron diffraction patterns as well as image simulations confirms that 

all three samples are 2H phase, and we did not detect any sign of phase separation in the samples.  







Table S3: In-plane lattice parameters (a, b, 𝛾) as measured from SAEDP orthogonal to the 

[001] zone axis. EDS-TEM spectra determined the atomic composition for phase segregated Mo1-

xVxSe2 and Mo1-xVxS2. The magnitude of the a2 basis vector for Mo0.05V0.95S2 was approximated 

from the (020) diffraction spot. Measured parameters for VS2(1-x)Se2x correspond to triclinic VS2 

with 6.88% Se concentration. 

 

Alloy a [Å] b [Å] γ[°] 

V1-xTaxS2 3.36 3.03 116.2 

Nb1-xTaxS2 3.23 3.21 121.1 

Nb1-xTaxSe2 3.09 3.11 118.8 

W1-xNbxSe2 3.27 2.71 115.5 

W1-xNbxS2 3.03 3.01 119.3 

Mo1-xNbxS2 3.14 3.16 120.3 

Mo1-xNbxSe2 3.32 3.30 120.4 

Mo0.84V0.16Se2 3.23 3.18 120.4 

Mo0.02V0.98Se2 3.39 3.42 120.9 

Mo0.95V0.05S2 3.08 3.03 121.1 

Mo0.05V0.95S2 2.86 3.65 89.2 

MoS2(1-x)Se2x 3.09 3.07 120.0 

VS2(1-x)Se2x 5.59 3.11 73.9 

TaS2(1-x)Se2x 3.28 3.28 119.5 

 

 

 



S3. STEM Image Simulations 

STEM HAADF image simulations were performed using the µSTEM multislice software 

(tcmp.ph.unimelb. edu.au/mustem) with defocus (Δf) -23.17 Å, 3rd order spherical aberration  

18,440 Å, 3-Fold astigmatism 79.65 Å, 3-Fold astigmatism 2.335 Å and an inner detector angle of 

90 with a maximum detector angle of 370 mrads. All samples shown here are 10 nm sample 

thickness. The aberration and detector parameters are chosen to match the experimental setup. 

Figure S11 clearly shows that all STEM images shown in Figure 2E-H match the simulated images 

of the 2H phase. 

 





























respectively. Also spectra of W1−xNbxS2 (x = 0.5) indicate Raman modes at 287, 320, 354, 390, 

410 cm−1, which corresponds to Eg
1, Eg

2, E2g
1, Ag

1, A1g, respectively.[8,9] 

 

Figure S24. Raman characteristics of binary alloys at ambient conditions excited by 532 nm 

excitation laser. (A) Comparison of the Raman spectra of NbS2, TaS2, and Nb1−xTaxS2 alloy. (B) 

Comparison of the Raman spectra of NbSe2, TaSe2, and Nb1−xTaxSe2 alloy. (C) Comparison of the 

Raman spectra of NbS2, WS2, and W1−xNbxS2 alloy. Raman spectra are shifted vertically for 

clarity. 

 

S6. X-ray photoelectron spectroscopy (XPS) 

Figure S25 represents the XPS spectra obtained for 3 representative alloys. All the spectra 

were calibrated based on the C-C bond energy at 284.8 eV. The major Nb core levels of Nb1−xTaxS2 

were observed at ~203.7 and ~206.4 eV, corresponding to Nb3d5/2 (Figure S25A). The Ta4f 

spectrum in Figure S25B shows two distinct peaks at ~23.5 and ~25.4 eV, representing Ta4f7/2 and 

Ta4f5/2, respectively. Figure S25C indicates the S 2p region, including two main peaks located at 

~161 and ~162.4 eV corresponding to S2p3/2 and S2p1/2. For Nb1−xTaxSe2, the Nb region is shown 

in Figure S25D with Nb core level peaks located at ~203.3 and ~206 eV which represent Nb3d5/2. 
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Two high-intensity peaks of Ta4f spectrum is also observed at ~22.7 and ~24.7 eV associated with 

Ta4f7/2 and Ta4f5/2, respectively. Se 3d region in Nb1−xTaxSe2 indicates the main peaks at ~53.6 

and ~55.2 eV representing Se3d5/2 and Se3d3/2. W1−xNbxS2 XPS results include two distinct peaks 

of Nb3d5/2 located at ~202 and ~205.5 eV. W4f region shows the major peaks of W4f7/2 and W4f5/2 

at ~31.2 and ~33.3 eV. S2p region in W1−xNbxS2 indicates two peaks at ~160.5 and ~161.8 eV 

corresponding S2p3/2 and S2p1/2 (Figure S25G-I).[9] 

 

Figure S25. XPS spectra of the synthesized binary alloys. (A-C) XPS spectra of the Nb 3d, Ta 

4f, and S 2p core level peaks for the Nb1−xTaxS2 alloy. (D-F) XPS spectra of the Nb 3d, Ta 4f, and 

Se 3d core level peaks for the Nb1−xTaxSe2 alloy. (G-I) XPS spectra of the W 4f, Nb 3d, and S 2p 

core level peaks for the W1−xNbxS2 alloy. The binding energy of C-C bonding is set at 284.8 eV. 
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S7. X-ray diffraction spectroscopy (XRD) 

To determine the crystallinity of the three representative alloys (Nb1−xTaxS2, Nb1−xTaxSe2, and 

W1−xNbxS2), X-ray diffraction (XRD) experiment was performed (Figure S26). The samples were 

mechanically exfoliated and transferred to XRD wafer for the measurement. The materials are in 

hexagonal symmetry with the diffraction pattern similar to their pure single metal chalcogenides 

preferentially oriented along (001) direction.[10–15] The sharp peaks recorded suggest that the 

materials are highly crystalline. 

 

Figure S26. XRD patterns obtained from binary alloys of (A) Nb1−xTaxS2, (B) Nb1−xTaxSe2, and 

(C) W1−xNbxS2 at ambient conditions. 

S8. Thermogravimetric analysis (TGA) characterization 

To compare the thermal stability of the Nb1−xTaxS2 alloy and NbS2, we performed EDX 

and XPS measurements, after the TGA experiments. Figure S28 represent the SEM-EDX 

characterization for the Nb1−xTaxS2 alloy after TGA experiment, which verifies the stability of all 

the elements. Moreover, SEM images confirm that flakes retain their layered morphology after 

TGA test at elevated temperatures. However, for the NbS2 sample, EDX data show that sulfur 

completely evaporated at elevated temperatures (Figure S29). Comparison of the XPS data before 

and after the TGA test for the NbS2 sample also verify the sulfur evaporation (Figure S30). The 
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Figure S32. DLS and AFM characterization of nano-flakes. (A-C) Size distribution from   DLS   

measurements on 40 flakes for binary alloys of Nb1−xTaxS2, Nb1−xTaxSe2, and W1−xNbxS2, 

respectively. (D-F) Frequency distribution of flake thickness obtained by AFM measurements on 

~50 randomly selected exfoliated flakes for binary alloys of Nb1−xTaxS2, Nb1−xTaxSe2, and 

W1−xNbxS2, respectively. (G-I) Typical AFM image of individual liquid-exfoliated nano-flakes 

(Scale bar is 200 nm). 

 

S10. Ultraviolet Photoelectron Spectroscopy (UPS) 

The work function for synthesized binary TMDCs alloys and MoS2 was measured by using 

ultraviolet photoelectron spectroscopy (UPS). In the UPS experiment, a bias of -10 V was applied 

to the sample to differentiate the sample energy cut-off from that of the spectrometer. Silver was 
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examine the current-voltage (I-V) characteristics of Nb1−xTaxS2 devices, few-layer, tape-exfoliated 

flakes were transferred onto a SiO2/Si (~300 nm/0.5 mm) substrate. By using an optical microscope 

(OM) and AFM, uniform and thin flakes were selected for subsequent experiments. The samples 

were quickly spin-coated with a layer of poly (methyl methacrylate) (PMMA) which serves both 

as a protective layer and a resist for electron beam lithography (EBL) technique. The contact 

electrodes were then predefined and patterned in a two- and four-probe configurations with 

standard photolithography techniques. After patterning, we fabricated the metal electrodes by 

deposition of Cr/Au (5/50 nm) via electron-beam evaporation process followed by a lift-off process 

in acetone. Figure S38 demonstartes the current versus applied voltage (IDS-VDS) with zero gate 

voltage in the 50–295 K temperature range. Transport measurements verify Ohmic contacts were 

formed. We also observed a negligible gate dependency in room-temperature transfer curves (IDS–

VG). Inset of Figure S38 shows the AFM image of a typical tested device.  

 

Figure S37: AFM characterization of mechanical exfoliated nano-flakes. (A-C) Typical AFM 

images of individual micro mechanically exfoliated nano-flakes for binary alloys of Nb1−xTaxS2, 

Nb1−xTaxSe2, and W1−xNbxS2, respectively (Scale bar is 200 nm). 
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Figure S38: Electrical current-voltage (I-V) characteristics of Nb1−xTaxS2 devices. 

Temperature-dependent current-voltage (IDS-VDS) transport characteristics of a representative 

device at zero gate voltage. Upper left inset shows the AFM micrograph of a tested device (Scale 

bar is 2 µm). Lower inset shows the room-temperature current-voltage (IDS-VG) transfer 

characteristics from -60 to +60 V gate potential at VDS = 1 V.  
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