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a b s t r a c t 

We address the problem of using hand-drawn sketches to create exaggerated deformations to faces in 

videos, such as enlarging the shape or modifying the position of eyes or mouth. This task is formulated 

as a 3D face model reconstruction and deformation problem. We first recover the facial identity and 

expressions from the video by fitting a face morphable model for each frame. At the same time, user’s 

editing intention is recognized from input sketches as a set of facial modifications. Then a novel identity 

deformation algorithm is proposed to transfer these facial deformations from 2D space to the 3D facial 

identity directly while preserving the facial expressions. After an optional stage for further refining the 

3D face model, these changes are propagated to the whole video with the modified identity. Both the 

user study and experimental results demonstrate that our sketching framework can help users effectively 

edit facial identities in videos, while high consistency and fidelity are ensured at the same time. 

© 2019 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Recent years have witnessed tremendous advances in the field

of facial performance capture in videos, which serves as a vital

foundation for other computer graphics applications [1–3] . Espe-

cially, impressive results have been achieved in state-of-the-art

face editing frameworks, and they are widely used in creating

funny facial effects for video games, movies and even mobile ap-

plications. In order to express user’s editing intention, this kind of

frameworks always involves complex inputs (e.g., other images or

videos within the same domain [3,4] ) or additional capture devices

(e.g., RGB or RGB-D cameras [2,5,6] ). However, it is quite incon-

venient for artists or amateur editors to reach these resources in

our daily life. Moreover, current state-of-the-art methods always

aim to enable users to modify the facial expression of the actor

in a video, since this kind of editing intention can be easily de-

tected with fixed facial identities. While changing the identity, i.e.,

the original appearance of a face without the influence from the

pose and facial expression, is quite difficult, since it is a form of

modification which is hard to be computed straightforward from

reference inputs or several parameters. 
� This article was recommended for publication by Y Gingold. 
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We address these two shortcomings by making use of sketch,

hich offers more efficiency and flexibility to editors as demon-

trated in the recent research [7–10] . Consider the problem of

ransferring facial characters in a cartoon image to an actor in the

ideo as shown in Fig. 1 . In this paper, we propose a novel and ro-

ust interactive sketch-based face editing framework for both pro-

essional and amateur editors to finish this task very conveniently

n a standard PC. We note that our framework is not a caricature

ystem: the cartoon image we introduced here is not an input which

ill be processed by our framework; we are simply using it as an in-

piration or guideline for users to edit the source video. In fact, users

re free to modify any facial appearance of an actor in the given

ideo with the help of our framework. Compared to previous work,

e focus on allowing users to edit the facial identity of the actor

n the whole video, but not the expressions. 

There are three challenges towards this goal. (1) There is an

nherent tradeoff between flexibility of sketch-based specification

nd robustness. Specifically, unconstrained hand-drawn strokes

ay produce ambiguous inputs [7,11] . For example, a stroke drawn

etween the eyebrow and upper eyelid might indicate editing ei-

her of them. And it is quite difficult for the framework to deter-

ine the user’s true editing intention by dealing with this stroke

lone. (2) Since the face appearance depends on the pose of the ac-

or as well as the identity, the influence of facial expression should

e taken into account when applying changes to the identity. (3)

https://doi.org/10.1016/j.cag.2019.01.004
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cag.2019.01.004&domain=pdf
mailto:lz311@cs.rutgers.edu
https://doi.org/10.1016/j.cag.2019.01.004
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Input Frame #2 Frame #11 Frame #23 Frame #45 Frame #61 Frame #79 Frame #91

Fig. 1. Given a video, consider the problem of modifying the actor’s facial appearance, e.g., enlarging his mouth, to match facial characters in a reference image (top-left). 

Our framework enables users to perform such editing operations by hand-drawn sketch. Then these modifications are propagated throughout the whole video. Top: a cartoon 

image for reference and key frames in a video. Bottom: the input sketches and edited frames. Note that our framework is not a caricature system. It does not transfer texture 

styles from cartoon images to videos, since we only focus on sketch-based identity deformation. 
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ompared with previous sketch-based methods designed for static

D images or 3D models [7,8,11,12] , our framework has to further

ropagate the modifications from one frame to the whole video. In

his process, we need to predict the modified face appearance in

ach frame while ensuring consistency and fidelity. 

In this paper, we introduce a 3D face model fitting and identity

eformation transfer formulation. Our core idea is to first trans-

er modifications from the input sketch to the corresponding 3D

ace model fitted by the facial identity and expression, which is

hen used for propagating changes to the whole video. To the

est of our knowledge, we are the first framework which allows

sers to edit the facial identity of an actor in a video using hand-

rawn sketches. This is made possible with the following key con-

ributions: (1) a sketch-based facial identity editing framework for

ideos, (2) a novel 2D to 3D sketch-based identity deformation

ransfer algorithm, (3) and a contour-based interface for 3D model

efinement. 

. Related work 

In this section, we review the previous work in the filed of

ketch-based editing and deformation transfer which motivate the

esign of our sketching system. 

.1. Sketch-based shape editing 

Hand-drawn sketches are widely used in modeling static fa-

ial inputs, such as images or 3D shapes [1,13] . The main chal-

enge of these systems is to handle ambiguous user inputs, i.e.,

trokes which are difficult to match. Previous work [7,11,14] lim-

ts the use of only pre-recorded data (curves or points) to mitigate

mbiguity. The following two sketch-based facial animation editing

ystems proposed recently are most related to our work. Nataneli

t al. [12] introduced an internal representation of sketch’s seman-

ics, while users have to draw sketch in some predefined regions.

iranda et al. [8] built a sketching interface control system, which

nly allows users to draw strokes on a predefined set of areas cor-

esponding to different face landmarks to avoid ambiguous condi-

ions. In this paper, we introduce a sketch-based editing framework

hich differs from previous work in the following two aspects: (1)

ur method is the first framework that allows users to edit the

ace by sketch in a video sequence other than a static image or 3D

hape; (2) we utilize the sequence information of strokes to deal

ith ambiguous user inputs without predefined constraints. 
.2. Deformation transfer 

Deformation transfer [15,16] firstly addressed the problem of

ransferring local deformations between two different meshes,

here the deformation gradient of meshes is directly transferred

y solving an optimization problem. Semantic deformation trans-

er [17] inferred a correspondence between the shape spaces of

he two characters from given example mesh pairs by using stan-

ard linear algebra. Zhou et al. [18] further utilized these meth-

ds to automatically generate a 3D cartoon of a real 3D face. Thies

t al. [2] developed a system that transfers expression changes

rom the source to the target actor based on [15] and achieves

eal-time performance. Xu et al. [19] designed a facial expression

ransfer and editing technique for high-fidelity facial performance

ata. Moreover, other flow-based approaches [3,4] are also pro-

osed to transfer facial expression to different face meshes. How-

ver, these traditional methods aim to transfer deformations, espe-

ially facial expressions, between 3D meshes. Differing from them,

e propose a transfer pipeline which can be used to directly trans-

er local identity changes in 2D space to a 3D face model. Huang

t al. [20] presented an approach to project changes of a mesh in

D to 3D as the projection constraint. Compared with it, the main

ovelty of our algorithm is that we combine a sketch-based in-

erface to enable users to perform the editing with hand-drawn

ketches from 2D to 3D. We first map sketch into a set of mod-

fications corresponding to 3D space, and then transfer it to the

arget 3D mesh. 

. Framework overview 

The input of our framework is a monocular video consisting

f continuous frames of a person’s face, together with a frame t 0 
n this video containing a corresponding hand-drawn sketch. This

ketch may be a complete facial sketch or partial strokes repre-

enting changes that the user wants to be made to the appearance

f the face, e.g., to enlarge the mouth or modify the position of

he eyebrows. Our goal is to recognize all these changes from the

ketch and apply them to the whole video. Inspired by Thies et al.

2,3] , we formulate this task as a parametric face model fitting and

eformation transfer problem. 

The whole pipeline of our framework is outlined in Fig. 2 . Our

ore idea is to first reconstruct a 3D face model F t for each frame

 in the input video, where F t can be disentangled into a unique

omponent I to represent the facial identity and a sequence of E t 
o describe the facial expression changes over time. Meanwhile, the

ace deformation encoded in the input sketch is approximated by
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1. Face Model Fitting

2. Sketch-Based Face Editing

Output

6. Results

=+

3. Identity Deformation Transfer 4. Contour-Based Model Refinement

5. Re-rendering

=

Input 3D Model

Fig. 2. Workflow of our sketching framework. The detailed algorithm of each part is presented in the corresponding sections. Red dashed arrows indicate a sequence of 

inputs while blue solid arrows stand for model fitting or updating operations, and a dashed box means an optional step. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.) 
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a set of local deformations in 2D space. Then we transfer these

deformations from 2D space to the target 3D facial identity I ,

while the influence of expression E t is removed by solving an en-

ergy minimization problem. After computing the modified identity

shape ˆ I , we can get the updated full 3D face model ˆ F t for each

frame t . Finally, these modifications are propagated throughout the

whole video by rendering ˆ F t to frame t with the isomap M t . 

In the following, we discuss the individual steps in detail. First,

in Section 4 , we show how the 3D face model is reconstructed

and disentangled into the identity as well as expression for each

frame in the video by a robust 3D face morphable model fitting

algorithm [21] . In Section 5 , a robust sketch mapping and fitting

schema is introduced to recognize user’s editing intentions and

apply them to the face in 2D space. Specifically, we utilize the

order information carried by a series of strokes to mitigate ambi-

guity. Then an energy function is minimized to deform the face ap-

pearance and handle stroke noises at the same time. In Section 6 ,

we further present an approach to transfer deformations from 2D

space to the 3D facial identity with depth estimation, while get rid

of the influence from expression. We also implement a contour-

based interface for users to refine the 3D identity optionally in

Section 7 . Finally, Section 8 presents the optimization algorithms

for rendering the deformed face texture back to the whole video,

which removes artifacts generated from the previous steps. The

user study as well as experiment results shown in Section 9 in-

dicate that our sketching framework is simple to use even for am-

ateurs, while high-fidelity results are guaranteed as well. For clar-

ity, we list the main symbols we used throughout this paper in

Table 1 . 

4. Face model fitting 

We utilize FaceWarehouse [22] to construct the blendshape face

meshes for each frame in the input video. Specifically, a fully trans-

formed 3D face model F can be represented as: 

F = R · V + t = R ·
(
C ×2 u 

T ×3 e 
T 
)

+ t , (1)

where V is a set of vertices describing the shape of the face mesh.

We utilize R and t to represent the global rotation and transla-

tion of V , respectively. C is the rank-3 core tensor from the Face-

Warehouse database [22] , which corresponds to vertices of the face
esh, identity and expression. u is the identity vector and e is the

xpression vector. Let L = { l k } denote a set of 2D facial landmarks

f the face in a frame and { v k } denote their corresponding vertices

f the 3D face mesh V . Let F (v k ) be the 3D position of v k after the

lobal rotation and translation according to Eq. (1) . To compute l k ,

e define a set of 2D displacement D = { d k } and each of them is

dded to the projection of F (v k ) : 

 k = �P 

(
F (v k ) 

)
+ d k , (2)

here �P ( · ) denotes a perspective projection operation which is

arameterized by a projection matrix P . To recover these unknown

ace parameters from the video, we employ DDE [21] , a state-of-

he-art real-time regression algorithm for facial tracking. DDE pre-

icts a sextuple 〈 P , u ; e t , R t , t t , D t 〉 for each frame t in the video.

ote that P and u are invariant across all frames for the same ac-

or and the same video camera during tracking, while the other

nknowns change in different frames. The expression blendshapes

 = { b k } of the certain actor in the input video is constructed as:

 = C ×2 u 

T . (3)

s commonly assumed in blendshape models, b 0 is 3D shape of

he neutral face. We can further represent the face shape V t of the

ctor in the frame t by: 

 t = b 0 + 

N B −1 ∑ 

n =1 

(b n − b 0 ) · ˆ e (n ) 
t = b 0 + E t = I + E t , (4)

here ˆ e t = [ ̂ e (1) 
t , . . . , ̂  e (n ) 

t ] is computed from the initially fitted ex-

ression coefficient vector e t estimated by DDE. Intuitively, Eq.

4) disentangles the actor’s 3D face shape V t into the identity

 and expression E t . For each frame t , we also extract M t , the

somap [23] which contains pixel textures for the face model, and

ompute 2D landmarks L t according to Eq. (2) . At last, we get the

nal per-frame face performances which consist of six parameters

 I ; E t , R t , t t , L t , M t 〉 . In the following steps, I , E t and L t are used

or computing the deformed 3D face mesh; while R t , t t and M t 

re employed to propagate the modifications throughout the en-

ire video to generate the final result. 
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Table 1 

The main symbols and their meanings we employed in this paper. 

Symbol Meaning 

V = { v k | 1 ≤ k ≤ N V } A set of vertices to represent the shape of a 3D face mesh 

u = [ u 1 , . . . , u n ] The coefficient vector of the facial identity 

e = [ e 1 , . . . , e n ] The coefficient vector of the facial expression 

B = { b k | 0 ≤ k < N B } A set of expression blendshapes of a certain actor ( b 0 is the shape of neutral expression) 

L = { l k | 1 ≤ k ≤ N L } A set of 2D landmarks of the face in a video frame 

F A 3D face mesh generated after the global rotation R and translation t 

I The identity component of a 3D face mesh F 

E The expression component of a 3D face mesh F 

M The isomap of a 3D face mesh F 

{ G k | 1 ≤ k ≤ N G } A set of 2D landmark groups (each G k is a subset of L ) 

{ S k | 1 ≤ k ≤ N S } A set of hand-drawn strokes 

1

2

3

(a) (b) (c)

(d) (e) (f)

Fig. 3. Illustration of the face landmarks. (a) the original frame; (b) the 68 land- 

marks predefined by Huber et al. [24] ; (c) the original landmarks to be edited; (d) 

the sketch input (the second stroke is ambiguous since it can be mapped to either 

the eyebrow or the upper eyelid); (e) key points extracted from the strokes; (f) the 

final modified landmarks. 
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. Sketch-based deformation transfer 

We present a robust sketch-based face editing framework to en-

ble users to edit all possible face details once they have been

arked with the corresponding vertices on the 3D face mesh. In

his paper, we allow users to edit 68 face landmarks predefined by

ao et al. [21,24] for illustration as shown in Fig. 3 (b). In order to

pply user’s editing intention from the input sketch, we need first

ap each stroke to a suitable part of the face, e.g., the contour of

yes or mouth, and then deform this part according to the hand-

rawn stroke. 

.1. Sketch mapping 

Our target is to map each stroke to a landmark group in the

D space (a collection of landmarks which represents a meaningful

art of the face, e.g., the left eyebrow or the upper eyelid), and to

emove unreasonable strokes from the result at the same time. The

ain challenge in this task is how to deal with ambiguous user in-

uts, and Fig. 3 (d) shows an example. Previous methods solve this

roblem by only allowing users to edit the face with pre-defined

urves [7,11,14] or draw strokes in pre-ordered regions [8,12] . In-

tead, we introduce a robust mapping schema which enables users

o draw strokes without certain constraints, while the only as-

umption we made here is that the stroke should be “clean”, i.e.,

ach stroke aims to edit just one target landmark group. 
We notice users always draw a sketch in a meaningful order

ncoding their editing intention. Landmark groups having a strong

elation with each other, e.g., the upper and bottom eyelids of the

ame eye, trend to be drawn at the same time. Based on this ob-

ervation, the input sketch is regarded as an ordered sequence of

trokes and Hidden Markov Model (HMM) is employed to formu-

ate this problem. Note that our HMM-based algorithm leverages the

rder in which users draw strokes, for efficient matching with land-

ark groups. Prior works, e.g., [25] have not combined this order

nformation with HMM. It uses HMM to model the shape of this

troke to match mesh templates. Let { G 1 , . . . , G t } be a set of land-

ark groups on the 2D image, and { S 1 , . . . , S t } be the stroke se-

uence of the input sketch. We treat each landmark group G as

he hidden state while a stroke S is the observation of HMM, and

ur target is to find the most probable sequence of hidden states

landmark groups) for a given observation sequence (strokes): 

rg max 
G 1: t 

P (G 1: t | S 1: t ) . (5)

he initial probabilities P ( G 0 ) for each hidden state is set to 1/ N G .

nd P ( S t | G t ) is the emission probability which measures the prob-

bility of each stroke belonging to a certain landmark group. We

efine P ( S t | G t ) as: 

 (S t | G t ) = 

⎧ ⎨ 

⎩ 

exp 

(
−d(S t , G t ) 2 

2 σ 2 

)
, if d(S t , G t ) ≤ 3 σ

0 , otherwise 

(6)

here d ( S t , G t ) measures the difference between S t and G t , which

s the average Euclidean distance of their corresponding key points.

ote that if S t has a high distance with all landmark groups (which

eans that this stroke is invalid), S t will not be matched with any

 t and excluded from the result. P (G t | G t−1 ) is the transition matrix

hich expresses the probability of moving from one hidden state

o another. Transition probabilities between two landmark groups

ith a strong relation are assigned a higher value, i.e., twice as

arge as the other values, which makes it easier for correspond-

ng strokes to be mapped together and helps when strokes are

mbiguous. Given these parameters, the most probable sequence

roblem can be solved by the Viterbi Algorithm [26] . 

.2. Landmark deformation 

For each input stroke S and its mapped landmark group G , we

eed to deform G into ˆ G according to S , where ˆ G is the final mod-

fied landmark group. This is achieved by solving an energy min-

mization function that leverages the position of the input stroke

editing intention of the user) and the original shape of the land-

ark group. Let g i and 

ˆ g i be the coordinates of the i th landmark

n G and 

ˆ G , respectively, and s be the corresponding i th key point
i 
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in S . The energy function is formulated as: 

E = 

N G ∑ 

i =1 

|| ̂ g i − s i || 2 + 

N G −1 ∑ 

i =1 

(1 − cos ( ̂  γi − γi )) , (7)

where γ i is the included angle of g i and g i +1 ; ˆ γi is that of ˆ g i 
and 

ˆ g i +1 . To minimize this target function, we use the value of

|| g i +1 − g i || to approximate || ̂ g i +1 − ˆ g i || , and we solve it with gra-

dient descent algorithm. 

Intuitively, the first term of Eq. (7) is the position constrain.

It measures the distance between the modified landmark group

and the input stroke, which moves the landmarks of this landmark

group to their expected positions. Meanwhile, the second term of

Eq. (7) represents the shape prior. It is employed to maintain the

original shape information of this landmark group after the mod-

ification, which helps to prevent generating unrealistic results due

to noises carried by the input sketch. 

6. Facial identity deformation transfer 

The final modified facial identity ˆ I is calculated from the target

identity I by transferring 2D deformations (a set of modified 2D

face landmarks) to I while removing the influence of expressions.

Our strategy is first to estimate the 3D positions of 2D landmarks

with reconstructed face model parameters as shown in Section 3 .

Then a robust deformation transfer technique is proposed to deter-

mine the modified identity according to these 3D landmark posi-

tions as well as the expression. It is achieved by two steps: depth

estimation for key points in 2D and solving an extended target

function of [15] . The main contribution of our identity deformation

transfer algorithm is that we perform the deformation transfer be-

tween different feature spaces: from 2D to 3D; while prior work [15 ,

16 , 17] performs the transfer in the same 3D space. 

To estimate the 3D position ( ̂  x i , ̂  y i , ̂  z i ) of a certain modified

landmark ˆ l i whose 2D coordinate in this frame is ( ̂  x i , ̂  y i ) , we need

to reconstruct ˆ z i (the depth of this point towards the screen plane).

However, the depth value is unknown since the deformation is

made in 2D space. Notice that when the front face is right against

the screen plane, i.e., the face plane and screen plane are paral-

lel to each other, points on the face mesh will have similar depth

value (the delta of the maximum and minimum depth value of all

the points will reach its minimum), especially for the landmark

whose normal vector is perpendicular to the screen plane. Based

on this observation, we estimate the depth ˆ z i of the modified land-

mark ˆ l i with the original depth z i of l i , which can be computed

directly according to Eq. (1) . This estimation can avoid generating

unrealistic facial identity effectively. However, as a result, our ap-

proach is able to achieve the best performance if the editing is ap-

plied on the frame when the actor is facing the camera. 

Then we can get the modified facial identity by further trans-

ferring deformations (a set of modified 3D landmark coordinates

computed above) to the target identity. Our approach is inspired

by the correspondence system in [15] , but developed in the con-

text of our deformation framework. Let V = { v 1 , . . . , v n } and 

ˆ V =
{ ̂ v 1 , . . . , ̂  v n } be the n vertices of the original and modified facial

identity. Note that here V is equal to the facial identity I when

we remove the effect of the facial expression E t according to Eq.

(4) . We let Q = { Q i } be a set of mesh triangles and Q i = 

ˆ V i (V i ) 
−1

be the affine transformations that define the deformation for the

i th triangle, where ˆ V i and V i are the corresponding vertex ma-

trix [15] calculated from V and 

ˆ V , respectively. The vertex posi-

tions of the modified identity are computed by minimize the dis-

tance between the original and modified 3D landmarks after re-

moving the influence of facial expression. We define the landmark
erm as: 

 l = 

1 

2 

m ∑ 

i =1 

|| ̂ v i − ˜ l i || 2 , (8)

here m is the number of modified 3D landmarks, and 

˜ l i = ̂

 l i +
 

(v i ) 
t is the coordinate of the i th modified landmark after merging

he influence of the facial expression E t . Then the whole energy

unction is defined as: 

E( ̂ v 1 , . . . , ̂  v n ) = w s E s + w r E r + w l E l 
s.t. ˆ v i = b k , b k ∈ F(V ) , 

(9)

here w ∗ controls the effect of each term, and w r = 0 . 1 while the

ther two are set to 1 experimentally; b k in Eq. (9) is a set of

oints on the face boundary F(V ) . E s is a smooth term to make

he transformations for the set of adjacent triangles A be similar

ith each other [15] : 

 s ( ̂ v 1 , . . . , ̂  v n ) = 

1 

2 

| Q| ∑ 

i =1 

∑ 

j∈A (i ) 

|| Q i − Q j || 2 , (10)

nd E r maintains the original triangle shapes which are not af-

ected by the deformation in order to prevent generating a drastic

hange in the shape of the target identity [15] : 

 r ( ̂ v 1 , . . . , ̂  v n ) = 

1 

2 

| Q| ∑ 

i =1 

|| Q i − I || 2 , (11)

here I is the identity matrix. The whole energy function can be

inimized by solving a system of linear equations. During this pro-

edure, the boundary points of the deformed mesh will match ex-

ctly since they are specified as constraints to keep the original

ace contour, the local deformations are transferred by the land-

ark term, and the rest of the mesh will be carried along by the

moothness and identity terms. 

. Contour-based face model refinement 

Since the quality of a 3D face model computed from the iden-

ity deformation transfer highly influences our final result, we im-

lement an interface for artists to directly edit the deformed 3D

ace model for refinement. To ensure fluency and simplicity of user

nteraction during this process, we present a contour-based edit-

ng schema. Note that this refinement step can be skipped if a fa-

orable result has already been achieved during previous steps or

sers have no experience in 3D model editing. 

At the beginning of this refinement stage, selected feature con-

ours on the deformed 3D face model are projected onto the 2D

anvas to produce an initial sketch-like contour map. Then the user

an drag or rotate it to observe the model from different views. If

ome of the projected lines are not satisfactory, the user can re-

raw them with new sketches. In this refinement phase, these re-

rawn lines are matched more closely with user inputs by adding

hem as new constraints for the 3D face model. Compared with

raditional interactive 3D mesh editing softwares such as MAYA

r 3DS-MAX, which always take a long time for a skilled artist

o create a decent 3D face model, our contour-based approach is

uch simpler and faster. Moreover, this contour-based refinement

nterface also ensures a smooth user experience during the whole

diting process for not involving different softwares or interactive

odes other than hand-drawn sketches. 

Contour rendering. Recent studies [27,28] present a hybrid line

endering method to generate 2D contour maps for 3D shapes

nd obtain good performance. In this paper, we adopt this ap-

roach which combines predefined exterior silhouettes, occluding
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Fig. 4. We provide a contour-based mode for model refinement. Given a 3D face 

mesh (a), a hybrid line rendering method is utilized to render the contours from 

different view points (b). Users are allowed to edit these contours with sketches as 

shown in (c). 
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Fig. 5. We use the refined isomap (the second row) to remove artifacts. From left to 

right: the original frame and the sketch input, texture isomap, the modified output, 

detailed view of the output. 

Table 2 

Average runtime of our framework. The average runtime for one 

frame of each step in our method is computed with respect 

to different video resolutions. The program runs with parallel 

optimization. 

Video quality 360P 480P 720P 1080P 

Model fitting 11.9 ms 12.1 ms 13.6 ms 14.3 ms 

Sketch matching 1.4 ms 1.4 ms 1.8 ms 2.1 ms 

Deform transfer 3.1 ms 3.1 ms 3.4 ms 3.5 ms 

Rendering 16.6 ms 20.5 ms 82.6 ms 98.6 ms 

BG Opt. 18.8 ms 21.6 ms 28.1 ms 34.2 ms 

FPS 29.3 Hz 26.9 Hz 9.7 Hz 8.4 Hz 

FPS w/ BG Opt. 19.2 Hz 16.8 Hz 7.6 Hz 6.2 Hz 
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ontours, suggestive contours [29] and shape boundaries to gener-

te the final contour map from a given view point for further edit-

ng. Examples are shown in Fig. 4 . Note that the preprocess steps

n [30] are also applied to reduce the noise in the initial map. 

3D model refinement. Users are allowed to rotate the input 3D

odel to edit its 2D contour map from different view points. Once

n unsatisfactory line in the map is found, users can modify it

y marking a certain region around to erase it first, and draw a

ew relevant sketch. After sampling the key points from them,

he edited line is then calculated by the same algorithm as de-

cribed in Section 5.2 . We treat the key points in the edited line

s new landmark constraints, and the identity deformation trans-

er in Section 6 is employed to update the face model. Users are

ble to repeat these steps until a favorable 3D facial identity ˆ I is

chieved. Note that since more constraints are added, we increase

he weights of w s and w r in Eq. (9) at this stage so as to prevent

rastic deformations in the final 3D shape ˆ I . 

. Texture re-rendering and smoothing 

Propagating deformations to the whole video is achieved by

omputing modified 

ˆ F t with 

ˆ I for each frame t according to

qs. (1) and (4) , and then re-rendering the extracted face texture

somap M t back to the frame with 

ˆ F t . For a high-fidelity result, the

ackground should be warped as well, so that both sides of the

ace boundary deform coherently. We also apply the median filter

n the boundary to blur the difference between the face and its

urrounding background. 

Note that there might be some “holes” (invisible pixels) on the

somap M t due to the occlusion. However, if modifications are ap-

lied on the boundary of the 3D facial identity, these “holes” will

ead to artifacts after smoothing since they might be visible as a

esult of the deformation. We notice that these missing pixels may

e seen from other frames (since the actor always have different

oses in different frames), which can be employed to fill “holes”

n one certain frame. Therefore, we utilize a refined isomap 

ˆ M t to

ynthesize the modified face in each frame. To obtain the refined

somap 

ˆ M t , we first compute a mean isomap M̄ from all frames in

he given video. And then for the isomap M t of each frame t , we

se this mean isomap to fill the “holes” in it. We obtain the final

efined isomap 

ˆ M t for each frame after applying a Gaussian filter

n it to smooth the boundaries. Finally, the artifacts on the bound-

ry can be removed by re-rendering the face with 

ˆ M t as shown in

ig. 5 . 

To handle missing background due to the facial deformation,

ne simple strategy is building a background model (background

s in non-face and non-body) over successive frames and then

eplacing missing background pixels with newly revealed ones.

owever, this approach depends on an accurate background seg-

entation algorithm. In this paper, we solve it in a more robust

arping-based manner. Firstly, we employ SIFT [31] to detect the
tatic key points from the starting frame; optical flow is calcu-

ated throughout the whole video in order to track the dynamic

ey points of the background. Then we construct a set of control

oints for each frame by combining the static and dynamic points.

inally, we use Moving Least Square [32] algorithm to warp the

ackground pixels based on detected control points. This optimiza-

ion strategy can effectively avoid shaking for static objects in the

ackground, while maintain the consistency of the face boundary

oncurrently. 

. Results 

We evaluate the performance of our approach on different

outube videos at a resolution of 1280 × 720. The videos show dif-

erent actors with different scenes captured from varying camera

ngles; we choose one frame for each video and provide a cor-

esponding sketch of the actor’s face as the input. In our experi-

ents, users are allowed to edit 68 face landmarks marked by Hu-

er et al. [24] by sketch for demonstration. Example results cre-

ted by amateurs using our sketching interface are shown in Figs. 1

nd 6 . 

.1. Runtime performance 

We evaluate the runtime performance of our methods by com-

uting the average runtime of each step with respect to differ-

nt video resolutions. Within the step of texture re-rendering, an

somap with 256 × 256 resolution is computed for 360P and 480P

ideos; 512 × 512 resolution is configured for HD videos. Our ap-

roach runs on a desktop computer with an Intel 4.00 GHz Core i7-

700K CPU. Table 2 shows the result. The texture re-rendering and

ackground optimization is the slowest components, while oth-

rs run in a matter of milliseconds. Note that our framework can
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Input Frame #2 Frame #7 Frame #18 Frame #33 Frame #78 Frame #86 Frame #116

Input Frame #1 Frame #42 Frame #58 Frame #66 Frame #84 Frame #98 Frame #118

Input Frame #62 Frame #71 Frame #83 Frame #98 Frame #110 Frame #124 Frame #150

Input Frame #16 Frame #27 Frame #57 Frame #67 Frame #86 Frame #98 Frame #117

Fig. 6. More examples of our sketching system. In each example, the first column includes the cartoon image for reference (top) and the sketch input (bottom). Starting 

from the second column, the original (top) and edited frames (bottom) in different videos are shown. 
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Fig. 7. A gallery of results created using three different editing interface settings. 

From top to bottom, each row shows the fitted 3D face model and the deformed 

models corresponding to the cases as shown in Fig. 1 and Fig. 6 , respectively. Note 

that each 3D face model is fitted from the actor in the first frame of the video. 

Table 3 

Average timings for editing with different interfaces. 

Interface MAYA Ours MAYA ∗ Ours ∗+ RF 

Time (m) 12.5 ± 1.8 3.6 ± 0.3 9.5 ± 1.4 4.1 ± 0.8 
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chieve real-time performance ( ≥ 25 FPS) for standard resolution

ideos without background optimization, which is compatible with

treaming inputs. Moreover, our method does not rely on a power

PU and can be extended to light-weight devices. 

.2. User study 

In this section, the user study is conducted to evaluate the user

xperience as well as the video results achieved by our framework.

e invited 20 people, 10 men and 10 women. All participants are

raduate students aged from 23 to 25, and 3 of them major in arts

hile the others come from statistics and computer science de-

artments. In addition, 4 of them have background in arts and 3D

nimation modeling (with 3-year experiences in MAYA and 3DS-

AX as well), while the others are amateur users that have lim-

ted or no knowledge about drawing and 3D editing. Before the

ollowing sessions, a 10 min tutorial as well as 20 min for practice

ere given to guarantee that every participant knows how to use

ur interface. Another 40 min are employed to introduce MAYA to

mateur users. In our evaluation, we use cartoon images as ref-

rence to compare our results with users’ true editing intention

n an effective way. Users are asked to edit the face to match a

artoon image using our system. However, they are free to make

dditional modifications as they wish. Therefore, the results may

ontain some unrelated user inputs. 

.2.1. User experience of interfaces 

The goal of the first session is evaluating the user experience

f our sketched-based interface. To guide users’ editing intention,

ach participant was given a Youtube video together with a 2D

artoon face image as reference, and asked to edit the facial ap-

earance of the actor in this video to match at least one promi-

ent facial character in the cartoon image using our system. Note

hat the created facial identity was not required to strictly fol-

ow the reference image and differences were allowed. All partici-

ants should complete 5 tasks in this session with different pairs

f videos and reference images as illustrated in Figs. 1 and 6 . We

lso implemented another deformation-based user interface, where

D face models were first calculated according to Section 3 ; then

AYA was utilized as the editing tool instead of sketches, and

nal results were directly generated by the modified models as

ection 8 . In this deformation-based interface, users are only al-

owed to edit/modify the positions of mesh vertices with MAYA.

his constraint is made for fair comparison, since our system de-

orms the mesh in the same way. All participants were asked to

epeat the same tasks with this interface. For amateur users, they

ould stop anytime if it was too difficult for them to continue

hile the artists were required to finish all tasks. To verify the ef-

ectiveness of our contour-based refinement mode in Section 7 , the

mateur users were recommended to try it after the initial sketch-

ng, and the artists should use it for all tasks. At the end of this

ession, we asked the participants which system is easier to use. 

Among all the 16 amateur users, 12 of them finished editing

asks with the deformation-based interface while the others gave

p halfway. Instead, all participants completed the same tasks with

ur sketch-based interface. Moreover, 10 of the amateurs used our

ontour-based refinement mode; the others chose to skip it for fa-

orable results had already been achieved in the previous steps.

n terms of user experience, all participants agree that our sys-

em is simpler to use and yields decent results. Those who tried

ur refinement mode agree that it was very helpful, and the four

rofessional artists agree that it is more efficient than traditional

eformation-based software. 
.2.2. Comparison on mesh deformation 

Fig. 7 shows a gallery of deformed 3D face models, which are

orresponding to the actors of the cases as shown in Figs. 1 and 6 ,

ith three different editing interface settings. They were created

sing our sketch-based interface by amateurs (Ours), by artists

ith the deformation-based interface (MAYA 

∗) and our sketch-

ased interface with the refinement mode (Ours ∗+RF), respectively.

etailed timings are shown in Table 3 . In addition, we also re-

ort the timing for editing using the deformation-based interface

y amateurs (MAYA). As shown in Table 3 , an amateur on aver-

ge only spent 3.6 min to complete the task via our system, which

s 3 times faster than using the interface based on MAYA. Mean-

hile, our sketching interface also doubled the editing efficiency
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Rank #4

Rank #3

Rank #2

Rank #1

0 5 10 15 20 25 30

# of votes

MAYA: #3.00 Ours: #2.40 MAYA*: #2.27 Ours* + RF: #2.33

Fig. 8. Voting results from the 1st to 4th rank of videos created with 4 different 

interface settings. We also report the average ranking of each group following the 

group name. 
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Fig. 9. The Content Distance curves of our 3D-based editing system and the 2D- 

warping baseline. Our system has a lower curve and a smaller gap when handling 

changes in head rotations and facial expressions. 

Input OursMiranda et al. Nataneli et al.

Fig. 10. Comparison of our sketch matching to the approximate implementation 

of Miranda et al. [8] and Nataneli et al. [12] . From top to bottom: two individual 

strokes, one stroke with noises, and a group of strokes with ambiguity (different 

colors represent different matched landmark group pairs). Our method is able to 

achieve reasonable results for all these cases. 
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for artists. In Fig. 7 , our system is able to achieve results com-

parable with the ones created using MAYA by artists, while ama-

teurs managed to perform reasonable mesh deformations with our

interface. 

9.2.3. Evaluation on visual results 

To further evaluate the visual results generated by our sketch-

based face editing system, we also designed the second session fol-

lowing the editing session. In this session, results in the previous

session were selected into 4 groups: videos edited by amateurs us-

ing the deformation-based interface or our sketch-based interface,

and ones generated by artists using the deformation-based inter-

face or our sketch-based interface with the refinement mode. For

fair comparison, we manually chose the best result in each group

for every task in the editing session. After that, all these videos

(5 tasks done by 4 groups, respectively) together with their cor-

responding reference cartoon images were presented to additional

30 students who did not participated in the editing session. Given

a reference image (displayed in random order), every participant

was asked to look at the corresponding videos from the 4 differ-

ent groups, and then rank them by choosing the one that better

matches the cartoon. The final results are shown in Fig. 8 . 

We can find that videos created by amateurs using our

sketching interface obtain higher average rank than ones using

deformation-based interface. A T-Test was also conducted to com-

pare rankings obtained with these two different settings. There

was a significant difference in the rankings using the deformation-

based interface ( M = 3 . 00 , SD = 1 . 17 ) and sketch-based interface

( M = 2 . 40 , SD = 1 . 08 ); t(58) = 2 . 19 , p = 0 . 03 . It demonstrates that

our framework does improve the results for amateurs. Notice that

different results created by artists and amateurs with our sketch-

ing interface have similar average ranks (2.33 and 2.40, respec-

tively). It suggests that, with the help of our sketch-based inter-

face, amateurs manage to create comparable results to a certain

extent compared with artists. Another observation is that results

have similar ranks when artists use our interface and MAYA, which

agrees that artists can produce competitive results with our inter-

face compared with MAYA. 

9.3. Evaluation of 3D-based editing 

We argue that the 3D face model and deformation transfer al-

gorithms are the keys to ensure the consistency as well as fidelity

of the editing results. To evaluate the effectiveness of our 3D-based

editing system, we implemented a 2D-warping baseline for com-

parison. We use the results of deformed 2D face landmarks in

Section 5.2 as the inputs for this baseline. Then the face is de-

formed by Moving Least Square [32] in the 2D space. All partici-
ants of the user study are invited to try this 2D-warping baseline,

nd 85% of them prefer our system over the baseline. 

For quantitative comparison, we measure the content consis-

ency of an editing video using the Content Distance metric in-

roduced in [33,34] . We employed OpenFace [35] , which outper-

orms human performance in the face recognition task, for mea-

uring video content consistency. A feature vector is produced by

penFace for each frame in a given video. The distance is then cal-

ulated by the pairwise L2 distance of the feature vectors. To mea-

ure the quality of an edited video, we compute the distances be-

ween each frame and the first frame. A method that owns a lower

istance curve handles changes in rotations or expressions better. 

We collected all the edited results in the user study for evalua-

ion. To highlight the performance, the videos are manually aligned

o that a noticeable change in head rotation or expression occurs

round the 25th frame. Using the deformed 2D landmarks as the

nputs, we compute the distance curves for the edited videos gen-

rated by our 3D-editing system and the 2D-warping baseline for

omparison. The results are given in Fig. 9 . From the figure, we find

hat the content of the videos generated by our system is more

onsistent: ours achieves a lower distance curve. More importantly,

ur system is able to handle rotation or expression changes better

han the 2D-warping baseline, since there is a smaller gap in our

istance curve. Therefore, our system offers a 3D solution which

ubstantially outperforms the 2D-warping approach. 
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.4. Evaluation of sketch matching 

To evaluate the performance of sketch matching, we compare

ur method with a geometry-based algorithm described in [8] and

nother learning-based approach [12] which both achieve state-

f-the-art performance. We use the stroke similarity measurement

escribed in them to match strokes with landmarks, respectively as

heir corresponding approximate implementation. Detailed results

re shown in Fig. 10 . We can find that all the methods produce

ompetitive results with clear user inputs. However, as shown in

he second case of Fig. 10 , [8] is sensitive to noises since it fits

andmarks to strokes via only geometry features; Nataneli et al.

12] is able to handle this case due to pre-learned prior knowl-

dge; our method can remove noises by taking the original appear-

nce of the landmark group (the shape prior term in Eq. (7) ) into

onsideration. For ambiguous inputs as shown in the third case of

ig. 10 , both [8,12] map the second stroke to eyebrow incorrectly;

e can successfully match it with the upper eyelid since the HMM

e employed trends to match the upper and bottom eyelids at the

ame time during optimization. 

0. Conclusions and discussion 

This paper presents the first sketch-based face editing frame-

ork for monocular videos. In an attempt to recognize the user’s

diting intentions from hand-drawn sketch, a robust sketch match-

ng schema is introduced to convert them to a set of face land-

ark deformations. Furthermore, a novel facial identity deforma-

ion transfer algorithm is employed to propagate these changes

hroughout the whole video, while consistency and fidelity are

aintained. Without background optimization, our framework is

ble to achieve real-time performance for streaming inputs with

tandard definition. Overall, we believe our framework will con-

ribute to many new and exciting applications in the field of face

diting on light-weight devices, e.g., a tablet PC and mobile phone.

Limitations. There are some notable limitations to our work. One

imitation of our sketch-mapping algorithm is that amateur users

ay not produce correctly ordered sketches in their first try. We

ake use of HMM to model the relation of different strokes, and

sers have to redraw a part of strokes with the incorrect order.

owever, this is mitigated by the fact that on average, the com-

lexity and number of sketches is small (less than 6 strokes in

ost cases), and our interactive system supports rapid iteration

nd refinement of strokes. Another limitation is that we only al-

ow users to edit a few landmarks on a face. This is due to the

imitation of the morphable models we employed to construct the

D face: local geometric details such as wrinkles cannot be rep-

esented. Moreover, since our method relies on a fixed z-value for

ore accurate depth estimation, users have to draw sketches on a

ront face to achieve the best performance. 

Future work. In the future, we will consider implementing a

tereo editing interface to enhance the user experience and enable

sers to edit faces from different view points as well. To allevi-

te the problem of limited editing ability, we propose to utilize

enerative Adversarial Network (GAN) [36] to make pixel-to-pixel

rediction [34,37,38] directly from sketches instead of using mor-

hable models. Moreover, allowing users to edit more facial details

rom sketches is another future direction. We expect other inter-

sting applications for the framework we have shown here. One

an imagine coupling this work with an artist to create a cartoon

alking avatar starting from a video. 
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