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Abstract: We provide the first examples of two-step replica symmetry breaking (2-
RSB) models for the spherical mixed p-spin glass at zero temperature. Precisely, we
show that for a certain class of mixtures, the Parisi measure at zero temperature is
purely atomic and has exactly three distinct points in its support. We then derive a few
consequences for the topology of the random landscape in these cases. Our main result
also provides a negative answer to a question raised in 2011 by Auffinger and Ben Arous
about the classification of pure-like and full mixture models.

1. Introduction

For N > 1,let Sy = {0 € RN . ZN al.z = N} be the sphere of radius /N. The

i=1
Hamiltonian of the spherical mixed p-spin model is defined as the centered Gaussian
field indexed by Sy with covariance

E[Hy (0")Hy(0?)] = N&(R12)

where

E(x) = c%xp, cp =0

p=2

and R1» = Rip(o!,02) = % ZlN=1 crl.lcrl.2 is the normalized inner product. We assume
that the variance is constant by setting

£(1) = Zcf, =1.
P
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We also assume that ) p=2 2P¢c, < oo. When &(x) = x2, we recover the spherical

Sherrington—Kirkpatrick model [16] while the choice of £(x) = x”, p > 3 represents
the spherical pure p-spin model. We say £ is a convex model if it is a convex function.
Let K denote the collection of all measures on [0, 1] which are of the form

v(ds) = 10,1y (s)y (s)ds + Adgy(ds),

where y (s) is a nonnegative and nondecreasing function on [0, 1) with right-continuity
and A > 0. Define the Crisanti-Sommers functional [13] for v €

1 1 , 1 dq
Q(v)=§(/0 s<s)v<ds)+/0 )

The minimizer of Q(v) exists and is unique [9, Theorem 1]. We denote it by

vp(ds) = 1,1y (s)yp(s)ds + ApS(1y(ds).

The measure vp = vp () on [0, 1] is called the Parisi measure at zero temperature. Its
importance lies primarily on the fact that it describes the energy landscape of Hy near
the global minimum [5]; for instance

. L.
ngnoo  fin Hy(o) = —Q(vp),
see [9, Theorem 1] and [15, Theorem 1.1.3].

The aim of this article is to study the structure of the support of the Parisi measure at
zero temperature as a function of the model £. Our main result shows that it is possible
to find functions £ such that the Parisi measure of the model is atomic with exactly three
atoms in its support.! This is referred to as two levels of replica symmetry breaking
(2-RSB) in mathematical physics nomenclature (k-RSB refers to atomic measures with
k + 1 atoms). For more information on the physics literature, we refer the reader to [18].
Precisely, we prove the following.

Theorem 1. There exist models & such that for some positive constants my, my, A p and
q € (0, 1) one has

vp(§) =m18g +mad, + Apdy.

The classification of levels of replica symmetry breaking (RSB) has a long history
in the physics community, see [18, Chapter 3]. Although one can artificially cook up
stochastic processes with arbitrary levels of finite RSB (for instance the GREM [8, 14]),
it was believed that only replica symmetric (RS), 1-RSB and FRSB models would appear
“naturally”.> For instance, all models defined on the discrete hypercube would exhibit
infinite levels of replica symmetry breaking at low enough temperature (FRSB), that is,
the Parisi measure will have infinite many points in its support.> Moreover, it is known
that the spherical pure p-spin model is 1-RSB at low temperature (see [20, Section 4]).

More recently, the existence of 2-RSB spherical models were suggested at positive
temperature in the physics literature in an insightful paper by Crisanti—Leuzzi [11] (see

1 At zero temperature the Parisi measure always have an atom at 1. In [5], the authors used the word Parisi
measure for the measure induced by the function y (s).

2 See, for instance, Bolthausen’s survey article [7, Page 15].
3 One expects in this case that the support of the Parisi measure contains an interval.
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also [10,12,17] for along debate on these cases). Several rigorous results on properties of
Parisi measures appear in the works of Talagrand [21], Panchenko-Talagrand [20], and
more recently in [1-3,5,6,15,19]. We refer the readers to Talagrand [21] and Auffinger-
Chen [4] for an introduction on Parisi measures.

As far as we know, Theorem 1 is the first rigorous result to provide “natural” exam-
ples of spin glass models beyond RS, 1-RSB, and FRSB phases. This result is somewhat
surprising. Indeed, prior to the results of this paper, it was perceived that the spherical
model had only one of two possible behaviors at zero temperature: the Parisi measure
would either be 1-RSB (as in the pure p-spin) or FRSB. This distinction was the moti-
vation behind the classification of pure-like and full mixture models introduced in [1].
It turns out that this is a tepid classification: we find pure-like 2-RSB models and full
mixture 2-RSB models. Furthermore, the examples that we construct provide a negative
answer to Question [1, Question 4.1] that does not involve using the spherical SK model.
We refer the reader to Remark 1 in Sect. 4 for more on these examples.

A word of comment is needed. The structure of the Parisi measure at zero temperature
in the case of Ising spins (when Sy is replaced by {# 1}) was recently determined in
[6]. The result there is strikingly different: on {# 1}V, all models have infinite levels of
replica symmetry breaking, as predicted by physicists. Comparing with Theorem 1, this
shows that the sphere has a richer collection of models than the hypercube (at least in
terms of different levels of RSB).

We also study the landscape of Hy when the model is 2-RSB. We provide information
on the topology of level sets near the global minimum of Hy . In order to state our results,
set, for any n > 0,

L) :={o €Sy : Hy(0) < —N(Qvp) — n)}.
For any Borel measurable set A C [— 1, 1] set
Py(n, A) :=P3 o', 0% € L(n), with R 5 € A).
For any ¢ > 0, also set
Ac={xe[—1,1]:Fy e Awith |x — y| < ¢}.
We write —A={xe[—1,1]: —x € A}

Theorem 2. Let & be a 2-RSB convex model and S = {0, g, 1} denote the support of
vp (). Suppose ¥1(a) < 0,Va € (0, q) and yrp(b) < 0,Vb € (q, 1), where Yr1 and
are given in (32) and (33). Then for any ¢ > 0, there exist n, K > 0 such that for all
N > 1,

Py (n. (Se U—S:)) < Ke %

The conclusion of Theorem 2 was only known in the case of 1-RSB models [5,
Theorem 6]. The analysis of the 2-RSB case is more involved and it is done in Sect. 5.
The conditions on Y| and ¥, in Theorem 2 are counterparts of the more restrictive
condition ¢(s) < 0,Vs € (0, 1) for 1-RSB [5, Theorem 6]. These conditions on ¥/
and ¥ always hold for the models we consider in this paper; see Proposition 7 and
Remark 6.

Let us now describe a major consequence of Theorem 2. For any ¢, n, K > 0, denote
by

Py (e, 1, K)
the probability that there exists a subset Oy C Sy such that



380 A. Auffinger, Q. Zeng

(i) On C L(n).
(i1) Oy contains at least Ke many elements.
(iii) |R(o, 0")| < & for all distinct o, 0’ € Oy.

N/K

It is known [5, Proposition 2] that for any €, n > 0, there exists K > 0 such that for any
N>1,

Py(e,n, K) > 1 — Ke NV/K, (1)

If we combine (1) with Theorem 2 we obtain the following orthogonal decomposition
of local minima of Hy . Let

Crt(n) ={o € Sy : VHy =0, Hy(0) < —N(Q(vp) — n)}.

Corollary 3. There exist ' > 0,¢’ > 0, K > 0 so that for all N > 1 the event defined
by

(i) #Crt(n) > KeN/K,
(i) Any continuous path connecting two points in Crt(n") must leave the level set L(n +
€,

has probability at least 1 — Ke X,

A major feature of Theorem 2 and Corollary 3 is that we can always find exponentially
many local minima of Hy around the ground state energy. Furthermore, if we think Hy
as a random landscape on the sphere, in order to go from one deep local minimum to
another one we must climb a diverging energy barrier (in N). This fact was predicted to
hold in 1-RSB models and known for the pure p-spin [2,5]. Now that such phenomenon
occurs in the 2-RSB phase, it is natural to ask the following question:

Question 1. In the family of spherical mixed p-spin models, do there exist k-RSB models
(at zero or positive temperature) for any k > 3,k € N?

We anticipate the answer to be positive. In fact, our results for 2-RSB suggest that the
energy landscape of k-RSB models for k > 3 should satisfy Theorem 2 and Corollary 3
provided such models exist. However, since we have discovered 2-RSB examples, the
next desirable step is not only to answer the question above but to give a complete
characterization of the Parisi measure as a function of £. This seems beyond reach at
this moment.

The organization of the paper is the following. In the next section, we establish
sufficient and necessary conditions for the model to be 2-RSB. These conditions follow
from a careful analysis of a criterion developed by Chen and Sen in [9]. This criterion
was also explored in the 1-RSB case by Auffinger and Chen in [5]. Compared to the
1-RSB case, the complexity of the analysis of the 2-RSB is acutely more demanding. In
Sect. 3, we provide sufficient conditions for s + p models (i.e. £(x) = (1 — A)x® + Ax?)
to be 2-RSB. These conditions are easier to check in practice and are indeed verified in
Sect. 4 for some models, proving Theorem 1. We study the energy landscape of 2-RSB
models in Sect. 5.
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2. Criteria for a 2-RSB Parisi Measure

We start this section by recalling the following criterion derived in Chen—Sen [9]. Similar
criteria also appeared in [5,21]. Recall from Sect. 1 that v € IC is a measure of the form

v(ds) = 1jo,1)(s)y (s)ds + Adj1y(ds).

Theorem 4 (Chen—Sen [9]). For v € I, let

B 1 , s dr d
g(“)_/u <S (S)_/o v((r,1])2) >

Then v is the Parisi measure for the model & if and only if

1 dr
(1) = A
s fo v((r, 11)2

the function g satisfies

min g(u) > 0,
ME[O’I]g( ) =

and for S := {u € [0, 1) : g(u) = 0} one has p(S) = p([0, 1)). Here p is the measure
induced by y, i.e. p([0, s]) = y(s).

Here the notation v is different from the one used in [9, Theorem 2], but it coincides
with [5,15]. Let v(ds) = y (s)ds + Ad(1y(ds) where

v(s) = Al (s) + A2l n(s), 0 < Ay < As. 2
Note that
b((r 1]) = Al(gq—r)+Ax(1—qg)+A, r=gq,
Ar(1 —r)+ A, g<r=<l.

A direct computation yields for0 < u < ¢

_ 1 Ai(q — u) g—u
g(u)—é(l)—é(u)—A—%log<1+ )+A1[

Arx(1—¢g)+ A Alg+Ax(1—q)+A]
1 Ar(1 — 1—
——log(1+ 2 q))+ 4
3 A A2(A2(1 —q) + A)

B (I —q)q ,
[A2(1 — g) + Al[A1g + A2 (1 — @) + A

andforg <u <1,

q(1 —u)
[A2(1 = q) + AllA1q + Ax(1 — q) + A]
¥ S L (1+—A2“‘”))
Al - +a] a2 * A

gw) =§&(1) = &u) —
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By Theorem 4, v is the Parisi measure for £ if and only if
8(0)=0, g@)=0, g'q) =0,

= - s zouem
: _/0 v $=0uelodl

The condition g’(g) = 0 follows from other conditions. We include it here because it
simplifies a lot of computations in the following. Unraveling the first four conditions by
using the expressions of g(u) and v((r, 1]), we find

_ 1 Alq _ q
s@= A2 log (1 T —g)+ A) AlAg+A(l—q)+ A)
_ (1 —q)q b Ax(1 —¢q)
S ) = ¥ AllAg + Al — ) + A A2 % (1+=5)
A(Ax(1 =)+ A)’
’ q I—¢q
&)= + ,
[A2(1 — ) + Al[A1g + A2(1 —g) + Al A(A2(1 —g) + A)
: q
§(q) =

[A2(1 = q) + Al[A1g + Ax(1 — @) + AT

Now, let z1 = A19/A, 220 = A2(1 — q¢)/A. From the third and fourth equations above,
we have

2 = 1=q = g _ 3)
(1+z22)E' (1) —&(q) & @ +z2)(A+2z1+22)
It follows that
"1y — &
Ltz 40 = D =E@] @)

E (@) —q)

From (3) and (4), we observe that z; and A are determined by ¢ and z,. Using the
variables z1, z2, we can rewrite the first, second, and third equations as

2 2
q 21 q 5
—1 _ _

Z% og(1+ 1+Zz) z1(1+z1 + 22) @A, &)
(1—q)q (1—q)? (1—q)? ,
U+ +z+2) 2 og(l +22) o +2) [E(1) —E(@1A%, (6)

1 —
q q _ S/(I)Az. @

+
A+22)A+z1+22) 1+

Equations (3) and (7) are not independent and one of them together with (5) and (6)
determines ¢q, z1, z> which are the unknowns for the problem. Consider

L T )
gy 2 YT
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This was used to determine the 1-RSB phase in [5]. Note that (5) degenerates to (8) as
g — 1 and (6) degenerates to (8) as ¢ — 0. The condition g(u#) > 0 can be rewritten as
forO<u<gq

2 _ _ —
q_zlog(l LY u)) __9q-w (I —9)q ©)
] g(l+z2)"  zl+zi+z2) (+z22)(+z1+22)
— )2 2
ﬂlog(l +22) — (—q) < (1 —E@)A%
2 22(1+22)
andforg <u <1,
gl —u) _(1—61)(1—u)+(1—q)2 o (sz(l—u))
I+ +21+2)  ol+n) 2 ¢ g
< (1 —Ew)A°. (10)

In what follows, we always assume z; is determined by ¢ and z» via (4) while sometimes
we still write z1 for convenience. Plugging (3) into (5) and (6), and eliminating z; using
(4), we find
[9€'(q) =610 —g)(A +22) 42 log ql&'(1) — &'(q)]
§'(1) —&'(q) (1+22)&(¢)(1 — q)
2 28(9)q E(q)q ['(1) — &' ()] —0
§'(q) (1 +zz)€ (@)*(1 —q) ’

1
algoz2) = (1= I () — £ @5 hog1 +22) — )
2

+&(@1 —q)—1+£&(@) =0. 12)

Despite their complicated appearance, these equations are our starting point to find 2-
RSB models. First, we show that the zero sets given in (11) and (12) have some nice
properties. Note that both functions f and f; are C* in their domains.

Proposition 5. Let £(x) = Z —2Cp 2xP # x? and q € (0, 1). Then for every q € (0, 1)
we have the following:

filg, z2) = —

(1)

(i) There are exactly two critical points — 1 < z§ < zlz’ of fi(q,-) on (—1,+00), where
75 = z5(q) is a local minimum and zé’ = zg (g) is a local maximum; moreover,
fi(q, ) has exactly two zeros in (— 1, + 00), one is strictly less than z5 and the other
is zg.

(i) There exists a unique zo > 0 such that (12) holds.
Proof. We start by proving (i). Let w = 1 + z5 and set ¢(w) = fi(g, w — 1). Taking
derivative in w, we have
o (w) = _E@ @10 —q) | ¢ E@q’lE’) — @]
§'(1) —¢'(q) w E(@)*(1 - qw?

Note that g&’(q) > 2&(g) for g > 0. Solving the quadratic equation given by ¢’ (w) = 0,

we find the two roots

2 2 _ 2¢8(q)
2[¢&" () —&(@) 11 —q)
E'(D—&"(q)

w12 =
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From here we get two critical points — 1 < 25 < zlz’ of fi(q,-) as

a@lE'M) —§ @]
£ (@lgé' (@) — 5@ —q)
b qlg' () — &'(@)]
=—— -1
2= T
One can directly check that fi(q, zlz’) = 0. Using the elementary inequality log(1 +x) >

2x
2+x

B(g) = 1, (13)

(14)

for x > 0, we have

95@) 2 98" @D—8@ o 26@q  qlgs" @) — @]

NG ==y Ty T £(q)
_ TME@D 24 ) oy (1+ q€'(q) — 2s<q))
£(q) £(q)

2[q& () —2£(9)]
—4q&(q) +29%€'(q) I
£'(q) TS %

&(q)

0.

On the other hand, we note that fj(g, z2) — —o0 as z — + 00 and f](q, z2) = +00
as zp decreases to — 1. Putting what we have shown together, the function fi(q, ) is
strictly decreasing on (— 1, zé) and on (zlz’, + 00), and is strictly increasing on (z%, zlz’);
moreover, z; is a local minimum and 112’ is a local maximum for f(q, -). It follows that

f1(qg, -) has exactly two zeros in (— 1, + 00), one is strictly less than z% and the other is
.

We now proceed to prove (ii). Note that the function z, 1:—%?2 log(1 + z3) — %
is a strictly decreasing function from % to 0 as zp goes from 0O to + co. By continuity,

it suffices to show that for any ¢, f2(gq, 0+) and f>(g, + 0o0) have different signs. Since
E(q) =X, cppg? " and

—1
1-£(@) <= 2% 4
1-58@) _ 5,
_ Z pzq’
1 q p=2 k=0

we have
falg, +00) =& (@)1 —q) — 1+&(q) < 0.

To check f2(q, 0+) > 0,let h(g) = 5(1 — @)[E'(1) — &' (] +&"(@)(1 — q) — 1 +£(q).
Note that 4(0) = %é/ (1) =1 > 0 and i(1) = 0. Taking the derivative, we have

1
W (x) = 5(5”(}6)(1 —x) = ['(1) = &' )D.

But for x € (0, 1)

l Y o0 p—2
£ (x) — w = pzzch,p[(p — DxP72 - ;xk] < 0.

Hence, h'(x) <0and h(g) > 0. O
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The following Lemma provides one extra condition.

Lemma 6. Suppose (3) holds, g(g) = 0 for some q € (0, 1) and g(u) > 0,u € [0, 1].
Then

(@)1 +22)(0—q) <€) —E&(q), (15)
§"(@)q(1 +22) < (1 +z1 +22)&'(9).
Proof. Since u = ¢ is a local minimum of g(u), we have g’(¢) = 0 and g”(g) > 0.
Recall that
g ) =—§&"(u)+ —v([u,l 2
Then

§'(q)=—-&"(q)+ =—§"(q)+

1 ; -0
(A2(1 —q) + A)? (1+22)2A% —
The assertion follows by plugging A2 as given in (3) into this equation. O
Suppose z1 > 0,z2 > 0, g € (0, 1) satisfy (11) and (12). Let us define

2

. (u):q_log(Hm(q—u) __q9lg—u) (I-q)q
: 23 q(l+z22)" z2i(l+z1+220) (I+z22)(1+z1 +22)
(1—¢)? (1-¢)* [1—Ewlq
log(1 — —
B (=S R0 Y ipes Ty gy
(1 —u)é'(q) (I-u)y 1—g¢q 22(1 —u)
= — 1 1+ ——=
U= T E ) -e@] al+m) 2 og (1+ I—q )
1 —&(u)

C (L+2)[E(1) — E()]

These functions come from substituting the term A in (9) and (10) using (3).
Last, define

hi(u) = &' (u)(q +qz1 +qz2 — uz1) — (1 + 22)&'(q)u, (16)
ho(u) = [§' () — " (PN + 22 — g —uz) — (u —)E' (1) —&'(g). A7)
We summarize the above calculations in the following Proposition.

Proposition 7. A measure vp defined as in (2) is the Parisi measure for the model & if
and only if (3) holds, z1 > 0 and qz2 > (1 — q)z1,

f1(q, 22) = f2(q,22) =0, (18)

and
g1(u) <0foru <qand g(u) <O0forue|q,l1]. (19)

Furthermore, condition (19) holds if

h1(u) < 0in a neighborhood (0, §) of 0 and hy(u) has only one zero in (0, q), (20)

and hy (1) < 0 in a neighborhood (q, q + §) of q and h>(u) has only one zero in (g, 1).
(2D



386 A. Auffinger, Q. Zeng

Proof. Suppose zo > 0 and g € (0, 1) satisfy (11) and (12). If (3) holds and z; > 0,
then all the Eqs. (3)—(7) are satisfied. The condition gzo> > (1 — ¢g)zj ensures A; < A».
The first part of the Proposition follows from the computation done in the last page as
conditions (9) and (10) are just g;(#) < 0,u € [0,¢q] and g2(u) < 0,u € [g, 1]. We
now argue the last claim. By direct computation, we find

_ qlE' (g +qz21 + g2 —uz1) — (1 +22)€(q)u]
(I +z)(I+z1 +22)[g(1 + 21 +22) —uz11€'(q)’

g ()

and

[§'w) — &' (@I +22 —q —uz2) — (u —q)(E'(D) —§'(9))
(I+22)(1 +22 — g —uz2)[§'(1) —§'(q)] '

Note that g} (1) and k(1) have the same sign for u € (0, ¢), so do g5 (u) and h,(u) for
u € (g,1).By(3)and (18), g1(0) = g1(g) = g}(g) = 0.Inorder to show g1 (1) < 0 for
u € [0, q], it suffices to show that 41 (#) < 0 in a neighborhood of 0 and that /2 (z) has
only one zero in (0, g). Similarly, since g>(1) = 0, to show g2(u) < 0 for u € [q, 1],
it suffices to show that 4, (x) < 0 in a neighborhood (g, g + &) of ¢ and that /> (u) has
only one zeroin (¢, 1). O

g ) =

3. Spherical s + p Models: A Simpler Criterion

Although Proposition 7 characterizes a possible 2-RSB phase, it is hard to solve the
nonlinear system given by (18). Here we try to reduce the difficulty by focusing on s + p
models, i.e. we will take

E(x) =1 —1)x*+1x?

for some A € (0, 1), p > s > 3. Since p + (p + 1) models are known to be in the 1-RSB
phase [5], we assume p > s + 2.

Lemma 8. Suppose z1 > 0,72 > 0 and q € (0, 1) satisfy (11) and (12). If h1 (1) > 0,
(3) and (15) hold, then g1(u) < 0 foru € [0, q].

Proof. Note that for the s + p model we consider here, @ lu=0+ < 0. It follows that
h1(u) < 0in a neighborhood of 0. Since g1(0) = g1(¢) =0, gi (1) and hq(u) have at
least one zero in (0, ¢). By Proposition 7, it remains to show that /1 (u) has only one
zero in (0, g). Note that

hi(u) = Apl—z1u? +q(1+ 21 + 22)u? N+ (1 = Vs[—z1u® + g (1 + 21 + z2)u’ ']
—(1+22)&' (q)u.

There are four sign changes for the coefficients of /1 («). By Descartes’ rule of signs,
h1(u) has at most four strictly positive roots counting multiplicity. A calculation yields

1) = "Wl + (¢ —w)z1 +qz2] — 218" ) — (1 +22)8"(9).

The condition (15) implies that 4 (¢) < 0. We also know A (+00) < 0 and k(1) > 0.
Then there is at least one zero greater than 1.

Since h1(q) = 0,if 1) (g) < 0, then /1 (u) has a zero in (¢, 1) and at least three zeros
in [g, +00). Therefore /| has exactly one zero in (0, g). If h’1 (g) = 0, then h1(x) has
aroot at ¢ with multiplicity at least two. It follows that 1 (u) has at least three roots in
[g, + 00) and thus has at most one root in (0, g). O



Existence of Two-Step Replica Symmetry Breaking 387

Lemma 9. Suppose zo > 0 and q € (0, 1) satisfies (11) and (12). If h2(0) < 0, (3) and
(15) hold, then g>(u) <0 foru € [q, 1].

Proof. Since g2(q) = g2(1) =0, gé(u) and &7 (1) have at least one zero in (g, 1). Note
that

hy(u) = Apl—zou? + (1 + 25 — ‘I)Mp_l] +(1=2)s[—zu’ + (1 +zp — q)us_l]
+[E (@2 +E' (@) —EDu — [E'(@)z2 + & (@) — q&' (D]

Thanks to our assumption 4,(0) < 0, the coefficients of &2 () has four sign changes no
matter what the linear term is. By Descartes’ rule of signs, &, (1) has at most four zeros
in (0, + 00). By calculation,

hy(u) = &" W) (1 + 22 — g — uz2) — 22[€' (W) — §' (1 - [£'(1) = &'(P].

It follows from (15) that 2,(¢) < 0. Note that h2(q) = h2(q") = ha(1) = 0 for some
q' € (g, 1) and hy(+00) < O

Suppose h’z(q) < 0. Then h>(u) has at least one zero in (0, g) and hy(u#) < O in a
neighborhood (¢, g + §) of g. Therefore, g>(u) < 0in (g, g + 8) and h,(u) has exactly
one zero in (g, 1). It follows that g>(u) < 0 for u € [g, 1]. Suppose h}(g) = 0. Then
ho(u) has aroot at ¢ with multiplicity at least two. However, we know h; (1) has at least
two roots in (g, + 00). So the multiplicity of ¢ is two and /() has no zero in (0, g).
Then hy(u) < 0 in a neighborhood (¢ — 8, g +8) \ {g} of g. It follows that g»(u) < 0
in (g, g + 8). Since h(u) has exactly one zero in (g, 1), we conclude g>(u) < O for
uelg,1]. 0O

Theorem 10. Let £(x) = (1 —M)x*+ixP for2 <s < p—1,s, p € N. Then the model
&(x) is 2-RSB provided the following conditions hold:

(1) Equation (4) holds, z1 > 0,z > (11% and q € (0, 1) satisfy (11) and (12);
(ii) Equation (15) holds;
(iii) (1) > 0 and hy(0) < 0.

Proof. By Lemmas 8 and 9, conditions (9) and (10) are verified. Note that (3) and (4)
are equivalent. Now the assertion follows from the criterion given in Proposition 7. O

Let us now explain how we will check the three conditions in Theorem 10. Here, for
convenience of writing, we use g, z» both for a solution of the system (18) and for the
set of solutions of f>(q, z2) = 0. It should be clear from the context what we mean. The
general principle we follow here is to show that the implicit function z, = ¢ (g) defined
by (12) is strictly decreasing under some condition on A, and then use intermediate value
property of continuous functions to estimate ¢, z2 in a small interval.

First, we compute % dzz with implicit differentiation:

d 4 /! / " 1
LD _ g ) - 5g) — (1 - ) @) log(1+22) — )
q 2 22
” ’ dzs
+E @1 —g) = 1= I ()~ § (q)]( 2 log(1 +22) - —)— =0
3 dq
Solving for 1+Zz log(l +22) — = 1n (12) and plugging into the above equation, we find

dzy s”<q>(1 —q) —[E'(D) &)+ - q)é”(q)]%w
dq (1= IE'(1) — £ (@7 log(1 +22) -
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With the elementary inequality log(1 +z) > 2z for z > 0, we immediately see that the
denominator is strictly positive. The numerator is simplified as

(@0 =l =& () —1+E@]—[E'(D) =& (DI —&(g) — & (@1 — g)]
(1 —=g)&') =& (g)] ’

dzz

It follows that < 0 if and only if

P1(q) = &" (@Il = )&’ (1) — 1 +&(q)]

/1 _ &/
_ %ﬁ’;@[l ~§@) — @1 - g <0. (22)

Proposition 11. We have % < 0 provided . = 0 or

1 5 1 1 5 5
A(ps+1—gs3—p—gs)—(ps+1—gs3—8ps2—8s—gp)ZO. (23)

We remark that it is not difficult to see that we need to impose some restriction in A

422 (. The rest of the section is devoted to the proof of the above

in order to obtain i
q

proposition.

Proof. The argument is a little technical but still elementary. The difficulty here is that we
don’t have efficient methods to determine the sign of the polynomial in (22). Although
not obvious, we will factor out a factor (¢ — 1) and then show that the remaining factor
has all coefficients positive, which is guaranteed by condition (23)

We will use the elementary identity 1 — g" = (1 — q) Zk —0 g repeatedly. Since
&(1) = 1, we have

$1(q)
11—

=t )[(1—A>s+xp—(1—x)2q —AZq |

k=0 k=0
s—2 p—2
—[a=0s Y g 4y ]
k=0 k=0

s—1 p—1
x[1=20 gk +2 Y ¢" = (1 =g = apg" ]

s—1 k-1 p—1k—1

=& @[1-HY g +1 3 4’

k=1 j=0 k=1 j=0
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s—2 p—2
—[(l—k)quk+Aquk:|
— s—k—2 - p—k—2

x(l—q)[(l—A)Zq unxz > 4

j=0

Let ¢2(q) = 445, Using £"(q) = (1 = M)s X425 4" ~2 + Ap 15 g7 ~2, we can
rewrite

s—2 s—1k—1 - s—2 s—k—2
@) == 0%( 32> Y gl - quZq" > )
i—0 k=1 j=0 i=0 k=0 j=0
p—1k—1 -2 p-2  p—k-
22 (Z Y2 d Zq Z‘lk > 4’)
i=0 k=1 j=0 i=0 k=0 j=0
s—2 p—1k—1 s—2 p—2 p—k=2
+=s( a2 =Y Y Y @)
i=0 k=1 j=0 i=0 k=0 j=0
s—1 k—1 p—2 s—2 —k—
+/\(1—/\)p(Zq” DI Zq Zq Z )
k=1 j=0 0 k=0  j=0

= I+I1I+IIT+1V.

Let us start with analyzing I11. For simplicity, we denote the term in the parenthesis by

111 = (1”xl)xs By change of variable k = p — 1 — £ in the second summand, we have
p—1k—1 s—2  p—lk—1
1nr —fo Ceah ) D ) d Y ) @ —aTH
k=1 j=0 i=0 k=1 j=0
s—35—3—i p—1k—1 s—2  p—2k-1 p—2—k
=@-0) Y aM Yy D d-0) d'y Y Y
i=0 k=0 k=1 j=0 i=0 k=1 j=0 i=0

Nowlet I11” = I11’/(q — 1) and we will find a closed formula for /71”. By expanding
all the sums and recombining, we find

s—2 p—1 s—1 p—2
"= quk_l Dp=na T =YY ip—1- g’
=1 = i=1 =1

pHs—5 —4— p+s=5  p+s—4—n
Z Z —p+2+ji— Y. q" Z (p—1-))j
n=p— j=1 n=p-—2
— s—2 p-3 s—1
Z " p=2—n+j)j— Y q"Y (n+2=)D(p—n—3+))
n=s— j=1 n=s—2 j=1
s—=3 n+1 n+l

+Zq Z(p 2—”+J)J—anZ(P—1—J)J
j= Jj=
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Using the elementary summation formulae for 3" j and >_7' j2, we have

p+s—5 p—3
111" = Z g1 + Z q 111{+Zq —(n+1)(n+2)(n+3)
n=p-—2 n=s—2

where

1
1111“:g(p+s—n—3)(p+s—n—4)(—2p+4s—n—5)

s—2
1112”:Z[2j2+(2p—3n—7)j—(n+2)(p—n—3)]—(n+3—s)(p+s—n—4)
j=1
= 3 ! 1 2 2 1 2 1
—(p—in—z)(s— s —=2)+ (s —2)(s — )(gs— )

—m+2)(p—-3—-—ns—-2)—n+3—s)(p+s—4—n)
3 15 7
=@ —Dn*—[ps—p+=s’— —s+6n+(p—2)(s— (s —2)
2 2 2
2
+ (s —=2)(s — 1)(§ps —1D)=2(s=2)(p—=3)+(p+s—4)(s —3).
Note that the coefficient of n is negative, which implies that 771} is an increasing
function of n for n € N. We see also that the coefficients of ¢” forn < s — 3 are all
positive.

Let us now turn to the quantity /' V and define IV’ = =i )\) T By the same argument
asfor I71', we find a factor ¢ — 1 in IV’ and define IV” = I'V'/(q — 1). Then we have

p—1 s=2
v = quk ‘Ds A A DY [CE e
i=1 j=1

p+s—5 p+s—4— p+s—5 p+s—4—n
S IRUD SICERTIRTES S SR
n=p-2 j=1 n=p-2
p—3 —
- Z(n+2—s+m— Z Z(s—l—m
n:s—2 j= n=s—2 j=1
s=3 +1 n+l
+> 4" Z(s— —n+m—Zq ds—1-j)j
n=0 j=1 n=0 Jj=1
p+s—5 p—3 s—3
= "1V + Z q"1V2”+Zq —(n+1)(n+2)(n+3)
n=p-—2 n=s—2 n=0

where

1
IV = 2(p+s—n=3)(p+s—n—4@p—2s—n—5)

1
IVZ// = gs(s —1D@Bn—2s+7).
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Similarly, we define I” = Wand 11" = Azpi—’_l.Then we find
25—5 n+l
" = Z Z (n—s+2+])]+2q Z(s+]—n—2)]
n=s—2
n+l
—Z Z(S—l—])J—Zq Z(S—l—J)J
n=s—2
255 n+l
= Z Z (n—2s+2]+3)]+2q Z(Z}—n—l)]
n=s—2 j=
255 1 s—=3
=Y ¢ —(2s—n—3)(2s—n—4)(25—n—5)+2q” n+ D +2)(n+3)
n=s—2
>0
and
2p—5 2p—4—n n+l
11" = Z Z (n—2p+2]+3)]+2q"2(2]—n—l)]
n=p-2
2p—5
= > q”g(Zp—n—3)(2p—n—4)(2p—n—5)
n=p-—2
p—3
+Y q" —(n+1)(n+2)(n+3)>0
n=0

Both are positive because all the1r coefficients are positive. We will drop the positive term
I and determine the sign 0f (II +III1+1V).Notethatforn <s—3orn > p+s—4,

the coefficients of qu(II + III +[V) are all positive. For p —2 <n < p+s —5, we
have

1
s +plv] = g(p+s—n—3)(p+s—n—4)

[3(p—s)2+(p+s)(p+s—5—n)] >0

asp+s—5—n>0and p—s > 0. So the coefficients are strictly positive for
p—2 <n < p+s—>5.Itremains to determine the coefficients fors —2 <n < p —3.
Let I1}] = %(n + 1)(n +2)(n + 3) be the coefficient of ¢” in /1”. Note that 11}/, 111}

and IV, are all increasing as n increases. It suffices to consider the coefficient of g2
in q%l(n + 111 +1V), which is

[x2p11§/+(1—x)xs111§+(1 — WAPIVY |p=s—2

1 1 1 5
—s)\[6s +6ps —ps+ = (s+p)—1+k(ps—p—gs —gs+1)]

This quantity is no less than zero exactly as (23) holds. Thus % is strictly negative

because we have strict positivity for the coefficients when p —2 <n < p +s — 5. This
ends the proof of Proposition 11. O
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4. Examples of 2-RSB Models and the Proof of Theorem 1

We will use Theorem 10 and Proposition 11 to determine models that are in the 2-RSB
phase. The method is as follows: we first use the intermediate value property for the
continuous functions f1 and f> defined in (11) and (12), and condition (23) to estimate
q, 72 in a small interval, and then check the conditions in Theorem 10. The zero set of
/1 is more involved, but to guarantee a solution for (11) and (12) we only need a mild
property of this zero set, which we now explain.

Let[g—, ¢*] C (0, 1) and assume that f1 (g, -) (resp. f1(q™, ~)hasazeroz; (resp.z%)
in a closed interval [Z7 (g ™), 2t (¢ 7)] (resp. [27(g™), 27 (¢*)]) contained in (0, + c0).
Recall z§ and z’z’ as given in (13) and (14) and that zlz’(-) is continuous on (0, 1). If we
know

B(q7) > 2" (g7) and 25(¢™) > 27 (g"), (24)

then zé and z% are both the smaller zeros, i.e. we have zé < z12° (g7) and z% < zg(ff).

For gy € [¢~, q™], let £(go) denote the smaller zero of fi(qo, -) as in Proposition 5.
Then f1(qo, £(q0)) = 0, 9z, f1(qo, £(q0)) < 0. By the implicit function theorem, there
exists a unique continuous function z» = ¢ (¢q) defined in a neighborhood U of gg such
that (qo) = £ (qo) and fi(g, Z(q)) = 0 for ¢ € U. We claim that the function  has to
coincide with ¢ on U. Indeed, suppose that

q* :=inf{g > qo:q € U, f(q) = le’(‘])} < ©Q.

By continuity of the function 112’(-), z}z’ (g*) = 0. Since ¢(¢*) < zg(q*), another applica-
tion of the implicit function theorem, now at (¢*, £(g™)), shows the existence of € > 0
sothat £(¢* — €) < £(¢g* —€). Thus £ (¢* —€) = zg(q* — ¢€), proving that g* does not
exist. This shows that

¢(q) = ¢(q) forg > qo,q € U.

Similarly, we can show that ¢(g) = Z(q) for g < qo,q € U. Since the argument above
is valid at every point gg of the interval [¢~, ¢*], compactness implies that there is a
continuous curve given by the graph of zo = ¢(g) which connects the points (g, z%)

and (¢%, z%) if condition (24) is verified.
Suppose we know a solution of (11) and (12) satisfies ¢ € [¢7,¢"], 22 € [z;, 23]
forsome 0 < ¢~ <g¢* < landz,,zj > 0. Then from (4) we know

g 1§ (D) —E@H]

Faha- 270 2
ensures z1 > 0, and
qEM -G a5
Fai—qn 2 T 1o 20

ensures z7p > Z‘(;—_q). Since (4) is used to compute z1, both equations of (15) will be
fulfilled provided

£"@H (1 +z3)(1 —g ) +&'(¢") —&'(1) <0. 27
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Substituting z1 by (4), we know

£'(DglE"() —&'(9)]

£'(q)
Clearly, as g increases, the first term is decreasing while the second is increasing. So in
order to check i1 (1) > 0 it suffices to check

hi(1) = (1+22)[E'(Dg — £'(q) +&' (D1 — g)] —

_EMgT[ED) —E(g)]

(I+z)[E' (g™ = &' (") + &' (H(A —gM)] T >0. (28)
§'(q7)
Since hy(0) = &'(1)g — &'(g)(1 + z2), if we assume the condition
£'(Dg" = (1+2;)E'(q7) <0, (29)
it follows that /5 (0) < 0.
Before going to the examples, we define
" " st " st /(112
G =10g§ O 'O -FDIETA) M) +E(D7] (30)

g'(1) E"(DE'(1)?

as in [1, Definition 4.1]. The model & is called pure-like if G > 0, full mixture if
G < 0, and critical if G = 0. Based on their study of critical points of the Hamiltonian
Hpy, Auffinger and Ben Arous asked whether the 1-RSB phase coincides with pure-like
models (Question 4.1 in [1]). In pure-like models the average number of local minima
near the ground state is exponentially larger than the number of saddles of positive index
while in full mixture models these appear in the same number at exponential scale.
Jagannath and Tobasco [15] provided a negative answer to this question by showing that
some pure-like 2 + p models are not 1-RSB. The choice of the 2 component is special in
this counter-example as the spherical SK model does not have positive complexity [2,
Remark 2.3].* The question was still open if the model has no 2-spin component.

Remark 1. Our examples below show that among the s + p, s > 3, 2-RSB models, there
exist both pure-like and full mixture models. Therefore, this provides a strong negative
answer to the question of Auffinger and Ben Arous and shows that in general the level
of RSB cannot be classified by the critical points consideration.

The next examples provide the proof of Theorem 1.

Example 1 (A pure-like 2-RSB model). Consider

S 3,2 16
=—_x"+=-x".
£(x) 7% 5%
Since G > 0, this model is pure-like. By Proposition 11, a calculation shows that % <0
provided A > 37—9; and here we have A = % > 37—9. By numerical calculations, we obtain
the following:
f1(0.743,3.2) > 0, f1(0.743,3.22) <0, f1(0.747,3.2) > 0, f1(0.747,3.22) < O,
/2(0.743,3.22) > 0, f2(0.743,3.25) <0, f>(0.747,3.17) > 0, f>(0.747,3.2) < O,
4 The model & (x) = x2 is trivial. The Hamiltonian is just a quadratic form and the critical points are simply

the eigenvectors of a N x N GOE matrix. Positive complexity means that the number of critical points is of
order eN for some ¢ > 0.
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and also that (24) holds. From the second line, when ¢ = 0.743, f,(0.743, z») has a zero
in (3.22, 3.25); and when g = 0.747, f»(0.747, z») has a zero in (3.17, 3.2). Since z»
is strictly decreasing as g increases by Proposition 11, the zero set of f2(g, z2) satisfies
thatif g € (0.743,0.747), zo € (3.17, 3.25). To see there is a solution for (11) and (12),
the first line shows that f7(0.743, z») has a zero zé in (3.2, 3.22) and that f1(0.747, z2)
has a zero z% in (3.2, 3.22). Since (24) holds, there is a continuous curve connecting
the two points (0.743, z%) and (0.747, z%) as explained above. By continuity there is at
least one common element in (g, z2) € [0.743, 0.747] x [3.17, 3.25] in the zero sets
of f1(q, z2) and f>(q, z2). Choosing g~ = 0.743, g* = 0.747, z, =3.17, Z; = 3.25,
the conditions (25), (26), (27), (28) and (29) are verified by numerical calculations. By
Theorem 10, any solution (g, z2) € [0.743, 0.747] x [3.17, 3.25] gives a 2-RSB Parisi
measure. But the Parisi measure is unique. Therefore, there is in fact exactly one solution
in (¢, z2) € [0.743,0.747] x [3.17, 3.25].

Remark 2. The 3 + 16 model was predicted by physicists to be 2-RSB for some choice
of coefficients and some positive temperature; see [11, Figure 2]. However, it is not
clear from the prediction in [11] if the zero temperature case had the same behavior. For
instance, by [6] all mixed p-spin (Ising) models are FRSB at zero temperature, while
this is in general not expected to be true throughout the low temperature regime.

Example 2 (A full mixture 2-RSB model). For our second example we take

5 1
E(x) = 8x3 + gxlé.

Since G < 0, this is a full mixture model. By numerical calculations, we have

£1(0.824,1.58) > 0, £1(0.824,1.6) <0, f1(0.828,1.57) > 0, f1(0.828,1.6) <O,
£(0.824,1.6) > 0, £,(0.824,1.64) <0, £»(0.828,1.54) > 0, £»(0.828, 1.57) <0,

and condition (24) holds. From here we see that there is a solution to (11) and (12) in
(q,72) € [0.824,0.828] x [1.54, 1.64]. If we take ¢~ = 0.824,¢* = 0.828,z, =
1.54, zg = 1.64, then the conditions (25), (26), (27), (28) and (29) are verified. By
Theorem 10, the model belongs to the 2-RSB phase.

The following examples show that 2-RSB exists even for convex functions &. Con-
vexity of & was used before to simplify many questions in spin glasses.

Example 3. £(x) = %x“ + éx“o. Since G < 0, this model is full mixture. By proposi-
tion 11, 2 0if ) > 7/107, which is satisfied here. Numerical calculations yield

dq
that

f1(0.89,3.6) > 0, f1(0.89,3.8) <0, f1(0.9,3.7) >0, £1(0.9,3.9) <O,
/2(0.89,3.9) > 0, £2(0.89,4.1) <0, £2(0.9,3.5) >0, f2(0.9,3.7) <O,

and condition (24) holds. By the same analysis as above, there is a solution to (11) and
(12)in (g, z2) €[0.89,0.9]1 x[3.5,4.1]. Wetake g~ = 0.89,¢" =0.9,z, =3.5,23 =
4.1. Then (25), (26), (27), (28) and (29) are verified. So & is a 2-RSB model.
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Example 4.&5(x) = x +3 x40 Since G > 0, this model is pure-like. We have ”;Zqz <0

as % W‘ By calculatlon, we find

f1(0.83,9.2) > 0, f1(0.83,9.51) <0, f1(0.833,9.4) >0, f1(0.833,9.8) <O,
/2(0.83,9.51) > 0, 2(0.83,9.8) <0, f2(0.833,9.3) > 0, f2(0.833,9.4) <0,

and condition (24) holds. For the same reason as before, we take g~ = 0.83,¢% =
0.833,z, =9.3, zg = 9.8 and the conditions (25), (26), (27), (28) and (29) are verified.
So it is a 2-RSB model.

Remark 3. It would be nice to derive exact conditions on the coefficient A of £(x) =
(1 — A)x® + AxP that guarantee 2-RSB. However, this seems to be difficult and not even
known in the 1-RSB case.

Remark 4. Let us stress that our argument here is very specific to the 2-RSB phase and
to s + p models in many aspects. The difficulty goes beyond perseverance. For instance,
the four sign change phenomenon for ] and %, observed in Lemmas 8 and 9 does not
happen if we consider a model with three mixed spins. Proposition 11 is tricky to observe
but it is essential in order to bypass the properties of the zero set of f as defined in
(11), which is hard to study analytically. In summary, our argument is a combination of
various non-trivial, specific observations for the s + p models and for the 2-RSB phase.
In fact, many miraculous coincidences occur so that our argument works.

5. Proof of Theorem 2 and Corollary 3

There is an alternative formulation of the Parisi formula for the maximum energy proved
in [5]. For v € K, define

1
D(s) :/ £’ (ryv(dr), s el0,1].

LetU = {(B,v) € R x K : »(0) < B} and define the Parisi functional I/ by
" 1
P(B, v / sods g f sg”(s)v(ds)).
- V(S) 0

Then the Parisi formula [5, Theorem 10] states that
Q(vp) = inf P(B,v),
(B,v)el
and the the infimum is achieved by a unique (Bp, vp) € U. In this case
R 1
Bp =vp(0) + ———. (31)

vp([0, 11)

Let y be a 2-RSB Parisi measure given as in (2). Using (31) and dropping the subscript,
we have

1
Alg+A(1 —g)+ A

B = A1£'(q) + A2[E' (D) — §' (] + AE" (D) +
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and

5(s) = A15(5)+m, s =q,
A1 (q) + A (E'(s) — & (@)'*'m’ g=<s=1

Fora € [0, g] and b € [q, 1], let us define

(1+z1+22)g98'(a)

Vi(a) = - — at'(a) + £(a)
g€ (@)1 +z2)(1 + 71 + 22) z1&'(a)
— 1 1+ ——), 32
3 og( +(1+zz)$’(Q)> 32
"(b) — &' 1—
Vab) = E'(b) (g — b) +E() — E(q) + 2L i(zq”( D L1k - £ @1(1-q)
(1 — )1+ 2)[E'(1) — £(q)] [£/(b) — £'(q)]22
— 1 1+ =—-—""). 33
2 o8 (1+ 25 —rig ) 53

Proof of Theorem 2. Let & be a 2-RSB convex model with Parisi measure given by y as

above. Suppose ¥1(a) < O forall a € (0, q) and ¥»(b) < Oforall b € (g, 1). We will

show that for any & > 0 there exist n, K > 0 such that forall N > 1,

~N/K
(34

Py, [—1+e,—g —e]U[—qg+¢e,—¢€]U[e,q —e]U[g+¢e,1 —¢€]) < Ke

The idea of the proofis to use the Guerra—Talagrand inequality for the coupled minima
energy ( [5, Theorem 11]). In our context, it says that if we define for a Borel subset
AcC[-11]

o 1 : 1 2
My(A) = min (Hy(o") + Hy (o),

and if

” 1
Pa(B. ) = f 'g_(sv)d(s)w— fo S8 () v (ds).

WhereOSaSq,%Smiz,
vm(ds) = (Alml[o,a)(s) + A]l[a,q)(s) + Azl[q,l)(s))ds + A3{1}(ds),
with Vi, (s) = [ €”(r)v (dr). Then for u € [~q.q] and a = |ul,

limlim inf My ((u — &, u + &) = —Pa(B, v1). (35)
el0 N—>oo

Observe that P, (B, vi) = 2P(B,vp) =2Q(vp).
We denote [v| = v[0, 1] = A1g + A2(1 — g) + A. Then we have
AlE' @+ A[E'(s) — ' @Im+ 7, 0<s <a,
B —vyu(s) = { A1§'(s) + 7. a<s<gq,
AlE (@) + A2E' () —§' @]+ ;. g =s= L
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By dominated convergence theorem, we may differentiate inside the integral and get
A / - d / a
1[E°(s) — §(a)]dE (s) / SE(s)ds.
(A1§"(a) + A1[€'(s) — §"(@)]m + M)z

Plugging in m = 1 and evaluating the integral, we find

D Pa(B, v) = —/0

P, vm>|m1_ / o) — £ @IE)
Az @@
= Lioga s ag@in+ TN ey v e,
A2 Ay

1
Now using the change of variables (3) and comparing with (32), we have

8mPa(BAVm)|m=l — 1+z; +12)Q§ (a) _ a%_/(a) +£(a)
1 <1
g8 (@ + )1 +21 +22) log (1 L ud@ )
2 (1+22)§'(q)
=vY1(a) <0, Vae(,q).

Similarly, forg <b < land § <m <2, we let
v (ds) = (A1l ¢)(s) + Aom1yy p)(s) + A21pp 1)(s))ds + Adg1y(ds).
Then we have
A1E'(s) + A2l&'(q) — &' (D)Im + AL[E"(B) — & ()] + ﬁ 0<s=<gq,
B — Dp(s) = { A1E'(q) + A2l&' (D) — E' ()] + A2[E"(s) — &' (D)Im + ﬁ q<s=<b,

A1E' (@) + A2lE'(5) — 8" (@] + 3y b<s<l
Let
1 E”(s)ds 1 B
Pp(B, v) = ———+B —/ SET(S)vm(ds).
0o B—vn(s) 0

It follows that Py, (B, vi) = 2P(B, vp) = 2Q(vp). Differentiating inside the integral,

we find

7[8'(q) —§'(D)1dE"(s) A b 1E (s) — E'(D)]1dE (s)
[B — ()12 2l B 6P

OmPp(B, vy) = _AZ/
0

b
—Ag/ s&E"(s)ds.
q

Plugging in m = 1, we have
InPo(B, Vi) lm=1 _ _/q [§'(q) — &' (b)]dE (s)
As 0 (AIE/() + )2
B /" [§'(s) — §'(D)1dE(s)
g (AIE(@) + AslE'(5) — ()] + 1)?
— bE'(b) +q&'(q) +£(b) — §(q)
=1+11—0b&'(b) +q&'(q) +£(b) —&(q).




398 A. Auffinger, Q. Zeng

Evaluating the integrals yields

¢ _ [0 - @lviE @)

1 / !/
I = A—l[é (q) — &(D)]

ALE'(s) + gy 1s=0 AL€'(@) +
and
uz_ifb dg'(s)
A2 Jg ALE' (@) + AdlE'(5) — E" (@] +

| AiE@) + AlE' D) —E @1+ fb dEg'(s)
As ¢ (AIE'(q) + AalE(s) — €' (] + p)?
_ % log <]+A2[§/(b)—$/fq)] . s’aa)—s/(q)l '
A3 AIE'(@) + iy A2(A1E" (@) + p)

Using the change of variables (3) and comparing with (33), we can rewrite
am73 Bamm: / /b_/ 1—
) X =l _ 10— by 4 £y — () 4 £ @ = E @0 =)
2 22
+[E'(D) - &)1 —q)
_(d-9d +zz)2[§ (1) — &'(g)] log (1 N [E'(b) — & (61)]22)
75 &' () —§&'(q)
=yYn(b) <0, Vbe(q,l).

The rest of the proof follows the same argument as for [5, Theorem 6]. We reproduce it
here for completeness and clarity for the general audience.

Since (a, m) + 0,, P4 (B, vy;) is continuous on [¢, g — €] X [%, 2]andon[g +¢, 1 —
e] x [%, 2], from the mean value theorem, there exist m around 1 and n > 0 such that
for any u with |u| € [e,q —e]U[g +¢&, 1 — €],

PM(B, V) < PM(B, v1) —4n
=2Q(vp) —4n.

Therefore, from (35) and an analogous inequality with lower bound —P (B, v1) for
lu| = b € g, 1], we find for any u satisfying |u| € [e,g —e]U[g +¢€,1 — €],

lim liminf My ((u — &', u +€')) > —2Q(vp) +4n.

e'}0 N—oo
We now proceed with a covering argument. Since S := [—1+¢,—qg —e] U [—q +
e, —€]Ule, g —e]U[g + ¢, 1 — €] is compact, we can cover it with a finite collection
of intervals of the type (a@; — €;, a; +¢;),i = 1,...,n for some a; € S. Therefore from
the above display, there exists No > 1 such that

My(S) > —2Q(vp) +3n,

for N > Ny. Next, a standard argument from concentration of measure for Gaussian
extrema processes implies that there exists K > 0 such that with probability at least
1 — Ke N/K,

1
5 erflzigs(HN(ol> + Hy(0%)) = =2Q(vp) +21. (36)
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If there exist o', 02 such that Ry » € S, Hy (') < N(—Q(vp) +1/2), and Hy(c2) <
N(=Q(vp) +n/2), then

Hy(o') + Hy(0?)
N

From (36), this means that Py (17/2,S) < Ke /X for all N > Ny and this clearly
implies (34), ending the proof of the theorem. 0O

< =2Q(vp) +n.

Remark 5. Note that Examples 3 and 4 considered in the previous section satisfy the
assumptions (and conclusion) of Theorem 2.

Remark 6. Note that ¥1(0) = 0 and 1 (¢) = 0 by (3) and (5). Moreover, we know

vy e [AF+)g g8 (@ +20) (1 +21 +22)
Vi@ =£'@| e @+ E @
_ E"(@)[E (@)1 +z1 +22)g — z1a] — &' (@) (1 + 22)a]
(1+22)8'(q) +z18'(a) '
Comparing 1//{ (a) with the function 41 (u) as in (16), we see that xp{ (a) and h1(a) have

the same sign for 0 < a < ¢. Similarly, note that ¥»(¢) = 0 and ¥ (1) = 0 by (3) and
(6). Moreover, a calculation gives

" b 1 _
U5 (b) = &"(b)g — bE" (b) + %261) +&"(b)(1 —q)
DA = +2)[E'() — & (g)]
22[§'(1) — &'(q) + (§'(b) — &'(g))z2]
_ E"(b)[(q —DIE'(1) — &I +[E' (D) — &' (@11 — g+ (1 —D)z2)]
§'(1) —&'(q) +[§'(b) — &' (g)]z2 '
Comparing with hy(«) as in (17), we see that I//é(b) and h,(b) have the same sign for
g <b<l.
This means that ¥ (a) < 0,a € (0, g) and y2(b) < 0, b € (g, 1) will hold once the
conditions (20) and (21) are enforced.

Proof of Corollary 3. For any o € L(n) let C, denote the connected component of x in
L(n), that is,

Cy = {y € L(n) : Ay : [0, 1] — Sy continuous with y (0) = x,

y() =y, y@®) € L(n), vVt €0, 1]}.

Let x,y € L(n) so that |[Rj2(x, y)| < €. By choosing € small enough, any path
between x and y must contain two points that have overlap in (S U —S;)¢. From
Theorem 2 this implies that with high probability

C.NCy =1,

where 7 is taken from Theorem 2. Since Hy is a smooth function almost surely, each of
this disjoint connected components must contain at least a local minimum. Now choose
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n’ and €’ so that 0 < n’ + € < 5. Note that L(n') € L(n). The Corollary now follows
directly by Eq. (1), since the random set Oy guarantees the existence of exponentially
many of such points in £(5'). O

We end the paper with one extra remark about the computations above. This may be
of independent interest.

Remark 7. The functions #1 and hj are essential for the 2-RSB phase. Indeed, we have
seen in Remark 6 that the derivatives of 1 and g1 (resp. ¥» and g») have the same sign
as hy (resp. h2) in their domain. In fact, 4 and %, also appear in another situation.

There is an alternative formulation of the minimizer condition for the Parisi functional
in [5, Proposition 3]. Let us recall here. Let

E"(t)dt B
(B —1(s))?

Let y be a 2-RSB Parisi measure given as in (2). By direct computation, we have for
0=s=gq,

1 r
Fs) = / FE"(dr where f(r) = /0

7 (@) — &' ()][A Ay(1 — A
O L B L

£'(1) —&'(q) _ ilog AE (@)A1 + Ax(1 —q) + A) + 1
AZ(AI‘;/(Q)'*'W) A% A1E'(s)(A1g+Ax(1 —g)+ A) + 1

1 A2[E'(1) — E'(g)]
— —log(l+
A3 ( A18'(q) + A1q+Az}l—q)+A
g'() —&'(q) Alg+A(1—g)+ A
T4 (Arg+ a2 - )+ 8- A1 (q)(Arq + Ar(1 —q>+A)+1)

andforg <s <1,

£'(H) —¢&'(s) Alg+Ar(1—g)+A

S O e A @ (Aig+ A — ) ) v 1

E(1)—E(s) Arg+Ax(l—q) + A
T4 <A1Q+A2(1_Q)+A_Als/(q)<A1q+Az(1—q)+A>+1>

L Alf (q)+A2(&'(1) = & (@)‘FW
A3 PN @)+ AE () — @) + AT (=g E

Using the change of variables (3), we rewrite for 0 < s < ¢,

[§'(q) — &' ()]lg(1 +z1 +22)

71

fls) ==& (1) +sE(s)+1—&(s) +
LED @10 —g)(1 +22)

22
g8 (@ +22)(1+21 +22) o (1+z1+2)8'(q)
41 (I +22)8"(q) +218"(5)
(=9 +2)IE'D) —&'(@)]

. log(1+22) + [§'(1) — §'(@)]g
2
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ql§'(@) — &' (I +z1 +22)

=s5E'(5) +£(q) —&§(s) —q&'(q) +

11
g8 (@ +2)(1 +21 +2) 0g L+ +22)§'(q)
2 (1+22)8(q) + 218/ ()’

where in the second equation we used (6). Similarly for ¢ < s < 1, we have

[E'(1) — &' ()11 —¢q)

f(s) =s&(s) —E'(s)+1 —&(s) +

22
U= +2)E D) —§(9) log l+2o
2 2E)-E(@) "
22 I+ 2500
By [5], (B, v) € U is the minimizer of P if and only if
f()=0, f(g) =0, f(0) =0, 37)
f(u) = 0foru e [0, 1]. (38)

In this case, we necessarily have f(g) = 0. One can check that the conditions (37) hold
using (3)—(7). The expression of f (s), however, looks very different than g(u) as in (9)
and (10). Nevertheless, using (3)—(6) one can directly check that f’(s) and —h1(s) have
the same sign for s € [0, ¢] and that f(s) and —A;(s) have the same sign for s € [g, 1].

This means the conditions (20) and (21) given in Proposition 7 are sufficient for

f(s) = 0as in (38), as well as v () < 0, Y2(u) <0, g1 () <0, g2(u) < 0.

Acknowledgement. We would like to thank Wei-Kuo Chen for helpful discussions in the initial stage of this
project. We also thank the referees for many suggestions, which have helped to improve the presentation of
the paper.

References

1.

10.

11.

12.

Auffinger, A., Ben Arous, G.: Complexity of random smooth functions on the high-dimensional
sphere. Ann. Probab. 41(6), 4214-4247 (2013)

Auffinger, A., Ben Arous, G., Cerny, J.: Random matrices and complexity of spin glasses. Commun. Pure
Appl. Math. 66(2), 165-201 (2013)

Auffinger, A., Chen, W.K.: On properties of Parisi measures. Probab. Theory Relat. Fields 161(3-4), 817—
850 (2015)

Auffinger, A., Chen, W.K.: The Parisi formula has a unique minimizer. Commun. Math.
Phys. 335(3), 1429-1444 (2015)

Auffinger, A., Chen, W.K.: On the energy landscape of spherical spin glasses. Adv. Math. 330, 553-588
(2018). arXiv preprint arXiv:1702.08906 (2017)

Auffinger, A., Chen, W.K., Zeng, Q.: The SK model is full-step replica symmetry breaking at zero
temperature. arXiv preprint arXiv:1703.06872 (2017)

Bolthausen, E.: Random media and spin glasses: an introduction into some mathematical results and
problems. In: Spin Glasses, Lecture Notes in Mathematics, vol. 1900, pp. 1-44. Springer, Berlin (2007)
Bovier, A., Kurkova, I.: Much ado about Derrida’s GREM. In: Spin Glasses, Lecture Notes in Mathe-
matics, vol. 1900, pp. 81-115. Springer, Berlin (2007)

Chen, W.K., Sen, A.: Parisi formula, disorder chaos and fluctuation for the ground state energy in the
spherical mixed p-spin models. Commun. Math. Phys. 350(1), 129-173 (2017)

Crisanti, A., Leuzzi, L.: Spherical 2+ p spin-glass model: an exactly solvable model for glass to spin-glass
transition. Phys. Rev. Lett. 93, 217-203 (2004)

Crisanti, A., Leuzzi, L.: Amorphous—amorphous transition and the two-step replica symmetry breaking
phase. Phys. Rev. B 76, 184-417 (2007)

Crisanti, A., Leuzzi, L.: Reply to “comment on ‘spherical 2+ p spin-glass model: an analytically solvable
model with a glass-to-glass transition’ ”. Phys. Rev. B 76, 136-402 (2007)


http://arxiv.org/abs/1702.08906
http://arxiv.org/abs/1703.06872

402 A. Auffinger, Q. Zeng

13. Crisanti, A., Sommers, H.J.: The spherical p-spin interaction spin glass model: the statics. Zeitschrift fiir
Physik B Condensed Matter 87(3), 341-354 (1992)

14. Derrida, B.: Random-energy model: an exactly solvable model of disordered systems. Phys. Rev. B
(3) 24(5), 2613-2626 (1981)

15. Jagannath, A., Tobasco, I.: Low temperature asymptotics of spherical mean field spin glasses. Commun.
Math. Phys. 352, 979-1017 (2017). arXiv preprint arXiv:1602.00657

16. Kosterlitz, .M., Thouless, D.J., Jones, R.C.: Spherical model of a spin-glass. Phys. Rev. Lett. 36, 1217—
1220 (1976)

17. Krakoviack, V.: Comment on “spherical 2 + p spin-glass model: an analytically solvable model with a
glass-to-glass transition”. Phys. Rev. B 76, 136-401 (2007)

18. Mézard, M., Parisi, G., Virasoro, M.A.: Spin glass theory and beyond, World Scientific Lecture Notes in
Physics, vol. 9. World Scientific Publishing Co., Inc., Teaneck, NJ (1987)

19. Panchenko, D.: The Sherrington—Kirkpatrick Model, Springer Monographs in Mathemat-
ics. Springer, Berlin (2013)

20. Panchenko, D., Talagrand, M.: On the overlap in the multiple spherical SK models. Ann.
Probab. 35(6), 2321-2355 (2007)

21. Talagrand, M.: Free energy of the spherical mean field model. Probab. Theory Relat. Fields 134(3), 339—
382 (2006)

Communicated by H. Spohn


http://arxiv.org/abs/1602.00657

	Existence of Two-Step Replica Symmetry Breaking for the Spherical Mixed p-Spin Glass at Zero Temperature
	Abstract:
	1 Introduction
	2 Criteria for a 2-RSB Parisi Measure
	3 Spherical s+p Models: A Simpler Criterion
	4 Examples of 2-RSB Models and the Proof of Theorem 1
	5 Proof of Theorem 2 and Corollary 3
	Acknowledgement.
	References




