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ABSTRACT
Deep learningmodels are vulnerable to adversarial examples. Most
of current adversarial attacks add pixel-wise perturbations restricted
to some Lp -norm, and defense models are evaluated also on adver-
sarial examples restricted inside Lp -norm balls. However, we wish
to explore adversarial examples exist beyond Lp -norm balls and
their implications for attacks and defenses. In this paper, we focus
on adversarial images generated by transformations.

We start with color transformation and propose two gradient-
based attacks. Since Lp -norm is inappropriate for measuring im-
age quality in the transformation space, we use the similarity be-
tween transformations and the Structural Similarity Index. Next,
we explore a larger transformation space consisting of combina-
tions of color and affine transformations. We evaluate our transfor-
mation attacks on three data sets — CIFAR10, SVHN, and ImageNet
— and their corresponding models. Finally, we perform retraining
defenses to evaluate the strength of our attacks.

The results show that transformation attacks are powerful.They
find high-quality adversarial images that have higher transferabil-
ity and misclassification rates than C&W’s Lp attacks, especially
at high confidence levels. They are also significantly harder to de-
fend against by retraining than C&W’s Lp attacks. More impor-
tantly, exploring different attack spaces makes it more challenging
to train a universally robust model.
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1 INTRODUCTION
Deep neural networks achieved impressive performance in solving
complex human perception problems, such as image classification.
However, they are vulnerable to adversarial examples, which are
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crafted by attackers to cause the victim classifier to output differ-
ent classes than humans do. The key challenge for the attacker is
to find an oracle for human perception: given an input, the ora-
cle should output the class perceived by humans. Since we do not
understand the mechanism of human perception completely, con-
structing a precise oracle is elusive, so researchers proposed ap-
proximate oracles. The most popular one is based on distance: two
images that are close to each other under some metric should have
the same class label perceived by humans. This oracle reflects our
experience that perception is a continuous function, i.e., a small
perturbation in the input causes no large change in the output.

To the best of our knowledge, all distance-based oracles mea-
sure the distance between two images using the Lp -norm, where
L1, L2, and L∞ are the most common. Most attacks and defenses
can work on different Lp -norms, but some work on only certain
Lp -norms. E.g., MadryNet[? ] guarantees robustness against adver-
sarial examples only in the L∞-norm ball. However, recent work [?
] showed that a small Lp -norm is neither sufficient nor necessary
for a perturbed image to be perceptually the same as the original
one. Therefore, we set to explore unrestricted adversarial examples
outside Lp -norm balls.

One evidence of the unnecessity of the Lp -norm is the invari-
ance of human vision to several transformations. For example, hu-
man image classification is invariant to color transformations such
as adjustment of brightness and is also invariant to spatial trans-
formations such as rotation. These transformations, together with
their different parameters and their combinations, constitute a large
space where to search for adversarial examples. We wish to ask
this research question: what advantages will the attacker gain by
searching for adversarial examples in this space compared within
a L∞-norm ball?

As a first step towards exploring the space of vision-invariant
transformations and how they allow the attacker to generate more
powerful and various adversarial examples, we study color trans-
formations in the RGB color space and propose two gradient-based
adversarial attacks: the optimization-based attack and the PGDT
(Projected Gradient Descent on Transformation) attack. Next, mo-
tivated by prior works showing that deep learning models are not
invariant to spatial transformations, we expand our search space
by a two-phase combination of color and spatial transformations.
After, we leverage the Structural Similarity Index to measure the
perceptual quality of the generated adversarial example.

For evaluation, we choose three datasets and their correspond-
ing classification models: CIFAR-10, SVHN, and ImageNet. These
datasets are complementary as they contain different contents (nat-
ural objects vs. digits), have images of different sizes, and their
classifiers have different scales (from fewer than five layers to tens
of layers). We run the optimization-based attack to obtain high-
quality and high-confidence adversarial images, and run the PGDT



attack to generate a large adversarial set for retraining defenses ef-
ficiently. The attacks are run with different settings in terms of
the different number of image segments for color transformations,
different initial points, and different confidence levels. Finally, we
perform defenses by retraining themodel in different attack spaces.
Our evaluation shows that our transformation-based attack ismore
difficult to defend against by adversarial retraining than C&W’s
L∞ attack and L2 attack.

In this paper, we make the following contributions:
• We define the color transformation space and establish the

relationship between color transformation and Lp -norm re-
stricted attacks by image segmentation.
• We propose two gradient-based attacks for the image trans-

formation space and a two-phase attack to explore the large
combination space of color transformation and affine trans-
formation, andwe show that the combination attack is more
powerful with higher transferability than C&W’s Lp attacks.
• Weperform extensive retraining defenses to show that train-

ing a universally robustmodel for adversarial examples from
multiple different attack spaces is even more difficult.

2 BACKGROUND
In this section, we will provide a brief background for deep learn-
ing, adversarial attacks, and retraining defense.

Deep learning. Deep learning is a subset of machine learning,
which is a branch of artificial intelligence that aims to learn mod-
els from data to deal with specific tasks. Deep learning models are
usually deep neural networks. Each layer of the neural network
is usually linear operations combined with non-linear activations.
Formally, let x be the input example, f be a linear function with pa-
rameter θ and α be a non-linear activation function, we represent
one layer by:

l(x ,θ) = α(f (x ,θ))

the neural network model M is the composition of several layers:

M = l0 ◦ l1 ◦ l2 ◦ ... ◦ ln−1 ◦ ln

Usually, parameters of neural networks are trained by the Back-
Propagation algorithm.

In this paper, we mainly study image classifiers, which are deep
convolutional neural networks that take as input an image and out-
puts the predicted class label for the object contained in the image.

Adversarial examples. In 2013, Szegedy et al.[? ] first pointed
out the existence and crafted an adversarial image, which is a slightly
perturbed image that can make the model give the wrong predic-
tion.The definition of adversarial examples can be generalized. An
example is an adversarial example of a target image classifier if it
has the following two properties:
• Fidelity: Human can easily identify its true class.
• Adversary: The classifier’s prediction varies from the hu-

man’s.
The action of generating adversarial examples is called an adver-
sarial attack. Depends on howmuch information does the attacker
require, the attack can be divided into two categories:

• White-box attack: The attackers know everything about the
model, including the dataset, the model structure, and the
parameters.
• Black-box attack: The attackers only can access the model

by sending input and retrieving the output.
Depends on the output of the classifier, the attacks can be divided
into another two categories:
• Targeted attack:The attacker predetermines the output label

of the adversarial example.
• Untargeted attack: The output label can be anything other

than the true label.
In this paper, our attacks are targeted white-box attacks.

Attack methods. In recent years, researchers proposed many
attack methods. We briefly introduce some representative attacks:

(1) Gradient aescent attacks: FGSM and PGD
Goodfellow et al.[? ] proposed the Fast Gradient SignMethod
or the FGSM. It is an untargeted attack by moving the im-
age towards the opposite direction of the gradient of the loss
function. Formally,

x ′ = x − ϵ · sign(∇x J(θ ,x ,y))
where x ′ is the adversarial example, ϵ is the step length, J
is the loss function. FGSM attack is speedy and simple to
implement. However, it is not a strong attack and can be
easy to defend against[? ][? ].
An advanced variant of FGSM is the Projected Gradient De-
scent (PGD) attack. It iteratively performs FGSM attack at
each step and projects the result onto the surface of a re-
stricted space. The advantage of PGD attack is that it finds
adversarial examples in the restricted space, such as a Lp -
norm ball.

(2) Optimization based attack: C&W’s attack
C&W’s attack[? ] is an optimization-based attackwhichmin-
imizes the Lp distance between the adversarial image and
the original image. Meanwhile, it leverages a hinge loss be-
tween the correct label and the target label to mislead the
model. Formally, the C&W’s L2 attack is:

min
w
∥
1

2
(tanh(w) + 1) − x ∥2 + λ · д(

1

2
(tanh(w) + 1)),

д(x) = max(−k,max(f (x)i,t ) − f (x)t )

where x ′ = x + η = 1
2 (tanh(w) + 1) is the adversarial im-

age represented in the tanh space, д is the hinge loss term,
k is the confidence score. The higher the confidence score,
the higher the target class’s logit and also the possibility of
attack transferring. C&W’s attack is shown the most power-
ful attack for breaking many defenses[? ], and it has many
variants such as ZOO attack[? ], EAD attack[? ], etc.

Retraining defense. Among all the recent proposed defenses,
retraining, which retrain themodelwith adversarial examples, have
shown the effectiveness of defending against norm bounded adver-
sarial examples. For example, Madry et al.[? ] try to defend against
adversarial examples in an ∞ ball with radius ϵ by solving:

argmin
θ

E
(x,y)∈X

[

max
δ ∈[−ϵ,ϵ ]N

l(x + δ ;y; Fθ )

]



However, it only guarantees effectiveness in the L∞-norm ball, but
not with other norms [? ] nor unrestricted adversarial examples.

3 DESIGN
In this section, we will formally define the color transformation
and introduce two kinds of adversarial attacks based on the trans-
formation. Opposite to Lp restricted attacks which add pixel-wise
perturbations, image transformations modify the image as an indi-
vidual object. Besides, we leverage another transformation space -
spatial transformation space and study the effectiveness of combi-
natory attacks.

3.1 Color transformation
3.1.1 Definition of color transformation. Many image adjust-
ments keep the semantic information of an image. For example, to
change the illumination of an image, we add a constant to the RGB
value of all the image pixels; to adjust the contrast of an image, we
multiply the RGB value of all the image pixels by a scalar. Essen-
tially, these adjustments are nothing but applying the same linear
transformation to all images pixels. Formally, we define the color
transformation to an image as:

x ′ = {A · p + rb |∀p ∈ x}

wherep is a 3x1 pixel vector of the base image x in RGB color space,
A is a 3x3 weight matrix, b ∈ [−1, 1]3 is a 3x1 bias vector, r is the
constant that represents the value range of the image pixels, and
x ′ is the transformed image.

It is obvious that when A is a 3 × 3 identity matrix and b is
a zero vector, the transformation will be identity transformation,
where the transformed image will be identical to the base image.
For simplicity, in the context of this paper, we will refer the 3 × 4
color transformation matrix M as

M =
[

A b
]

and refer the the 3 × 4 identity color transformation matrix IC as
IC =

[

I3×3 0
]

3.1.2 Color transformationwith image segmenation. To cre-
ate a larger transformation space, we can segment the base image
into different regions, and apply a different color transformation to
each region. There are many image segmentation methods, either
based on similar colors or based on object semantics. Our goal of
the segmentation is that wewant to keep the semantic relationship
among pixels, which means similar regions should remain similar
after transformations.

In this paper, we apply a k-center segmentation to images. In
detail, we preset k default colors as the k class centers and assign
each image pixel to the nearest class measured by its euclidean dis-
tances to class centers. Finally, the pixels inside each class will be
one image segment. Some segments can be blank if the number of
colors inside the image is less than the set number k . The k-center
segmentation is efficient while other clustering-based segmenta-
tion methods are more time consuming and may get worse per-
formance when the colors inside the image are too close to each
other.

Moreover, we can establish a relationship between pixel-wise
noises and color transformations. Specifically, if we segment the

m ×n image intom ×n parts, and apply a different transformation
to each of the image segments, we essentially add the perturbations
to each of the pixels of the base image, which can be represented
as:

p′ =
[

r + δ0 д + δ1 b + δ2
]T

= I · p + δ

where δ =
[

δ0 δ1 δ2
]T is the perturbation vector. We can see

adding pixel-wise noise to the image is an extreme case of the color
transformation with image segmentation.

When considering images as points in a high-dimensional Eu-
clidean space, the search space of pixel-wise adversarial images
is dense and narrow, which means there are a lot of possible ex-
amples inside a small Lp -norm ball. Color transformations have a
sparser but broader search space, which means we can transform
images far away while keeping their semantics, but cannot reach
all the images in their neighborhoods. Applying image segmenta-
tion is a trade-off between the two search spaces.

3.2 Quality metrics for transformed images
Since transformed images are not bounded by Lp -norms, we lever-
age two other metrics to measure the human perception quality of
the images after transformations.

3.2.1 Matrix distance. We leverage the distance between the
transformation matrix and the identity transformation matrix to
quantify the amount of transformation applied to the base image.
There are many choices of measuring the distance of two matrices,
such as matrix norms, cosine similarity, and correlation coefficient.
In this paper, we take matrix norms as the matrix distance metrics,
so the quality Q of the resulting image can be measured by

Q(x ′) = ∥M − I ∥p

Similar to Lp -norms, we can assume that the less the transfor-
mation, the more similar the transformed image will be with the
base image, thus the higher the quality of the transformed image.

3.2.2 Image quality assessment algorithms. Though the dis-
tance of thematrices is one applicablemetric thatmeasureswhether
the resulting image is of good quality, small matrix distance is not a
necessary condition for high-quality transformations. Instead, we
can measure the image quality directly from the transformed im-
ages.

Image quality assessment algorithms for measuring the quality
of human perception has been studied extensively in recent years.
In this paper, we choose the Structural Similarity Index (SSIM)[? ],
which measures the processed image quality from a structural per-
spective. SSIM is one of the full-referenced image quality assess-
ment algorithms which takes the original image as a reference.

Formally, supposew1 is an×nwindow of the base image, where
n is the window size that is less than the width of the image.w2 is
a corresponding n × n window of the transformed image. SSIM of
w1 andw2 can be computed by:

SSIM(w1,w2) =
(2µw1

µw2
+ c1)(2σw1w2

+ c2)

(µ2w1
+ µ2w2

+ c1)(σ
2
w1

+ σ2
w2

+ c2)

where µ is the average value, and σ is the variance or covariance,
ci = (kiL)

2 are variables to stabilize the division with weak de-
nominator, and L is the dynamic range of the pixel-values (max −



min). The windows will be slided over the entire image to obtain
the final SSIM value of the two images.

Typically, the range of SSIM is in [−1, 1], with 0means no struc-
tural similarity and 1 means two images are exactly the same.

3.3 Attack methods
We propose two gradient-based attacks within the image transfor-
mation space: the optimization attack and the PGDT attack. The
two attacks are related as they are both gradient-based. However,
they have different properties and serve different purposes.

Firstly, the optimization attack can guarantee that the adversar-
ial examples found are of high confidence but cannot guarantee the
image quality requirement, such as having SSIM value higher than
a threshold. On the contrary, the PGDT attack can force the images
(or the matrices) to be projected onto some restricted spaces, while
these images may not be adversarial.

Secondly, the optimization-based attack is time-consumingwhile
the PGDT attack is efficient. Therefore in this paper, we perform
optimization attacks to generate high confidence adversarial im-
ages and perform PGDT attacks to quickly generate a large number
of untargeted adversarial examples for adversarial retraining.

3.3.1 The optimization-based attack. Similar to C&W’s Lp at-
tacks[? ], we form the problem of looking for adversarial transfor-
mations as an optimization problem:

min
M

L(x ,M)

s .t . f (T (x ,M)) = ytarget,

T (x ,M) ∈ [0, 1]m×n

where x is the base image, T (x ,M) is the adversarial image gener-
ated by the transformationmatrixM , L is anymetric that measures
the human perception quality of the adversarial image,m,n are the
dimensions of the input image, f is the target image classifier we
want to attack,ytarдet is the target label that wewant the classifier
to output for the adversarial image. In other words, we are looking
for such color transformation matrices that preserve the quality
and meanwhile make the transformed image misclassified, instead
of restricting the image to have tiny perturbations in Lp -norm ball.

We preprocess the image the same way as in the C&W’s attack
tomake sure the transformed image is still in the valid range: trans-
form the image into tanh space and use the intermediate variable
w ∈ (−∞,∞) as the target of the optimization. Formally, the ad-
versarial perturbation δi is defined as[? ]:

δi =
1

2
(tanh(wi ) + 1) − x

where 1
2 (tanh(wi ) + 1) is in the range of [−0.5, 0.5] and repre-

sents the adversarial example, therefore the result image will be
guaranteed valid.

To solve the optimization problem directly is difficult, we can
instead construct a specific loss function L(x ,M,θ) that takes into
account all the constraints, where fθ is the model with parameter
matrixθ ,M is the transformationmatrix, and find the optimalM by
gradient descent based optimizers. We construct the loss functions
for the color transformation attack as following:

L(x ,M, fθ ) = Lcr(x ,M) + λ · Lcl(x ,M, fθ )

where Lcr is the image quality loss for measuring how bad the im-
age quality is, it can use either of the metrics we mentioned in the
previous section as the loss function, for example if we use SSIM
as the image quality loss, then

Lcr = −SSIM(x ,x ′)

and Lcl is the classification loss, which we take the same form of
hinge loss as in C&W’s attack, and λ is the hyper-parameter that
balances the two loss terms. The classification loss is defined as:

Lcl (x ,M, fθ ) = max(−k, fθ (T (x ,M))true − fθ (T (x ,M))target)

where k is the confidence of the adversarial example, higher k indi-
cates higher confidence. fθ (T (x ,M))true and fθ (T (x ,M))target are
the logits scores (the pre-softmax layer) of the transformed image
T (x ,M) output by the model fθ for the true label and the target
label.

3.3.2 The Projected Gradient Descent attack for transfor-
mations. We propose the second attack based on the Projected
Gradient Descent (PGD) attack. Since in color transformation at-
tack, we are searching for the adversarial transformation matrices,
we need to perform the gradient descent and the projection to the
matrices instead of the images as in the pixel-wise PGD attack. For-
mally, we iteratively perform the gradient descent by

Mi+1 = Mi + δsign(∇Mi
L(f (T (x ,M)),y))

whereM is the transformation matrix, i is the ith step, δ is the step
length, f is the model prediction, L is the model loss function (eg.
cross-entropy), T is the image transformation.

Next, we introduce two types of projections with respect to our
different metrics of image quality for the transformation matrices.
• Project the transformation matrix onto the Lp -norm ball of

the identity matrix. For L0-norm ball, We can project the
matrix by clipping each entry of the transformation matrix
by the radius ϵ . For L2-norm ball, we can project the ma-
trix by dividing each entry of the transformation matrix by
| |M | |2
ϵ .

• Project the transformation matrix so that the SSIM value
of the transformed image is larger than a threshold value ϵ .
Since we can also compute the gradient of the SSIM with re-
spect to the transformationmatrixM , inside each step of the
gradient descent, we perform an inner gradient descent to
project the SSIM value to our target value ϵ . The inner loop
of projection requires more computation costs. Suppose the
average number of iterations of SSIM projection ism, then
the time complexity will beO(mn), while the time complex-
ity for Lp -norm ball projection isO(n), where n is the num-
ber of steps of PGD.

We refer the PGD attack for transformation matrix as the PGDT
attack. The detailed algorithm for the PGDT attack is shown in
algorithm 1.

3.4 Enhance attacks by affine transformations
Thespatial transformation space and the color transformation space
are independent. Meanwhile, neural networks have been shown
vulnerable to spatial transformations in prior works, so we can
enhance the color transformation attack with the help of spatial



Algorithm 1: The PGDT attack algorithm
Data: Image x, True label y, Transformation matrix M,

Radius or Threshold ϵ , Number of iterations n, Step
length δ , Model loss function L, Model prediction f,
Image transformation T

Result: The adversarial transformation matrix M , the
adversarial example x ′

i ← 0;
Mi ← I ;
for i < n do

Mi+1 ← Mi + δsign(∇Mi
L(f (T (x ,M)),y));

if Lp projection then
Mi+1 ← clip(Mi+1,Bp(I , ϵ));
x ′ ← T (x ,Mi+1);

end
if SSIM projection then

x ′ ← T (x ,Mi+1);
while SSIM(x ,x ′) < ϵ do

Mi+1 ←

Mi+1 + δ · sign(∇Mi+1
SSIM(x ,T (x ,M)));

x ′ ← T (x ,Mi+1);
end

end
i ← i + 1

end
return Mi , x ′

transformations, and explore the combination of different attack
spaces. In this paper, we consider the linear spatial transformation
- affine transformation.

3.4.1 Affine transformations. Affine transformations relocate
the coordinates of image pixels while preserving the relative ge-
ometry properties. It is intriguing since it can also keep semantic
information of the given image.

Formally, if we consider the following 2×3 affine transformation
matrix:

M =

[

m00 m01 m02

m10 m11 m12

]

It will apply the following transformation to a given image:
[

x ′

y′

]

=

[

m00 m01

m10 m11

] [

x

y

]

+

[

m02

m12

]

where (x ,y) is the coordinate of one pixel. From the definition
above, we can obtain the identity transformation matrix which
maps one coordinate to itself:

IA =

[

1 0 0
0 1 0

]

Different elements of the transformation matrix correspond to dif-
ferent transformations to the image:
• m00,m11: change the scale of the width and height
• m01,m10: sheer the image towards some directions
• m02,m12: translate the image towards some directions

3.4.2 The two-phase combination attack. Motivated by the
fact that simple semantic-preserving transformations such as scal-
ing, translation, rotation are enough to decrease the accuracy of
the model [? ] largely. We explore the combination transformation
space for adversarial examples in a two-phase manner:

(1) Perform simple affine transformations to get different initial
points

(2) Perform small complex affine transformations combinedwith
color transformations to find adversarial examples around
the initial points.

The first phase of our attack is to find simple affine transfor-
mation matrices which preserve the semantics of the base image
meanwhile decrease the accuracy of the target model. We refer
these affine transformation matrices as initial points. Note that im-
ages transformed by the initial points are not necessarily adversar-
ial images themselves. The selection of initial points can be either
by manually choosing, random search, or gradient-based search.
Following are example initial points:

(1) Reflection
For most of the images that do not contain direction-critical
items, such as a traffic sign, reflecting the image would keep
the semantic information. The transformation matrix for re-
flection would be:

Iref =

[

±1 0 0
0 ∓1 0

]

(2) Rotation
Similarly, rotation of 90◦ will also keep the original shape
and the semantic information of the base image. The trans-
formation matrix for rotation of 90◦ (clockwise or counter-
clockwise) would be:

Irot =

[

0 ±1 0
∓1 0 0

]

The reason why not we also obtain initial points by color transfor-
mations is that same color transformation matrix can make differ-
ent visual modifications on different images while the same affine
transformation matrix makes the same.

In the second phase, we perform the combination attack to find
small color transformations and small affine transformations that
together create adversarial transformed images. We can perform
the two gradient-based attacks mentioned in the previous section.
The only difference is the transformed image x ′ is now 1

x ′ = Tcolor(Taffine(x ,Maffine),Mcolor)

which is the combination of transformations. Note that gradient-
based attack require the affine transformation operation is differ-
entiable with respect to the affine transformation matrix Maffine.
Since the affine transformation is made in the coordinate space
rather than pixel space, we leverage the Spatial Transformer Net-
work (STN) as the approximation of affine transformation opera-
tion. We will discuss STN in detail in Section 4.

In the combination transformation attack, we apply the SSIM
metric as the image quality loss to avoid multiple loss terms. Since
the SSIM is very sensitive to spatial transformation, which means

1Different orders of color and affine transformations lead to similar results.



maximizing SSIM requires the affine transformationmatrixMaffine
to be as close to the initial point IA as possible.

4 EVALUATION
We evaluated our color transformation attack and two-phase com-
bination attack and compared themwithC&W’sLp attacks in terms
of adversarial perturbations, quality of adversarial images, and the
effectiveness of retraining defenses.

4.1 Threat model and experiment set up
We performed white-box, defense-agnostic attack, where the at-
tacker has complete information of the targetmodel, and themodel
does not have defense mechanisms. All attacks in Section 4.2 and
Section 4.3 are optimization-based attacks.

We evaluated our image transformation attacks on three differ-
ent data sets and their corresponding classification models:
• CIFAR10 [? ] contains 10 classes of 32 × 32 color images.

The victim model was a convolutional neural network clas-
sifier pre-trained without data augmentation and had 78%
test accuracy.
• SVHN [? ] contains color images of house numbers from dif-

ferent views.We separated each image into individual digits
and padded them into 28×28 images.The victimmodel was
a single-digit classifier with 93% test accuracy.
• ImageNet [? ] contains large color images of various classes.

The victim model was Inception-V3[? ], one of the most
powerful classifiers for Imagenet.

We choose those three datasets since they represent different
image types and model scales:
• Objects: natural (CIFAR10, ImageNet) vs. digits (SVHN)
• Image size: small (CIFAR10, SVHN) vs. large(ImageNet)
• Model scale: small (CIFAR10, SVHN) vs. large(ImageNet)

Our attack framework was similar to C&W’s Lp attack. We used
the Adam optimizer with a learning rate α = 0.01, set the maxi-
mum iteration for each run to be 10000 (50000 for Inceptionmodel),
and ran 10 times to find the optimal hyper-parameters. The image
quality metric was SSIM. We chose the base images to attack ran-
domly from the original test set. The experiment ran on Keras &
Tensorflow 1.13 on an NVIDIA TITAN RTX GPU.

4.2 Color transformation attack
In this section, we evaluated color transformation attacks and show
how image segmentation influence the attacks.

Figure 1a and Figure 1b show the result of color transformation
attack without image segmentation on the CIFAR-10 model and
the SVHN model. Adversarial images exist even by a simple color
transformation without segmentation, although some adversarial
examples do not have good enough quality. Note that the quality
of SVHN adversarial images is worse than CIFAR-10 adversarial
images. One possible explanation is that SVHN images are simpler
than MNIST: the digits in SVHN have fewer colors and simpler
shapes than the natural objects in CIFAR-10, so the attack requires
larger transformation to find adversarial images.

Next, we evaluated how the image quality changes with differ-
ent image segmentation settings. As shown in Table 1, we selected

eight primary colors and another eight intermediate colors for the
k-center image segmentation described in Section 3. We evaluated
two different color segmentation settings: (1) segmentation with
eight primary colors, and (2) segmentation with eight primary col-
ors and eight intermediate colors.

The examples of color transformation attacks with image seg-
mentation are shown in Figure 1c through Figure 1f. Table 2 mea-
sures the quality of adversarial images generated by each of the
image segmentation settings using the mean SSIM. For adversar-
ial examples found in different segmentation settings based on the
same image, the quality increases with the number of image seg-
ments, where adversarial examples based on 16 segments have the
best quality. The results meet our expectations because the same
color transformation is applied to every pixel in the same segment,
so increasing the number of segments increases the attack space.
However, it doesn’t mean that the more image segments, the better
the attack. As we discussed in Section 3.1.2, more image segments
means denser but narrower search space.

Table 1: Color classes for image segmentation

(a) Primary colors

Color Name R G B
Black 0 0 0
White 255 255 255
Red 255 0 0
Lime 0 255 0
Blue 0 0 255
Yellow 255 255 0
Cyan 0 255 255
Magenta 255 0 255

(b) Intermediate colors

Color Name R G B
Silver 192 192 192
Gray 128 128 128
Maroon 128 0 0
Olive 128 128 0
Green 0 128 0
Purple 128 0 128
Teal 0 128 128
Navy 0 0 128

4.3 Combination attack
We evaluated the two-phase attack: (1) attack from different initial
points, and (2) find adversarial images in the combined space of
color transformation and affine transformation. We ran the combi-
nation attackwith 16 image segments, and from three initial points
we mentioned in Section 3.4.1: identity transformation, left-right
reflection, and clockwise rotation of 90°.

The optimization attack requires that all the component of the
loss function are differentiable with respect to the transformation



(a) CIFAR10, No image separation (b) SVHN, No image separation

(c) CIFAR10, 8 image segments (d) SVHN with 8 image segments

(e) CIFAR10, 16 image segments (f) SVHN, 16 image segments

Figure 1: Adversarial examples of the color transformation attack. The leftmost column of images are the base images. The
right columns are adversarial images whose targets are each of the other 9 classes of the dataset. For example, if the base image
is a digit 0, then the images on the right are targeted adversarial examples to digits 1 − 9. For Inception model, the targeted
classes are randomly chosen, and are shared among all the experiments.

Table 2: Quality of adversarial images for color transforma-
tion attacks with different segmentation settings. The qual-
ity is quantified by the mean SSIM value of the adversar-
ial examples. As shown in the table, the adversarial images’
quality is increasing with the number of segments.

Segments
Model CIFAR10 SVHN

Single image 0.8479 0.6346
8 segments 0.9341 0.8380
16 segments 0.9408 0.8416

matrix. However, different from color transformations, affine trans-
formations are applied to the pixel coordinates rather than the
pixel values. As a result, we cannot compute the gradient flow
directly through the affine transformation. We circumvented this
problem by plugging in a pre-trained network called Spatial Trans-
former Network[? ], which is a fully differentiable module trained

to take as input the affine transformation matrix and output the ap-
proximation of the transformed image, similar with the first-order
method in [? ].

Figure 2 shows adversarial examples found by the combination
attack. Table 3 measures the amount of transformation by comput-
ing the Frobenius-norm distance between the identity transforma-
tion matrix (initial point for affine transformation) and the adver-
sarial transformation matrix. To make a complete ablation test, we
also performed the optimization attack with only affine transfor-
mation, where we replaced the color transformation node by the
STNmodule. Same as in the previous section, we measured the hu-
man perception quality of the adversarial image by the mean SSIM.
We can see that the combination attack usually required much less
amount of both transformations, and the quality of the adversarial
images is much better than single transformation attacks.

In Table 4, we compare different initial points. We can see that
adversarial examples from initial points other than the identity ma-
trix usually have better quality and need fewer transformations
due to the lack of robustness of the model to simple affine trans-
formations.



We ran the combination attack on the CIFAR-10 model with
different confidence level from 0 to 50 to examine how the confi-
dence level will affect the amount of transformation required and
the quality of the image. Table 5 shows that when the confidence
level increases, the amount of transformation required increases,
and the image quality decreases. This result is consistent with that
of C&W’s attacks.

Finally, we compared our combination attack (with 16 image
segments and identity transformation matrix as the initial point)
with C&W’s L2 attack, which is one of the most powerful norm
bounded attack. We computed the average L2 distances from the
adversarial images to the base images. Table 6 shows that adversar-
ial images generated by our combination attack have good quali-
ties similar to those by C&W’s attack while the average L2 dis-
tance of our attack is larger than that of C&W’s attack. This result
suggests that the transformation attack space is broader than the
attack space restricted to the Lp -norm ball.

Table 3: Comparison of the quality and the amount of trans-
formation required for different attacks. For color and com-
bine transformation attacks, we set 16 image segments. The
initial point is the identity affine transformation matrix. Dc
and Da are the Frobenius-norm distances between the trans-
formation matrices and the identity matrix.

(a) SSIM value of different attacks

Model
Attack Color Affine Combine

CIFAR10 0.9408 0.6370 0.9648
SVHN 0.8416 0.5759 0.8616

(b) Dc of different attacks

Model
Attack Color Affine Combine

CIFAR10 273.1951 – 136.8899
SVHN 327.2462 – 389.2607

(c) Da of different attacks

Model
Attack Color Affine Combine

CIFAR10 – 0.1411 0.0046
SVHN – 0.6392 0.0442

4.4 Retraining defenses
To evaluate the advantage of exploring different attack spaces rather
than Lp norm ball, we performed different retraining-based de-
fenses, and we evaluated each of the retrained models on adver-
sarial examples from different attack spaces. We used the PGDT
attack (Section 3.3.2) to create a large number of adversarial exam-
ples.

We considered the following retraining scenarios:

Table 4: Comparison of different initial points (IPs). The
results (combination attack with 16 image segments) show
that generating adversarial examples from initial points
other than identity transformation leads to higher quality,
and it usually requires less amount of transformations.

(a) SSIM values of different IPs

Model
IP Identity Reflection Rotation

CIFAR10 0.9525 0.9566 0.9733
SVHN 0.8616 0.9402 0.9710
Inception 0.9786 0.9520 0.9879

(b) Dc of different IPs

Model
IP Identity Reflection Rotation

CIFAR10 212.7731 154.4860 112.1367
SVHN 389.2607 569.1314 148.7909
Inception 176.9519 18.0094 110.9637

(c) Da of different IPs

Model
IP Identity Reflection Rotation

CIFAR10 0.0049 0.0004 0.0003
SVHN 0.0442 0.0080 0.0035
Inception 4.906 ×

10
−5

1.363 ×

10
−5

6 × 10−7

• Random augmentation
Thebaseline defense. Anymodel designer can randomly aug-
ment the dataset by performing random color transforma-
tions without being aware of any attacks. In our experiment,
we make the random data augmentation in the following
steps:
(1). Generate a 3 × 4 matrix ∆ with each entry randomly
drew from [0,1].
(2). Multiply∆with a scalar α which controls the amount of
maximum possible transformation. Here we set α = 0.25.
(3). Add the matrix∆ to the identity transformation matrix,
and the final random transformation matrix will be M =
I +∆.
(4). Generate a randomly transformed image x ′ = T (x ,M).
(5). For each of the examples in the training set, repeat the
step (1)–(4).
Since the amount of affine transformation that our attack
required is very small, we will not make augmentation for
affine transformations.
• Retrainwith the PGDTattack from single initial point

The defense targets the combination attack from the single
initial point (identity matrix). We applied the PGDT attack
to obtain an untargeted adversarial example for each of the
training examples in the training set.
• RetrainwithPGDTattack fromdifferent initial points

The defense targets the combination attack from multiple



(a) CIFAR10, 16 segments, Identity (b) SVHN, 16 segments, Identity

(c) CIFAR10, 16 segments, Reflection (d) SVHN, 16 segments, Reflection

(e) CIFAR10, 16 segments, Rotation (f) SVHN, 16 segments, Rotation

(g) Inception, 16 segments, Identity (h) Inception, 16 segments, Reflection

(i) Inception, 16 segments, Rotation

Figure 2: Adversarial examples of the combination attack. The leftmost column of images are the base images or the original
images. The right columns are adversarial images whose targets are the other 9 classes of the dataset (or randomly chosen
target classes for the Inception model). The result adversarial examples are of good human perception quality and are Lp -
norm unrestricted.

Table 5: Quality and amount of transformation required of adversarial images under different confidence levels (16 segments,
identity transformation matrix as the initial point).

Metric
Confidence 0 10 20 30 40 50

SSIM 0.9648 0.9195 0.8513 0.7650 0.6664 0.5825
Dc 136.8897 201.0818 310.2363 429.6003 560.2861 718.0401
Da 0.0046 0.0056 0.0075 0.0122 0.0225 0.0232



Table 6: Comparison of the adversarial images from the com-
bination attack and C&W’s L2 attack. For the combination
attack, we use 16 segments and identity transformation ma-
trix as the initial point.

(a) Average L2 distances between adversarial and base images

Attack
Model CIFAR10 SVHN Inception

Combine attack 3.73 5.69 20.08
C&W’s L2 attack 0.86 0.92 2.55

(b) Average quality of human perception

Attack
Model CIFAR10 SVHN Inception

Combine attack 0.9648 0.8616 0.9786
C&W’s L2 attack 0.9713 0.9620 0.9927

initial points.We retrained themodelwith adversarial exam-
ples generated by PGDT attack from different initial points.
• Retrain with different attack spaces

The defense’s targets are adversarial examples from both
the image transformation space and the L∞-norm ball. We
retrain the model with adversarial examples generated by
both PGDT attack (from identity) and L∞ PGD attack.

We chose CIFAR-10 and its classifier as our target.We performed
one-step retraining, in which we retrained the model from scratch
by adding adversarial examples to the training data. All the train-
ing configurations, such as the amount of training data and train-
ing epochs, are shared among all the retraining processes.

Table 7 shows the result of the evaluation of the retrained mod-
els. For simplcity, we write EvalED to represent evaluating model
retrained with set D on evaluation set E. For example Evale3,5 rep-
resent evaluating model retrained with both 3 and 5 on the evalu-
ation data e. We make the following observations:

Random augmentation provides limited robustness. From
columns of 1 and 2, we find that random augmentation provides
nearly no robustness improvement compared with directly retrain-
ing the model with no augmentation.

Transformation attacks has higher transferability. From
(Evala1 ,Evalb1 ,Evalc1) and (Evald1 ,Evale1,Eval

f
1), by evaluating the

model retrained directly without any extra data, we show that our
transformation attack is more likely to transfer compared with
C&W’s L∞ and L2 attack when increasing the confidence level.

Transformation attacks are powerful. From the rows of a
and d show that high confidence transformation adversarial im-
ages are hard to defend against. Even if we run the PGDT attack
with 20 times larger projection radius, the accuracy of the high
confidence adversarial examples has no significant improvement
(fromEvald3 = 50.89% to Evald4 = 52.33%).Meanwhile, the C&W’s
L∞ attack and L2 attack with the same high confidence levels can
be defended againstmore effectivelywith retraining (Evale6 = 77.22%,
Evalf6 = 76.66%).

Training a universally robust model is hard. From the en-
tire Table 7, we find that all the best accuracy values are acquired
by the models retrained with only one initial point or single at-
tack space. The models trained on multiple initial points or attack
spaces cannot perform as good as training on each of the single
spaces.

Retraining reduces model accuracy. From the row of o, we
can see retraining with adversarial examples reduces model accu-
racy on the original test data. The result is unsurprising since ad-
versarial examples introducemore noises and biases in the training
data.

In conclusion, exploring the transformation space for adversar-
ial examples has the following advantages. First, random augmen-
tation contributes little to the robustness against our transforma-
tion attack. Second, high confidence transformation attack is more
likely to transfer than C&W’s L∞ attack and L2 attack. Third, it is
harder to train a universally robust model against different attack
spaces or different initial points than only considering one attack
space.

5 RELATED WORK
After proposals of various Lp -norm restricted adversarial attacks
in previous years, researchers begin to consider the necessity of
Lp restrictions and try to find alternative metrics for measuring
human perception quality. For example, Rozsa et al. [? ] propose
to apply SSIM as the similarity metric. SSIM qualifies an image by
its illuminance, contrast, and structural similarity to the original
image, which makes more sense than merely Lp distances. Later,
Sharif et al. [? ] have shown that Lp -norms are neither necessary
nor sufficient for measuring image perceptual similarity by gener-
ating both high perceptual quality adversarial examples with large
Lp distances and human-misclassified examples with small Lp dis-
tances. The result indicates that adversarial attacks can also be un-
restricted.

Many unrestricted attacks have been proposed. For example, in
paper [? ], Brown et al. proposed that people can generate a uni-
versal, robust, targeted patch that fools classifiers regardless of the
scale or location of the patch, and does not require knowledge of
the other items in the scene that it is attacking. In paper [? ], Yang
et al. proposed a method that modifies the variable of the latent
space of a GAN to generate adversarial images from scratch, which
means there is no requirement for any base image. The main diffi-
culty of these unrestricted attacks is that there is no proper metric
for measuring human perception quality, so the modifications are
either too obvious or need human validation. Our attacks are also
unrestricted attacks, meanwhile having well-defined quality met-
rics.

Spatial transformations on images are also studied broadly in
previous works. Engstrom et al. [? ] proposed that very simple
affine transformation with only rotations and translations can lead
to adversarial examples.We generalize his First-Ordermethodwhich
only optimizes over the latent space of rotation and translation to
optimizing over the entire transformation matrix to find the ad-
versarial transformation that could be the combination of scalings,
shearings, rotation, and translations. There are more sophisticated
spatial transformations such as [? ] and [? ], however, since our



Table 7: Accuracy of the retrained model on the adversarial images generated for the original CIFAR-10 classifier. There are
90 000 retraining images, and the training epochs is set to be 10. We randomly drew 100 examples from the original test set
and, for each test example, generated 9 adversarial examples targeting each class.

Data for retraining
0. No retraining (the original model)
1. Retraining using the original training set
2. Randomly augmented the original training set
3. PGDT attack on the original training set. The transformation
matrices are projected onto the L∞-norm ball of identity matrix
with radius 0.25, step length 0.025, and number of steps 10.
4. PGDT attack on the original training set with a larger projection
radius. The transformation matrices are projected onto the L∞-
norm ball of identity matrix with radius 5, step length 0.5, and
number of steps 10.
5. PGDT attack on the original training set rotated by 90°. The
transformation matrices are projected onto the L∞-norm ball of
identity matrix with radius 0.25, step length 0.025, and 10 steps.

6. PGD attack on the original training set. Images are projected
onto the L∞-norm ball of original image with radius 0.05.
7. PGD attack on the original training set. Images are projected
onto the L2-norm ball of original image with radius 0.2.
Data for evaluation
o. Original test data
a. Combine transformation attack, confidence level 0
b. C&W’s L∞ attack, confidence level 0
c. C&W’s L2 attack, confidence level 0
d. Combine transformation attack, confidence level 30
e. C&W’s L∞ attack, confidence level 30
f. C&W’s L2 attack, confidence level 30
g. Combine transformation attack, confidence level 0, rotated 90°

Eval
Retrain 0 1 2 3 4 5 6 7 3,5 3,6 3,5,6

o 77.82 % 77.08 % 78.67% 75.62 % 77.18 % 75.33 % 73.83 % 77.34 % 76.38 % 74.00 % 74.78 %
a 0.0 % 68.56 % 68.67 % 79.67% 73.89 % 71.11 % 65.89 % 71.33 % 69.22 % 71.78 % 72.22 %
b 0.0 % 82.78% 76.33 % 76.33 % 74.55 % 72.22 % 79.11 % 81.77 % 69.44 % 77.00 % 78.78 %
c 0.0 % 82.78% 81.67 % 77.78 % 74.89 % 71.99 % 78.44 % 82.00 % 68.56 % 76.89 % 79.44 %
d 0.0 % 29.44 % 30.56 % 50.89 % 52.33% 40.89 % 34.89 % 26.00 % 46.33 % 48.22 % 45.00 %
e 0.0 % 70.78 % 63.44 % 58.11 % 58.00 % 61.89 % 77.22% 63.88 % 59.00 % 74.22 % 74.33 %
f 0.0 % 70.67 % 70.89 % 60.00 % 59.11 % 62.78 % 76.66% 63.55 % 60.56 % 72.78 % 73.89 %
g 0.0 % 25.22 % 27.33 % 19.44 % 13.89 % 71.44% 25.22 % 21.33 % 61.11 % 19.11 % 54.78 %

primary goal of leveraging spatial transformation is to enhance
the color transformation and explore the combination attack space,
affine transformations are enough for our work.

Some previous works also studied making transformations to
image colors. Hosseini et al. proposed to look for semantic adver-
sarial examples in the HSV space. Their method is based on apply-
ing random search in the HSV space to find misclassified examples,
which requires no gradient information, and has no restrictions on
the transformed images. As a result, many of their adversarial ex-
amples are modified too much in color (e.g., a green bird) thus do
not maintain the same semantic information as the original images.
Zhang et al. proposed the blind-spot attack in [? ]. They apply very
simple linear transformation on the entire image by x ′ = αx + β ,
where α and β are two constants. Compared with their work, we
formally define color transformation in the RGB space, thus do
not require any color-space translations. Our attacks are gradient-
based, can find either high confidence adversarial images or effi-
ciently perform a large number of attacks. Though not bounded by
Lp -norms, our adversarial images are still restricted by some met-
rics for human perception quality, so that they can maintain the
semantics of the original image.

6 DISCUSSIONS
In this section, we make discussions upon the limitations and pos-
sible improvement of our attacks, and some general problems in
the robust machine learning area.

The speed of our attack. One limitation of our optimization-
based attack is the attack speed. It may take an hour to find one
good adversarial example for largemodels like the Inceptionmodel.
The limitation is from the large size of the image, the complex
model architecture, the large number of matrix multiplications,
and tuning hyper-parameters. How to speed up the optimization-
based attacks will be one of our future directions.

Qualitymetrics for unrestricted attacks. The transformations
we used in our attacks are all linear transformations. In the fu-
ture, we can explore more general image transformations, includ-
ing non-linear transformations. However, compared with increas-
ing the variety of attack spaces, it is more important to find proper
quality metrics for a new attack space.

Currently, some researchers propose using human validation
for unrestricted adversarial examples. This approach requires a lot
of human resources, and we cannot perform large-scale evalua-
tions. The metrics we propose, matrix distance and SSIM value,
are also not panaceas. As shown in [? ], the SSIM can be unin-
tendedly high when two images contain entirely different objects
but similar backgrounds. In the world of unrestricted adversarial
examples, attackers are not even required to generate adversarial
examples from base images (e.g., by using GAN), so that we cannot
apply full-referenced image quality assessment methods anymore.
Thus studying non-reference image quality assessment methods is



an important research direction for measuring the quality of unre-
stricted adversarial images.

Why it is hard to build a robust model. In the real scenar-
ios, the difficulty of building a robust model is from the worst-case
attacks. From the attacker’s perspective, the attack is successful
even if the attacker only finds one available adversarial example
that compromises the model. Take our combination attack as an
example, the attackers only need to find one available adversarial
example from one of the multiple initial points. However, from the
model designers’ perspective, they need to consider all the possible
initial points and even all possible attack spaces.

7 CONCLUSION
Motivated by the fact that adversarial images are not necessarily
close to the base images in Lp -norm distances, we explore adver-
sarial attacks in another space–the image transformation space–
instead of Lp -norm balls, with the help of color transformations
and affine transformations. Also, we apply matrix distance and
SSIM as alternative quality metrics to Lp -norms.

We evaluate our proposed attacks in a multiple configuration
manner: three image segment settings for color transformation,
three initial points for affine transformation, three datasets that
are of different sizes and contents. With these parameters, we can
explore an enormous transformation space. To find the best param-
eters, we thoroughly analyze and report how each parameter can
affect the performance of our attack.

By evaluating our adversarial examples under different retrain-
ing defenses, we find several advantages of our transformation
attack compared with C&W’s Lp attacks: it is harder to defend
against by retraining and has higher transferability. We also show
the significance of exploring different attack spaces: exploring dif-
ferent attack spaces makes it much more challenging for model de-
signers to build a universally robust model that takes into account
all the attack spaces. As a result, it would be necessary for model
designers to define the model boundary carefully in the future.
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