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ABSTRACT

The importance of secure development of new technologies is un-

questioned, yet the best methods to achieve this goal are far from

certain. A key issue is that while significant effort is given to evalu-

ating the outcomes of development (e.g., security of a given project),

it is far more difficult to determine what organizational practices

result in secure projects. In this paper, we quantitatively examine

efforts to improve the consideration of security in Requests for Com-

ments (RFCs)Ð the design documents for the Internet and many

related systems Ð through the mandates and guidelines issued to

RFC authors. We begin by identifying six metrics that quantify the

quantity and quality of security informative content. We then apply

these metrics longitudinally over 8,437 documents and 49 years

of development to determine whether guidance to RFC authors

changed these security metrics in later documents. We find that

even a simply worded Ð but effectively enforced Ð mandate to

explicitly consider security created a significant effect in increased

discussion and topic coverage of security content both in and out-

side of a mandated security considerations section. We find that

later guidelines with more detailed advice on security also improve

both volume and quality of security informative content in RFCs.

Our work demonstrates that even modest amounts of guidance can

correlate to significant improvements in security focus in RFCs, in-

dicating a promising approach for other network standards bodies.
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1 INTRODUCTION

The security of networks and networked systems is of paramount

importance, and it is commonly recognized that trustworthy sys-

tems do not occur by accident. Rather, security must be considered

from the very beginning of a project in order to prevent major

errors [57]. Accordingly, efforts like the Security Development Life-

cycle provide extensive guidance on the process by which secure

software should be designed and implemented to improve security.

While prior work has sought to understand how the software de-

velopment process contributes to security of completed projects [3],

to the best of our knowledge such questions have not been asked of

network standards. This is a vast oversight. Not only are network

standards substantial development undertakings in their own right,

network protocols are not as easily patched or replaced and can be

operational for decades. For example, secure extensions for DNS

and BGP have existed for many years, but are rarely used [8, 23].

In this paper, we seek to understand how instructions to network

standard authors affect network security through the lens of Re-

quest for Comments (RFC) documents. Requests for Comments are

used to define new network protocols, enhance existing protocols,

and codify best practices. Not only are these documents freely avail-

able, but they are developed transparently in public meetings and

through public online venues (e.g., mailing lists). The availability of

these documents Ð with the first dating back to 1969 Ð provides an

unprecedented window through which to longitudinally analyze

security consideration in network standard designs.

Unlike the secure development lifecycle, which establishes a

sophisticated process model for organizations to follow, published

guidance to RFC writers is limited. It primarily consists of two

critical interventions Ð a mandate to include a distinct łsecurity

considerationsž section and a set of guidelines for that section. As

a result, it is unclear how much improvement in security coverage

we should realistically expect from such minimal guidance. We seek

to quantitatively evaluate the effects of this guidance by measuring

the security informative content that appears in RFCs before and

after the implementation of the mandate and guidelines.

We make the following contributions:

• Define Quantitative Metrics: We define six metrics to

measure the security content and quality of RFCs. Among
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our 16 key findings, we were surprised to learn that a sim-

ple mandate to discuss security in a dedicated section led

to a substantial increase in both the size and quality of the

mandated section and the amount of security discussion out-

side the mandated section. The later introduction of more

detailed guidelines also had a significant positive effect.

• Identify Security Informative Text: We define łsecurity

informativež content, show that experts can label security

informative content with high interrater reliability, and cre-

ate and evaluate a machine learning classifier to identify

security informative content.

• ExamineDevelopment Process:We analyze how security

coverage changes over the course of developing RFC stan-

dards. We learn that successfully published draft standards

tend to have longer security considerations sections, discuss

a greater number of topics, and include more security discus-

sion throughout the document. We also learn that roughly

half of RFCs have a low amount of security content added

initially that remains low, while the other half see a gradual

increase in security content as the draft nears completion.

This paper focuses on a quantitative analysis of RFCs. We recog-

nize that many factors Ð including organizational culture Ð also im-

pact security outcomes, yet are beyond the visibility of researchers.

Nevertheless, by performing the first security analyses of the net-

work standards development, we take the first steps to better un-

derstanding this crucial issue.

The paper is organized as follows. In Section 2, we discuss the

background of RFCs and their publishing organizations. Section

3 describes our metrics and other aspects of our methodology. In

Section 4, we develop and evaluate a model that classifies security-

informative paragraphs. Section 5 describes our analysis of security

considerations sections, while Section 6 describes our analysis of all

security informative content. In Section 7, we conduct case studies

on draft standards, examples provided by the RFC 3552 łSecurity

Considerationsž section guidelines, and a known vulnerable RFC.

Section 8 provides additional discussion, and Section 9 provides

recommendations for future standards writers. Section 10 provides

a discussion of related work, while Section 11 concludes.

2 BACKGROUND

Requests for Comments (RFCs) started as informal memos between

Internet researchers. The first, Host Software, was published in April

1969 [10] Ð the same year ARPANET was established. RFCs have

evolved from their nascent form to become structured commu-

niques for relaying protocol standards and other information to

the Internet technology community. They are technical documents

used to specify new Internet protocols, describe or update existing

protocols, and promote current best practices.

RFCs are numbered in their sequence of publication, though

some RFC numbers have never been issued. They are authored,

reviewed, and published by Internet researchers and engineers in

streams for the Internet Architecture Board (IAB), Internet En-

gineering Task Force (IETF), and Internet Research Task Force

(IRTF). There is also a stream for independent authors to submit

RFCs and a legacy stream for older RFCs. RFCs follow a particu-

lar submission process depending on their stream, are then edited

by the RFC Editor, and finally returned to the authors for final

review before being published [2]. RFCs additionally have a status

which is either łProposed Standard,ž łInformational,ž łUnknown,ž

łExperimental,ž łBest Current Practice,ž łDraft Standard,ž łInter-

net Standard,ž or łHistoric.ž Most RFCs are Proposed Standards,

followed by Informational. RFCs that specify protocol standards

begin as Proposed Standards, are matured in a series of Draft Stan-

dards, and finally become Internet Standards. Revisions of Internet

Standards start the process again as Proposed Standards.

RFCs contain natural language text as well as code examples

and figures conveyed in ASCII art. Though they were originally

very free-form, RFCs are now highly structured. There are style

conventions which much be followed for language, punctuation,

capitalization, citations, and abbreviations, as well as a prescribed

structure [16]. Currently, RFCs must contain a first-page header,

title, abstract, łStatus of This Memož, copyright notice, table of

contents, body, and łAuthor’s Addressž sections. The body must

contain an łIntroductionž section and a łSecurity Considerationsž

section. If applicable, RFCs are expected to contain łRequirements

Language,ž łIANA Considerations,ž łInternationalization Consider-

ations,ž and łReferencesž sections as well.

The łSecurity Considerationsž section (SCS) is the prime section

for the security impacts of an RFC. The SCS is the designated area

for authors to discuss security issues relevant to the RFC. The first

RFC to include an SCS was RFC 1060 [47], published in 1990. The

section ironically read:

Security issues are not discussed in this memo. [47]

After SCSs first appeared with RFC 1060, they fast became a com-

mon feature of RFCs, but were included on a purely voluntary

basis. SCSs were made mandatory by RFC 1543, Instructions to RFC

Authors [42], which was published in October 1993. We refer to

this RFC as themandate in this paper. The SCS was one of many

sections enumerated in the RFC to now be required. The mandate

for łSecurity Considerationsž sections, in its entirety, read:

All RFCs must contain a section near the end of the

document that discusses the security considerations of

the protocol or procedures that are the main topic of the

RFC. [42]

This was later considered insufficient guidance on how to discuss

security. Although there was an updated Instructions to RFC Au-

thors [43] in 1997, its instructions on SCSs remained the same.

Ten years after RFC 1543, in July 2003, the second milestone RFC

regarding SCSs was published. This was RFC 3552, Guidelines for

Writing RFC Text on Security Considerations [46]. We refer to this

RFC as the guidelines. These were written in response to a per-

ceived deficiency in the security discussion of prior RFCs. RFC 3552

provided additional instructions on writing SCSs. It urged authors

to conduct thorough threat modeling prior to writing their RFCs,

and specifically required authors to discuss eavesdropping, replay,

message insertion, deletion, modification, man-in-the-middle, and

denial-of-service attacks. If any of these attacks were out of scope,

it required authors to describe why. The guidelines required an as-

sessment of authentication methods, assumptions, and lower level

services required by the protocol.

RFC 3552 also gave a crash course in security. It discussed the

goals of security (confidentiality, integrity, and availability) and
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additional properties such as non-repudiation. The RFC gave an

overview of the Internet’s threat model, including active and passive

adversaries. It specified types of attacks, such as man-in-the-middle

attacks, and described security mechanisms, technologies, and pro-

tocols. This thorough treatment made the RFC 43 pages in total.

Lastly, the guidelines provided two SCSs that were deemed ex-

emplary. The first was a hypothetical further revision to the SMTP

update in RFC 2821 The revision added inline notes and supple-

mented the SMTP update’s communication security discussion. The

second was from the Virtual Router Redundancy Protocol standard

in RFC 2338 with added inline notes. These example SCSs will be

the subject of a case study in section 7. RFCs are the cornerstone

of the development of Internet technologies. Because of this, it is

important that they include high quality security discussion. In

subsequent sections, we will analyze the effects of time, the RFC

1543 SCS mandate, and the RFC 3552 SCS guidelines on metrics

quantifying security discussion in RFCs.

3 METHODOLOGY

In this paper, we seek to characterize both the security content

of RFCs and the effect of the mandate and guideline RFCs on se-

curity content in RFCs. In this section, we begin by defining the

metrics we use to quantitatively measure this security content. To

aid this effort, we also provide a novel definition of łsecurity infor-

mativež text. We then describe the RFC data we use in our study,

and conclude with an overview of the statistical procedures we use

to characterize our findings. The following section describes the cre-

ation and evaluation of a classifier to identify security informative

paragraphs, and later sections describe our findings.

3.1 Security Metrics

We aim to analyze what factors impact an SCS being included in an

RFC, how long RFCs are, the breadth of their discussion, and how

much security discussion occurs in them. We also want to identify

how much text in both the SCS and the remainder of the RFC is

security discussion. To quantify security discussion in RFCs, we

have developed six metrics:

SCS Presence measures whether an RFC has a clearly labeled SCS.

This metric is binary.

SCS Word Count measures the length of SCS.

SCS Topic Coverage measures how many of 10 topics identified

in the SCS Guidelines are discussed in the SCS based on the

presence of keywords.

SIP Word Count measures the word count of all security informa-

tive (SI) content in the RFC, regardless of whether it is inside

the SCS. We discuss our definition of łsecurity informativež

in detail later in this section.

Compartmentalization indicates the ratio of SI content within

the SCS to the total amount of SI content. For example, a

compartmentalization of 40% indicates that 40% of all SI

content is inside the SCS, while 60% falls outside the SCS.

Density measures how much of the SCS content is actually se-

curity informative. It is the ratio of SI content in the SCS

to total content in the SCS. For example, a density of 80%

indicates that 20% of the content in the SCS is not SI, while

the remaining 80% is SI.

The latter three metrics rely on a determination of whether text

is łsecurity informative.ž In this paper, we make this determination

on a paragraph level and refer specifically to security informative

paragraphs (SIPs). We use a machine learning classifier, discussed

in Section 4, to label RFC paragraphs as security informative. Be-

cause of the importance of context, lower levels of granularity

(e.g., sentence-level) are more difficult to obtain (and would require

solving decades-old problems in NLP), and are ultimately no more

useful for our purposes than paragraph-level metrics.

Our definition of łsecurity informativež text is:

Text that a security expert would recognize as being

intended to alert the reader to a potential security issue

or concern.

Discussion of privacy, security protocols, security tools such as

firewalls, adversaries, threat models, insecure use cases or configura-

tions, authentication, and authorization are all security informative.

Because of this, there will inherently be more SIPs in an RFC which

discusses a security topic. We acknowledge that this definition is

necessarily subjective, and we chose this definition after rejecting

several alternatives, including a definition of łsecurity relevantž

text. Because any functionality or implementation could have secu-

rity implications (whether obvious or not at time of creation), this

latter definition was too imprecise and broad to be useful.

In Section 4, we discuss the results of asking two security experts

to independently code paragraphs as SI or not-SI. We show that

such coding has high inter-rater reliability, providing confidence

that our definition is meaningful and reproducible. To better provide

the reader with insights into what is or is not SI, we provide three

example paragraphs from this analysis.

An example SIP which both labelers agreed upon is:

However, it should be noted that an attacker that has

some knowledge, such as of MAC addresses commonly

used in DHCP client identification data, may be able

to discover the client’s DHCP identify by using a brute-

force attack. Even without any additional knowledge,

the number of unknown bits used in computing the hash

is typically only 48 to 80. [54]

This is clearly a SIP because it is discussing an attack. An example

of a non-SIP, which both labelers agreed upon, is:

The values 1-47 are reserved for algorithms for which

an RFC has been approved for publication. The values

48-63 are reserved for private use amongst cooperat-

ing systems. The values 64-255 are reserved for future

expansion. [41]

This is clearly not a SIP because it is not discussing any security

topics. An edge case the two labelers disagreed on is:

One may notice that many documents that explain the

DNS and that are intended for a wide audience incor-

rectly describe the resolution process as using QNAME

minimization (e.g., by showing a request going to the

root, with just the TLD in the query). As a result, these

documents may confuse readers that use them for pri-

vacy analysis. [55]

This was an edge case the two labelers disagreed on. The first

labeler argued it was security informative because the authors are

Session 3 SSR ’19, November 11, 2019, London, United Kingdom

59



considering confusion around privacy information. The second

labeler argued it was not security informative because it does not

itself include any privacy discussion. The final label was decided

by a third labeler was SIP for the same reason as the first labeler.

3.2 Data Sources

In this paper, we examine two datasets: the set of all published

RFCs and the set of all RFC draft standards. The RFC dataset is

composed of the text and associated metadata of 8,437 RFCs up

to RFC 8453,1 obtained from the official RFC repository [2]. We

verified that the łmissingž 16 RFCs were never actually issued. All

RFCs are in plain-text, ASCII format.

The set of draft standards was also acquired from the official RFC

repository [2] on February 7, 2019. This set includes both historic

drafts and in-progress drafts. Not all RFCs are standards, but all

RFC standards begin as draft standards. A published RFC may have

numerous unpublished draft revisions until it is published as an RFC.

RFCs do not change after publication, and changes to an accepted

standard are only made through external errata or a subsequent

standard.

In our analysis, we associate 125,946 draft documents to 33,706

draft standards bymatching documents to the unique draft standard

identifier (e.g., draft-ietf-drums-smtpupd, which became RFC 2821

revising SMTP). The IETF website [1] provides a link from RFC to

its pre-publication draft, and we use this information to identify

which drafts became standards. We identified 6,831 published draft

standards and 26,875 non-published draft standards. Note that non-

published drafts may still be accepted at a later+ point. Draft sets

that are not published often include a final document consisting of

a short description of the fate of the draft standard, such as being

rejected or merged into another project. To prevent these status

updates from affecting our results, we ignore the last document in

a draft document set if it contains less than three paragraphs.

3.3 Statistics Preliminaries

We use several statistical measures to quantify the effects of time,

the mandate, and the guidelines on our metrics. To assess the man-

date’s impact, we compare RFCs published before the mandate to

those published between the mandate and guidelines. To evaluate

the guideline’s impact, we compare RFCs published between the

mandate and the guidelines to those published after the guidelines.

We do this to prevent the impacts of the mandate from influencing

the measurements of the guideline’s impacts and vice versa.

The first statistic is Spearman’s rank correlation coefficient, ρ.

This measures the monotonicity of a relationship between two

variables. A positive value indicates a positive relationship, and a

negative value indicates a negative relationship. The absolute value

of ρ indicates the degree of monotonicity. A value of zero indicates

no relationship, and an absolute value of one indicates a perfectly

monotonic relationship. We use Spearman’s ρ over the Pearson

correlation because Spearman’s ρ does not assume linearity. We

use it to quantify the relationship our metrics have with time. As

in common in other fields[35], we interpret an absolute value of ρ

equal to or greater than 0.9 to indicate łvery high correlation,ž than

1Framework for Abstraction and Control of TE Networks (ACTN), published August
2018 [7]

0.7 to indicate łhigh correlation,ž than 0.5 to indicate łmoderate

correlation,ž than 0.3 to indicate łlow correlation,ž and less than 0.3

to indicate łnegligible correlation.ž

We also use t-tests to measure if the difference between the

means of two populations is significant. If the p-value of a t-test is

less than α , we have identified a statistically significant difference

between the two populations. We use Cohen’s d to quantify the

effect size, or magnitude of the differences between two popula-

tions given there is a statistically significant difference. We follow

the interpretation guidelines provided by Sawilowsky [48], which

describes ad of 0.01 as łvery small,ž 0.20 as łsmall,ž 0.50 as łmedium,ž

0.80 as łlarge,ž 1.20 as łvery large,ž and 2.0 as łhuge.ž

We select an initial α of 0.01 to determine the significance of

our statistical tests. Our p-values must lie below α to be considered

statistically significant. We additionally use Bonferroni correction

to control family-wise error rate. Because we conduct three null

hypothesis tests for each metric, we correct our α to 0.0033.

4 SECURITY-INFORMATIVE PARAGRAPHS

CLASSIFIER

In this section, we create a classifier for security-informative para-

graphs (SIPs) of RFCs to enable our SIP word count, compart-

mentalization, and density metrics. We pre-process RFC text into

paragraphs which we partition into training and testing sets. We

leverage a paragraph’s presence in an SCS to automatically cre-

ate noisy labels for the training set. We then design and apply a

classifier which uses term frequency-inverse document frequency

(TF-IDF) [45] vectorization, singular-value decomposition (SVD),

and logistic regression. A large set of labeled training data is re-

quired to optimize the weights of our logistic regression model. To

reduce the amount of manual labeling required for our training set,

we labeled SCS paragraphs as SIP and others as non-SIP. We used

regular expressions to identify paragraphs in SCSs. We hypothesize

Ð and later verify Ð that SIPs occur both inside and outside SCSs,

but occur more frequently within SCSs. This means that the labels

of our training data are noisy, but provide meaningful information

for learning to classify SIPs due to the sheer size of the data set.

Because we know our training data labels are not always correct,

the training set performance of our model is not a focus of our

performance evaluation. We will instead evaluate the accuracy of

our model on the manually labeled test set.

Can experts reliably identify security-informative content?:

Before we further describe our classifier design and evaluation,

we must first ensure that our definition of łsecurity-informativež

is meaningful. We do this by manually labeling 1,100 paragraphs,

which we also use to evaluate our classifier’s performance. These

1,100 paragraphs were randomly selected from the set of paragraphs

present in RFCs, and were not used in the training of our classifier.

Two raters (both paper authors) manually code our test set into

three classes: łSIPž, łnon-SIPž, and łmalformedž. łMalformedž para-

graphs were affected by parsing errors or failures of the ASCII-art

removal heuristic. We chose to label 1,100 paragraphs so as to have

roughly 1,000 paragraphs labeled as either łSIPž or łnon-SIP.ž

Finding 1: Security-informative text can consistently be manually

identified by experts. Cohen’s kappa inter-rater agreement measure

[18] quantifies the agreement of raters on labeling categorical data.
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A low kappa means raters frequently disagreed, while a high kappa

means raters often agreed. We achieved a kappa of 0.742 across

three classes on our test set, which may be interpreted as significant

agreement[17]. This confirms our choice of definition for łsecurity

informativež and leads to our finding that security-informative text

can be consistently manually identified by experts.

Data Pre-Processing: Because RFCs are unstructured text, pre-

processing is required to remove irrelevant information and seg-

ment them into paragraphs. To remove irrelevant text which is not

intended to inform the reader about a standard or convey other cen-

tral information, we use regular expressions to remove the łTable of

Contents,ž łAcknowledgements,ž łReferences,ž łAuthors’ Addresses,ž

łStatus of This Memo,ž and łCopyrightž sections. An additional com-

plicating factor was the inclusion of ASCII-art figures in RFCs. We

created a heuristic to remove paragraphs containing a ratio of char-

acters commonly used in ASCII-art (such as +, |, _, and others)

above a selected threshold of 0.05. The character set and threshold

were selected manually to minimize the number of ASCII-art figures

included in the data set without excluding legitimate paragraphs.

Finally, we removed the headers and footers on each page, and

removed empty paragraphs caused by many consecutive newlines.

We break text into paragraphs at consecutive double newline char-

acters, which is the structure used in RFCs to delineate paragraphs.

However, manual review revealed it was often the case that there

are single sentences isolated this way. Therefore, we merged single-

sentence paragraphs into the subsequent paragraph if doing so does

not span a section boundary. Our training set was composed of the

127,551 paragraphs not included in our testing set.

Classifier Design: Our classifier uses TF-IDF vectorization fol-

lowed by SVD, which is then input into a logistic regression model.

We use TF-IDF to transform a sequence of characters into a vector

that represents the importance of terms to a document. TF-IDF

captures the relative frequency of a term in a document adjusted

for how frequent the term is in the corpus. We removed uninforma-

tive terms by requiring a minimum document frequency threshold

of 0.5% and removing stopwords. The result of our this TF-IDF

vectorization is a vector of size |V |, where V is the selected set of

terms from the corpus. The dimensionality of these vectors are

reduced from 889 terms to 100 components with truncated SVD

to reduce overfitting and improve computational efficiency before

being input into the model.

We selected binary logistic regression as our classifier because of

its robustness against overfitting. We used balanced class weighting,

which weighs the error penalty of a class inversely proportional to

its size, because of the disproportionate ratio of non-SCS paragraphs

to SCS paragraphs. We also used balanced class weighting because

we anticipated that our training data would contain many samples

falsely labeled as non-SIP by our SCS heuristic.

Evaluation: We evaluated our classifier qualitatively and quan-

titatively. By inverting the logistic regression model’s coefficient

vector with training data’s SVD transformation, we associated the

classifier’s input weights to terms in the TF-IDF vocabulary. We

found the terms weighted heavily by the model were indeed more

security-informative.

A third rater labeled conflicting data points in our test set to

decide the final classes. The result was that 104 of test samples

were labeled malformed, 221 were SIP, and 793 were non-SIP. We

quantitatively evaluated our model on the test set and achieved

an accuracy of 82%, with a recall of 56% and precision of 59%. We

note that these accuracies are well within expected ranges for diffi-

cult natural language processing problems [27, 59]. Our classifier’s

performance is standard for this domain of text analysis, and we

will use it to apply our SIP word count, compartmentalization, and

density metrics to RFCs in subsequent sections.

5 SECURITY CONSIDERATIONS SECTIONS

METRICS

In this section, we describe the SCS presence, word count, and

topic coverage metrics in greater detail. We investigate how they

were affected by time, the RFC 1543 mandate, and the RFC 3552

guidelines. Because we conduct three null hypothesis tests per

metric in this section, we correct our initial α of 0.01 to 0.0033.

5.1 Presence

Wefirst investigate the presence of SCSs in RFCs, whichwemeasure

by identifying łSecurity Considerationsž section headings.

Finding 2: Since the mandate and guidelines, SCSs are nearly al-

ways present. Figure 1a shows the changes in the yearly mean SCS

presence ratio in RFCs. Year of publication and SCS presence have

a ρ of 0.917 (p < 0.0001), meaning that the rates of SCS presence

have a very high positive correlation with time. The SCS presence

ratio more than tripled from 27% to 94% after the mandate, with a

significant t-test (p < 0.0001) and a Cohen’s d effect size of 1.89.

The average SCS presence ratio rose from 94% to 99% after the

guidelines, with a significant t-test (p < 0.0001) and a Cohen’s d

effect size of 0.31. Although both had a statistically significant effect

on SCS presence, the mandate had a huge effect and the guidelines

had a small one.

Finding 3: SCS presence increased dramatically in the year before

the mandate. The rates of including SCSs in RFCs rose from 0%

to over 90% in a single year before the mandate. This may have

two explanations: one is that the mandate formalized an existing

consensus to include SCSs in RFCs. The other is that writers were

aware of the pending mandate and responded before its official

publication. Because SCSs are present in virtually all RFCs since

the guidelines, if there is an absence of important security content,

it is not due to the SCS being omitted.

5.2 SCS Word Count

We approximate the amount of security discussion in SCSs by the

number of words they contain. We separate the SCS from the rest of

the RFC and count the number of words in the section. This metric

considers only RFCs that contain an SCS because its purpose is to

identify changes in how SCSs are written, not if they are present.

Finding 4: Despite its lack of detailed guidance, SCS word count grew

four-fold only after the mandate’s publication. It nearly doubled after

the guidelines. Figure 1b shows the changes in the yearly mean

SCS word count in RFCs. Year of publication and SCS word count

have a ρ of 0.779 (p < 0.0001). This indicates SCS word count

grows longer with time. Mean SCS word count grew four-fold after

the mandate, increasing from 38.91 to 169.73 after the mandate
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(a) SCS Presence ratio rapidly increased before
the section was mandated.

(b) Later SCSs dwarf early ones by word count. (c) Early SCSs had poor topic coverage compared
to recent ones.

Figure 1: SCS presence, word count, and topic coverage findings

with a significant t-test (p < 0.0001) and a Cohen’s d effect size of

0.507. It nearly doubled after the guidelines from 169.731 to 324.356

with a significant t-test (p < 0.0001) and a Cohen’s d effect size of

0.366. Both the mandate and guidelines had a medium effect size

on increasing the SCS word count.

5.3 Topic Coverage

The third SCS metric we analyzed is topic coverage. In this analy-

sis, we aim to quantify the breadth of topics discussed in an SCS

when present. We extracted a set of topics from the RFC 3552 SCS

Guidelines’ overview of security and associated a list of keywords

from the SCS Guidelines with respect to each topic. We used the

guidelines RFC as a source of topics because the guidelines are what

authors are expected to follow when discussing security in RFCs.

Measuring the inclusion rates of security topics put forward by the

guidelines enables us to assess the extent to which the guidelines

succeeded in broadening the security discussion in SCSs.

Topics were determined by the headings of sections in the SCS

Guidelines. We identified initial keywords by using terms high-

lighted with all-capitalized letters in the sections and terms included

in sub-section headings. We added the full names for acronyms

and, because the SCS Guidelines were written in 2003, we also in-

cluded modern equivalents for dated terms. An example of this is

adding the modern term łHTTPSž for what was then referred to

as łS-HTTP.ž We did this to prevent false negatives in newer RFCs

that mention the same technologies or techniques discussed in the

guidelines but with recent equivalents.

We pre-process the RFCs to make all characters lowercase, re-

place punctuation marks with spaces, and replace consecutive

whitespace characters with a single space. If a term is contained

in the set of terms used by an SCS, then we consider the topic the

term is associated with to be covered. The topic coverage ratio for

an RFC is the number of topics covered by its SCS out of the total

number of ten topics.

Finding 5: Simply mandating authors to include SCSs coincided with

an eight-fold increase in topic coverage. Topic coverage further doubled

after the guidelines. Figure 1c shows the changes in the yearly mean

topic coverage ratio. Year of publication and topic coverage ratio

have a ρ of 0.785 (p < 0.0001). This indicates that topic coverage has

a high positive correlation with date of publication and is steadily

increasing with time. The mean topic coverage ratio rose nearly

eight-fold from 0.009 to 0.068 after the mandate, with a significant

t-test (p < 0.0001) and a Cohen’s d effect size of 0.692. The mean

topic coverage ratio nearly doubled from 0.068 to 0.130 after the

guidelines, with a significant t-test (p < 0.0001) and a Cohen’s d

effect size of 0.441. Both the mandate and guidelines had a medium

effect size on increasing topic coverage. This indicates that despite

the mandate lacking guidance on which topics should be included

in RFCs, authors may have been influenced by the mandate to

discuss additional topics compared to before. It also indicates that

the guidelines were successful in promoting the discussion of a

broad range of security topics in SCSs.

5.4 Discussion

SCS presence increased to over 90% before the section was man-

dated. Interestingly, other metrics such as SCS word count and topic

coverage improved only after the mandate. This may show that the

mandate had a positive effect on security discussion. All metrics in-

creased further after the guidelines. However, it is possible that the

increase in SCS word count is solely due to the inclusion of non-SI

content. The metrics in Section 6 will investigate this possibility.

6 SECURITY-INFORMATIVE PARAGRAPHS

METRICS

The metrics defined in Section 5 are limited in their ability to quan-

tify security discussion in RFCs because such discussion may occur

outside of SCSs, and SCSs may contain non-SI paragraphs. In this

section, we use the classifier described in Section 4 to implement

SIP word count, compartmentalization, and density. These are im-

portant for assessing the total amount of security discussion in an

RFC, howmuch of that discuss is isolated in the SCS, and howmuch

of the SCS is security discussion. Because we conduct three null

hypothesis tests per metric in this section, we correct our initial α

of 0.01 to 0.0033.

6.1 SIP Word Count

The first metric we investigate is SIP word count, which is the total

number of words in the paragraphs that are classified as SI by our

model. But, not all paragraphs from SCSs are SI and not all SIPs are

from an SCS. Because of this, SIP word count is a more accurate

proxy for the total amount of text devoted to security discussion

throughout an RFC than the previous SCS word count metric.

Finding 6: SI content in RFCs has rapidly increased over time. Figure

2 shows the changes in the yearly mean SIP word count. Year of

publication and mean annual SIP word count have a very high

positive correlation with a ρ of 0.929 (p < 0.0001). The figure also

contrasts SIP word count for text from SCSs and all other sections.
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between the qualities of accepted and non-accepted drafts. We

found a stark contrast in approaches where some authors include

security discussion in the first draft, after which it remains largely

unchanged, and that others gradually add security discussion along

drafts. Neither approach is alone tied to a draft being accepted or

not. Instead, all metrics tend to increase along draft completion

for accepted and rejected draft standards, but that SCS presence

ratio, SCS word count, SIP word count, and SCS topic coverage

are consistently higher in accepted draft standards throughout the

draft writing process. We expect that this is due to RFCs with high

values for those metrics tending to be more fully developed than

those with low values for them.

7.2 RFC 3552 SCSs

In this section, we investigate the metrics of the two example SCSs

provided to RFC authors by the guidelines. We do this to gain

insight on which metrics were being emphasized by the IETF at

the time the guidelines were published. The first example given by

the guidelines was a retrospective rework of RFC 2821, Simple Mail

Transfer Protocol. RFC 2821 revised RFC 821 by adding a previously

absent SCS. The retrospective SMTP SCS put forth in the guidelines

added further discussion on communication security topics. The

second example was from RFC 2338, Virtual Router Redundancy

Protocol, to show a high quality existing SCS. This one was not

significantly altered in the guidelines.

In total, we investigate the metrics of four actual or synthetic

RFCs. The first two are the original SMTP standard, RFC 821, and

the revised SMTP standard, RFC 2821. We directly use these RFCs

without modification. The third RFC is the retrospective improve-

ment of RFC 2821 included in the guidelines. Because only the SCS

is provided in the guidelines, we manually replaced the SCS of RFC

2821 with the retrospective SCS given in the guidelines to create a

synthetic RFC before applying our metrics. For our last document,

we use RFC 2338 without modification because its SCS was not

significantly altered in the guidelines.

The metrics of these documents are shown in Table 2. Because

the original SMTP standard had no SCS, the only applicable metric

is SIP word count. Its SIP word count was higher than the mean,

but the lowest of any of the RFCs investigated in this section. The

SMTP revision’s SIP word count jumped dramatically with more

than five times the amount of security discussion compared to its

predecessor. The revision’s compartmentalization was low, how-

ever, indicating that much of this added discussion did not occur

within the SCS. The only topic its SCS matched was authentica-

tion. Although the SCS word count was high, the density was very

low. Low compartmentalization combined with very low density

indicates that the SCS did not contain much more security content

than other parts of the RFC. This may have been a factor in its low

SCS topic coverage compared with the remaining two RFCs we

investigate in this section.

The additions to RFC 2821’s SCS by the guidelines in our syn-

thetic RFCmore than doubled the word count of the SCS and greatly

increased the SCS topic coverage. The SIP word count, compartmen-

talization, and density in the document increased. Compartmental-

ization rose substantially from the 37.7th percentile to the 61.6th

percentile. Density rose much less and remained much lower than

the mean. This may indicate that density was not an emphasized

in the guidelines as other metrics such as compartmentalization.

The RFC chosen by the guidelines with a positive example of an

SCSs was RFC 2338, Virtual Router Redundancy Protocol (VRRP). It

had high topic coverage and SCS and SIP word counts compared to

the population. Compartmentalization and density were not much

higher than the mean. This indicates other factors were considered

more important for an SCS to be high quality.

Finding 16: There is evidence the guidelines promoted high SCS

word count, SCS topic coverage, and SIP word count over density and

compartmentalization. In this section, we applied our metrics to

several SCSs described in the guidelines. We found that the retro-

spective SMTP SCS did not feature a substantial increase in density

compared to other metrics, and that it remained low compared

to other SCSs. The VRRP example was above the mean for every

metric, but its density and compartmentalization were not as high

compared to the other metrics. This may have been a factor in

density continuing to decrease after the guidelines or in compart-

mentalization not featuring a strong positive trend over time. We

found that even though it had a high SCS and SIP word count, the

SMTP revision in RFC 2821 had low topic coverage, which may

have been due to low density and compartmentalization. The ideal

SCSs put forth by the guidelines had higher SCS word count, SCS

topic coverage, and SIP word count than average, but their density

and compartmentalization varied more.

7.3 Known Vulnerable RFC

Our final case study examines RFC 8342,NetworkManagement Data-

store Architecture (NMDA)[6]. A recently published paper showed

that this standard enabled a denial of service attack by failing to

specify which entity should clear inactive or timed out flow rules

from the controller’s configuration datastore [13]. In its brief, 115

word-long łSecurity Considerationsž section , the standard incor-

rectly asserted the datastore architecture it defined had no security

impacts. Its SCS did not mention denial-of-service. The RFC’s SCS

word count was in the 51st percentile, its SIP word count was in the

61st percentile, compartmentalization was in the 41st percentile,

density was in the 46th percentile, and SCS topic coverage was 0.0.

The SCS word count, SIP word count, and topic coverage are lower

than the positive SCS examples provided by the guidelines, but

most are close to the average for the entire population of RFCs. The

expected metrics for an RFC must be known to identify whether

its actual metrics fall short. Because so many RFCs do not require

serious discussion of security, not all can be held to the same stan-

dard. More context is required to automatically detect whether a

particular RFC lacks in security discussion that it requires, which

is a source of future work in this area.

8 DISCUSSION

In this section, we answer questions raised by our investigation and

address potential concerns the reader may have with our methods.

Should our metrics be treated normatively? We do not prescribe

criteria for RFCs, and our metrics should not necessarily be treated

as normative. Some standards describe protocols with fewer secu-

rity concerns than most, and so do not require as much text to fully

discuss them. About 50% of draft standards did not experience a
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Table 2: Values and percentiles of the metrics for RFCs related to the examples given in the SCS Guidelines.

Standard SCS Word Count SCS Topic Coverage SIP Word Count Compartmentalization Density

SMTP Original - / - - / - 768 / 63.8% - / - - / -

SMTP Revision 1,256 / 96.4% 0.1 / 53.2% 4,167 / 95.5% 0.150 / 37.7% 0.497 / 9.3%

SMTP Retrospective 2,638 / 99.4% 0.6 / 98.5% 5,499 / 97.4% 0.307 / 61.6% 0.606 / 15.7%

VRRP 416 / 81.9% 0.2 / 72.3% 1,639 / 81.6% 0.250 / 54.2% 0.983 / 58.5%

lift in metric values throughout the draft process. This trend was

not more noticeable in non-accepted drafts than accepted ones. A

deeper, more qualitative investigation is required to verify if stan-

dards are unfairly rejected due to expectations by the IETF for RFCs

with a particular length SCS and amount of security content despite

mitigating circumstances.

An interesting example of why our metrics are descriptive, not

prescriptive, is compartmentalization. It is not clear whether a high

compartmentalization is generally good or bad. One view is that

highly compartmentalized security discussion results in a document

where security discussion is consolidated in the relevant section,

and as such it is easy to quickly find and read all of the security

impacts of the RFC. A countering view is that low compartmental-

ization is to be expected, and arguably desirable, because authors

are discussing security in the context of features they impact. This

may reduce the likelihood of readers missing important security

information of functions because they were moved to the SCS. Com-

partmentalization tends to be low, so there is evidence that this

latter position is the current norm.

Is the security culture of RFC authors changing? We found evi-

dence that security content in RFCs is increasing. Assuming this

is due to increasing expectations by the publisher, we claim that

the security culture of RFC-publishing organizations is improving.

Our approach has limits because we are trying to infer security

culture and practices from published artifacts. We do not conduct

interviews with members of the IAB, IETF, and IRTF to probe their

perceptions, and doing so would only provide insight on the current

culture Ð not where it evolved from.

Are authors of standards taking security seriously enough? Roughly

half of authors add substantial security discussion towards the final

drafts of their standard. This raises the question of whether the

engineers are taking security seriously in the early development of

the protocol. Drafts convey incomplete protocols being developed,

and authors cannot be faulted for not considering security issues

for protocol features that have not been developed yet. As such,

we do not claim that authors are failing to take security seriously

because security discussion is added towards its final drafts.

Is security content truly increasing? Our metrics have provided

evidence that the security discussion in RFCs is growing with time.

However, it is possible that information is being repeated in the

body and the SCS or that irrelevant security discussion is being

included in the SCS to meet culturally normative standards. These

aspects are not measured with our methods because they require

parsing and reasoning about semantics at a fine level of granularity.

This requires a more sophisticated analysis which we leave to future

work.

Do RFCs produce more trustworthy standards? This work focuses

on the effects that security considerations (and the mandate and

guidelines) have had on standards text, but the ultimate goal is

more trustworthy products. Unfortunately, investigating whether

higher-quality SCSs result in more secure products is an interesting

question that would be very difficult (if not impossible) to satisfac-

torily evaluate. Of course, any such analysis would face the issue

that demonstrating security is much harder than demonstrating

its absence. Important metrics to evaluate would be rate of design

vulnerabilities, implementation vulnerabilities, and frequency of

configuration errors. Such metrics are difficult to obtain, especially

on a per-standard basis. These metrics would of course be con-

founded by the quality of implementations (independent of the

standard in question).

9 RECOMMENDATIONS

In this section, we highlight recommendations and lessons learned

for future standards writers and standards bodies.

Recommendation 1: Standards bodies should mandate security

considerations sections. To the best of our knowledge, no other stan-

dards body mandates content similar to a security considerations

section. The lack of such sections has had a demonstrable neg-

ative impact on the security of deployed systems as well as the

ability of analysts and researchers to fully understand the security

implications of standards. For example, in recent work analyzing

the security of the new 5G authentication protocol [5, 9], authors

claimed as a substantial contribution that Ð after reading hun-

dreds of pages of standards documents Ð they were actually able to

succinctly describe the apparent security goals of the 5G AKA cryp-

tographic authentication protocol. The lack of explicit identification

of security goals for such an important, security-sensitive protocol

is troubling. In contrast, our work demonstrated that mandates and

guidelines corresponded with substantial improvements in secu-

rity content in RFCs. Thus, we strongly recommend that standards

bodies that create standards for computing mandate security con-

siderations for all future standards. These bodies include the IEEE,

the ITU, the 3GPP, as well as industry consortia like CableLabs.

Recommendation 2: Individual standard authors should voluntar-

ily include discrete security considerations sections in their documents.

While it is clear from our analysis on RFCs that even short mandates

and guidelines can have a significant effect, we note that a mandate

is not necessary for standards writers to begin to create separate

security considerations sections. In fact, as we noted in Section 5,

the mandate was established after a number of RFCs voluntarily

began including SCSs. Given that organizations may not quickly

move to establish their own mandates, we recommend that authors

begin incorporating security considerations sections regardless of

the existence of a mandate.

Recommendation 3: SCS Guidelines should be periodically updated

to reflect advances in security knowledge. In Section 5 we noted that

for our topic coverage analysis we augmented the list of recom-

mended topics in the guidelines to include modern alternatives (e.g.,
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łHTTPSž instead of łS-HTTPž). While the guidelines do not claim to

attempt to exhaustively enumerate all security issues, many current,

important issues are not present. This limits the usefulness of the

guidelines. Some of the important topics not mentioned are: modern

side channel attacks (e.g., Spectre and Meltdown), key reinstallation

attacks [58], reflected and amplified DoS attack techniques, network

middleboxes, DNS hijacking, and multi-factor authentication.

10 RELATEDWORK

Since we communicate in natural language, there is a wealth of text

like RFCs from which security researchers extract information. Re-

searchers have used mobile app descriptions to identify when an ap-

plication requestsmore permissions than necessary [40].Descriptions

have also been compared against behavior to detect misleading de-

scriptions or malicious software [24]. Researchers disambiguated

privacy policies with topic modeling [53], and summarized them

with deep learning [26] and data mining [62].

Analyzing natural language software engineering artifacts has

also provided information on the process by which software is

developed. Morrison et al. applied text mining to such artifacts to

identify if security practices are followed by development teams

[34]. Machine learning has helped extract bug reports and feature

requests [31] and identify users’ rationale for their feedback [30].

Researchers have alsomined social media for software feedback [25]

and user requirements [28].

RFCs are similar to software engineering requirements because

they specify the requirements which must be met by implemen-

tations of protocols. A wealth of research has been conducted in

automatically identifying ambiguity in software [15, 38, 61], and

regulatory [32] requirements, including detecting domain-specific

ambiguities [14] and ambiguities arising in multilingual environ-

ments [11]. In addition to ambiguity, other metrics have been used

to assess the quality of requirements. Quality-assessment tools

have identified linguistic defects [22], incompleteness or inconsis-

tency [37], template-conformance [4], and errors in use cases [56].

Singh et al. applied similar techniques to natural-language reviews

of these requirements [51].

We use machine learning to classify security informative para-

graphs to measure security discussion in RFCs, but predicting vul-

nerable code and software components has been another prominent

application of machine learning. Researchers have used static met-

rics such as static analysis alerts [21] and software metrics [49, 52]

to predict vulnerable software components. These static metrics

have been used to detect risky applications on Android [44], and

have detected vulnerabilities in Windows Vista with high precision

but low recall [63]. Researchers have also used dynamic metrics [50]

such as non-security failure alerts [19] to detect vulnerable compo-

nents. Project metrics have been shown to have strong predictive

power in identifying vulnerable code [33].

Researchers have used text analysis to identify security-relevant

information in natural language text, but not on network protocol

standards like RFCs. Examples are identifying bug reports with

security impacts [20] and temporal constraints in API usage [39].

NLP has helped identify security content in software requirements

to extract security policies [60], security requirements [12, 36],

and mandatory log events [29]. Our research is the first to apply

text analysis to network protocol standards to quantify security

discussion.

11 CONCLUSION

We investigated the impacts the instructions to RFC authors by RFC

1543 & 3552 had on security discussion in RFCs. Because RFCs are

unstructured natural language documents, we used text analysis

and machine learning techniques to develop metrics that quantify

how they discuss security. We used the łSecurity Considerationsž

section of RFCs and a security-informative paragraph classifier

to create six metrics that describe how much security discussion

is in an RFC, what it discusses, and where it takes place. In addi-

tion to the several case studies we conducted, we found that even

a simple mandate to include łSecurity Considerationsž sections

had profound positive effects on how authors discussed security

throughout the entire RFC, increasing both the amount and quality

of security discussion. Our work shows that even minimal guidance

can correspond to significant improvements in security-relevant

outcomes.
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