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Abstract—Surveillance cameras are ubiquitous around us. Emerging full-feature object-detectionmodels can analyze surveillance

videoswith high accuracy but consumemuch computation. Directly applying thesemodels for practical scenarioswith large-scale

cameras is prohibitively expensive. This, however, is wasteful and unnecessary considering that user-defined anomalies occur rarely

among these videos. Therefore, we propose FFS-VA, amulti-stage Fast FilteringMechanism for Video Analytics, to make video analytics

much cost-effective. FFS-VA filters out the frameswithout the user-defined events by two stream-specialized filters and a cheap full-

functionmodel, to reduce the number of frames reaching the full-featuremodel. FFS-VA presents a global feedback-queue approach to

balance the processing speeds of different filters in intra-streamand inter-streamprocesses. FFS-VA designs a dynamic batch technique

to achieve a trade-off between throughput and latency. FFS-VA can also efficiently scale tomultiple GPUs.We evaluate FFS-VA against

the state-of-the-art YOLOv3 under the same hardware and videoworkloads. The experimental results show that under a 12.88 percent

target-object occurrence rate on two GPUs, FFS-VA can support up to 30 concurrent video streams (15�more than YOLOv3) in the

online case, and obtain 10� speedup when offline analyzing a stream, with an accuracy loss of less than 2 percent.

Index Terms—Filters, frames, video analytics

Ç

1 INTRODUCTION

AN INCREASING number of surveillance cameras with
low cost and high quality have been deployed in key

public areas all over a city (e.g., street corners, shopping
malls, and office buildings), to monitor potential accidents as
well as record critical clues. In traditional practice, the video
surveillance collects live streams to an operational center for
further manual observations, which is labor-intensive, error-
prone and cost expensive. Automatic video analysis based
on object detection has been introduced recently to mitigate
human intervention while significantly improving the per-
formance and accuracy. The cases of automatic analysis for
surveillance videos can be categorized into two main types:
(1) real-time analysis to detect anomalies; and (2) post-facto
analysis to look for a certain event retroactively.

Early automatic analysis methods [1] employ support vec-
tor machine, but its accuracy and function are limited [2].
Benefitting from the recent development in complex model
structures based on neural network (NN), the accuracy and

speed of object detection have been significantly improved.
In 2014, R-CNN [3] first achieves 53.7 percent mean average
precision (mAP) on PASCAL VOC 2010 [4]. Afterwards, SSD
[5] (74.3 percent mAP, 59 frame per second (FPS)), R-FCN [6]
(83.6 percent mAP, 5 FPS), YOLOv2 [7] (76.8 percent mAP,
67 FPS), and YOLOv3 [8] (30 FPS) have been proposed to con-
tinuously improve both accuracy and detection speed, mak-
ing real-time online analysis and high-speed offline analysis
for video streams feasible in practical scenarios.

However, these existing full-feature object-detectionmod-
els are extremely computationally hungry. A powerful GTX
Titan X GPU only supports one video stream at 30 FPS
with YOLOv3 model. Considering that a typical video sur-
veillance generally deploys hundreds of cameras, these full-
featuremodels are ill-equipped to perform real-time analysis
for large-scale video streams directly, due to their unaccept-
ably high hardware cost.

Fortunately, in large-scale video analytics, a typical anom-
alous event occurs rarely and when it does occur it appears
in a tiny fraction of all frames. For example, even if a serious
traffic jam takes place on the main route of a big city, the
average blocked time in a day is just less than 5 percent [9].
Therefore, passing all frames over these accurate butweighty
models actually wastes considerable computational capabil-
ity, which is totally unnecessary. The key idea is to fast filter
out most frames that are not related to user-defined events
while leaving the remaining frames to be accurately ana-
lyzed by the final full-feature NNmodel.

To efficiently employ these highly accurate object detec-
tion models on limited computing devices to achieve large-
scale high-resolution video analytics, we propose FFS-VA, a
fast filtering mechanism, to dramatically reduce the number
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of frames actually reaching the full-feature reference model
by filtering out vast amounts of frames that do not satisfy
the conditions of the user-defined events (e.g., frames with-
out target objects or with a number less than a predefined
threshold of target objects) to support both fast offline anal-
ysis and large-scale online analysis.

FFS-VA is a pipelinedmulti-stage filtering system and each
stage is equipped with a specific model to filter out frames
with a certain feature.Considering thatmost surveillance cam-
eras are of a fixed viewpoint, we design and train a stream-
specialized difference detector (SDD) to remove frames only
containing background and a stream-specialized network
model (SNM) to identify target-object frames. The remaining
frames are further screened by a cheap full-function Tiny-
YOLO-Voc model (T-YOLO), that is shared by multiple
streams, to filter out frames whose target objects are fewer
than a predefined threshold. Finally, the surviving frames are
fed into an ultimate full-feature reference model (Reference
NN) for high-accuracy analysis. FFS-VA is designed to run on
the mainstream heterogeneous servers with several GPUs
and CPUs. Fig. 1 shows the filtering structure of FFS-VA over
one video stream.

There are four key challenges in FFS-VA that need to be
addressed. (1) For a mainstream server with two GPUs (at
least), the workloads should be evenly distributed on CPUs
and GPUs of the heterogeneous server to achieve a high per-
formance. (2) Theoretically, the number of frames processing
in the several stages within a stream is gradually decreasing
due to filtering. Accordingly, the filter at a later stage is also
slower than one at an earlier stage in processing speed.
Unfortunately, due to the unpredictable video contents the
number of frames entering each stage varies significantly
over time. How to dynamically balance the video loads
among filters within a stream and among multiple streams is
a key problem. (3) For the network model executed on the
GPU (e.g., SNM), in order to process a frame, the correspond-
ing network model, image data, and the predicted result
must be loaded between the CPU memory and the GPU
memory. To reduce the overhead of frequent data exchange,
a large and static batch size is intuitively better for obtaining
high computational efficiency but at the cost of lengthened
processing latency. In amulti-stage stream processing system
with multiple CNNs, the impact of batch size is considerable.
So it is necessary to dynamically trade off at runtime between
latency and throughput based on the video contents. (4) If
there are multiple GPUs available in the system, all of them
can be used to improve the performance of offline analysis
and online analysis. To efficiently parallel the GPUs without
affecting the order of frames in a stream, it also demands to
appropriately assign all tasks to these GPUs at runtime.

FFS-VA uses the next several techniques to solve the
above challenges. (1) If just two GPUs are available on a
server, all SDDs are executed on the CPU, both SNMs and
T-YOLO are executed on a single GPU. The Reference NN
runs on another GPU alone. To achieve a high computa-
tional efficiency, adding a queue between any two consecu-
tive stages unlocks all stages from synchronous lock steps,
enabling them to be executed concurrently. (2) FFS-VA
builds a global feedback approach to orchestrate the proc-
essing speeds of all stages based on their respective queue
controls. (3) FFS-VA adopts a dynamic batch technique to
dynamically determine batch size according to current
video contents in a short period of time. (4) If multiple
GPUs are configured on a server, a dynamic GPU schedul-
ing method is utilized to allocate stages to GPUs automati-
cally at runtime. And then FFS-VA presents four GPU
parallel schemes to make multiple GPUs run efficiently and
ensure the frame order during processing a video stream.

Leveraging these system-level optimizations, FFS-VA is
able to efficiently perform both online and offline video ana-
lytics on large-scale video streams. Experimental results
show that, compared with the state-of-the-art YOLOv3
model with the same hardware environment consisting of
two CPUs and two GPUs, FFS-VA supports up to 15� more
concurrent video streams in online video analysis, and
obtains 10� speedup in offline video analysis, with a negli-
gible accuracy loss of less than 2 percent. Besides, as the
number of GPUs increases, FFS-VA can support real-time
detection for more video streams. In addition, we also ana-
lyze the performance differences between YOLOv2 model
and YOLOv3 model in terms of throughput and accuracy,
and show the impact of the improvement of Reference NN
model on system performance.

In summary, the key contributions of our work are:

1) We propose a pipelined multi-stage fast filtering
mechanism for large-scale video analytics (FFS-VA)
in both online and offline scenarios.

2) FFS-VA introduces a global feedback-queue approach
to control the processing speeds of all filters in both
intra-stream and inter-stream processes. FFS-VA
designs a dynamic batch technique with a video-
content-based batch-size adjustment to automatically
trade off between latency and throughput.

3) FFS-VA adopts a scheduling method to dynamically
allocate stages on GPUs. To efficiently perform a
stage on multiple GPUs, FFS-VA further designs
four GPU parallel schemes under different scenarios.

4) We implement a FFS-VA prototype system to com-
pare it with the state-of-the-art YOLOv3, which indi-
cates that FFS-VA improves the overall throughput
by up to 15� under the same hardware environment.

The rest of this paper is organized as follows. Section 2
introduces the background of video analysis and key ob-
servations that motivate this research. The design and
implementation of FFS-VA are presented in Sections 3 and 4
respectively. Section 5 evaluates the performance, sensitiv-
ity of key design parameters, batch technique, scalability
and limitations of FFS-VA. Prior studies most relevant to
FFS-VA are reviewed in Section 6. Section 7 concludes
the paper.

Fig. 1. FFS-VA adds three filters before the Reference NN to filter out
frames that are not related to the user-defined events.
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2 BACKGROUND AND MOTIVATION

2.1 Convolutional Neural Network Models

Optical Flow [10], Support Vector Machine (SVM)[1], and
Convolutional Neural Network (CNN) [11] can all be used
for the recognition of specific targets. The insight of Optical
Flow is matching pixels between images using temporal
and gradient information. SVM builds linear decision
hyperplanes in the feature space to perform classification.
The main idea of CNN is to learn the features of targets by
dealing with numerous images and updating the weights of
artificial neurons. Since CNN has great image recognition
capabilities and can recognize the characteristics of the tar-
get objects easily and accurately, it has been widely devel-
oped in recent years. In what follows, we briefly introduce
the typical CNNmodels for video analysis.

CNN consists of a series of connected layers, including
convolutional layer (CONV), fully connected layer (FC),
pooling layer (POOL), and so on. The CONV layer is respon-
sible for extracting local features from high-resolution fea-
ture maps. The POOL layer is in charge of organizing the
local features from the CONV layer and abstracting them
into a low-resolution feature map. The FC layer is used to
output the actual prediction based on the outcome of preced-
ing layers. By combining several such layers in a certain
order and configuring all layers with appropriate weights, a
CNNmodel is formed.

Once the CNN model is determined, it can be used for
further inferencing on a video stream by passing all frames
in the video stream one by one or in batches. For each video
frame, the CNN gives a predicted probability of whether
target objects occur in this frame.

2.2 Object Detection

Object detection technology has been widely used to auto-
matically analyze video contents, such as detecting acci-
dents [12] and traffic congestion [13], searching a certain
object [14], understanding the flow of vehicles and pedes-
trians to provide users with the most reasonable traffic plan-
ning [15], etc., which greatly reduce the cost of manpower.

In terms of the use of spatial-temporal information on
video frames, Nicolas Ballas et al. [16] and Lai Jiang et al.
[17] correct the detection results by using relevant timing
and context information, which greatly improve the accu-
racy of object detection. For static image detection, the
accuracy of R-CNN (53.7 percent mAP) [3], fast R-CNN
(65.7 percent mAP) [18], faster R-CNN (70.4 percent mAP)
[19], and R-FCN (83.6 percent mAP) [6] has been continually
improved, but the execution speed of these full-feature
object detection techniques remains relatively low and inad-
equate for real-time detection. Recently, advanced methods
such as YOLOv2 (67 FPS) [7], SSD (59 FPS) [5], and YOLOv3
(30 FPS) [8] have been developed to achieve real-time detec-
tion, but they are also computationally expensive as a pow-
erful GTX Titan X GPU merely supports the analysis of no
more than two concurrent video streams in real time. So in
a limited hardware environment, using these advanced
models to perform real-time detection for large-scale video
streams is a huge challenge.

In fact, there are two methods that are usually used to
speed up the inference process of CNNmodels: compression

and specialization. The commonly used compression meth-
ods include removing some CONV layers and FC layers [20],
reducing the feature size of models [7], and matrix pruning
[21]. The general compression methods usually achieve a
huge increase in execution speed at the expense of accuracy
unless the compression is performed efficiently and effec-
tively. On the other hand, specialization refers to the CNN
models are trained by using the dataset in specific conditions
or scenes. So the generality requirements for these models
are sacrificed, and if they are used in other conditions or
scenes the accuracy may drop dramatically. Due to only
one specific context is considered, these specialized models
can be both accurate and fast. Certainly, both of these two
methods are used in this paper.

2.3 Motivation

As a fundamental requirement for large-scale surveillance
video analysis, users expect to know whether their con-
cerned anomalous events occur in a timely manner. The
applicable scenarios for video analysis can be roughly clas-
sified into two categories: offline and online. In the offline
case, all stored videos need to be processed as fast as possi-
ble to capture interesting scenes. In the online case, an ana-
lytic system is expected to support more live streams while
timely determining any anomaly and providing warning
for the upcoming risks.

Indeed, the frames without target objects generally are
not worth further analyzing and need to be filtered out. The
computationally expensive full-feature models should only
process the frames with the target object(s). Therefore, we
define the target object ratio (TOR) as

TOR ¼ numtarget�object�frames=numall�frames; (1)

where numall�frames is the total number of all frames in a
video stream during a given period of time, and
numtarget�object�frames is the number of frames containing the
target objects. TOR can help characterize the frequency of
target-object frames that appear in a video slice. TOR is pri-
marily determined by video contents, objectively reflecting
the actual utilization of a video analytic system. For large-
scale surveillance videos, TOR is generally low in long-
period videos, which means that the anomalous events are
actually infrequent for all monitored videos. According to
the analysis results of numerous webcams [22], the target-
object occurrence rate in a day is only 8 percent.

Therefore, under the actual low TOR, passing all frames
over a full-feature model such as YOLOv3 is a huge waste
of computational resources. This insight motivates us to
design an effective and efficient fast filtering system to iden-
tify the frames with anomalous events from massive video
frames. And then only those identified frames are worth
performing over the subsequent full-feature model to fur-
ther extract interesting information. Therefore, we design
three types of preceding filters and a pipelined multi-filter
architecture to achieve the aforementioned goal.

Additionally, the fast filtering system should evenly dis-
tribute all tasks on CPUs and GPUs, exploiting the maximal
potential of the underlying hardware to boost the overall
performance under the promised latency and negligible
accuracy loss. Besides, If multiple GPU devices are available
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in the server, they can be used to improve the performance
of online analysis and offline analysis. We will elaborate on
these issues in detail next.

3 DESIGN

3.1 Overview of FFS-VA

Fig. 2 illustrates the architectural overview of FFS-VA on a
server with two GPU devices, which consists of three types
of filters: (1) specialized difference detectors (SDDs), (2) spe-
cialized network models (SNMs), and (3) a globally shared
object detection model Tiny-YOLO-Voc (T-YOLO).

3.1.1 Main Functions

First, target events, such as the occurrences of cars, persons,
etc., as well as their counts, need to be predefined by
users. For each given video stream, both SDD and SNM are
specialized for it and its predefined event. The two filters
are then followed by a T-YOLO model that is globally
shared by all streams. As a result, FFS-VA supports various
target events are detected in multiple concurrent video
streams.

In the FFS-VA, SDD is dedicated to filtering out back-
ground frames. SNM is used to identify the target-object
frames and filter out the non-target-object frames. After-
wards, T-YOLO is employed to filter out the frames contain-
ing fewer than a threshold number of target objects. Finally,
the surviving frames are input to the full-feature reference
model for final high-accuracy identification and analysis.
The details of filters are illustrated in Section 3.3. For clarity
and meaningful evaluation, we choose the state-of-the-art
full-feature model, YOLOv3, as the Reference NN model for
FFS-VA in this paper.

3.1.2 Pipeline Design

The three preceding filters and final Reference NN model
form a four-stage pipelined architecture. Each filter is con-
nected by its corresponding input and output queues for
reading and forwarding frames. For each video stream, a
prefetching thread is specifically created to capture video
frames from cameras or disks. In fact, all frames of a video
stream should pass its dedicated SDD, the very first filter
along the pipeline. And then, the number of frames proc-
essed by each subsequent filter decreases gradually in pro-
portion to the filtering rate of the preceding filter. For better
performance, the processing speed of each filter in the pipe-
line also exhibits gradual decrease accordingly. Note that
the input frame rate of each stage is varied with the

fluctuation of video contents over time. In order to dynami-
cally balance loads across varied filters, we propose a global
feedback-queue approach, as detailed in Section 4.3.1, to
coordinate the processing speeds of various filters. In addi-
tion, a dynamic batch technique also be introduced to help
trade off between throughput and latency automatically at
runtime, which is illustrated in Section 4.3.2.

Considering the varied computational complexity of fil-
ters and Reference NN, in order to fully exploit the potential
of the hardware, SDDs are executed on the CPUs, and
SNMs and T-YOLO are executed on a single GPU. The Ref-
erence NNmodel uses another GPU alone. Besides, the run-
time scheduling in the system (e.g., feedback queue and
dynamic batch) is also controlled by the CPU. In FFS-VA,
each filter is associated with an independent thread.
Through the parallel and pipelined structure, FFS-VA
achieves a high analyzing throughput. Although only two
GPUs are used in this part, FFS-VA can conveniently scale
the processing capacity to a server with more GPUs or a
server cluster, which will be discussed in Section 4.4.

3.2 Formal Description

We provide a theoretical description based on the system
with three filters and a Reference NN, which can help
understand the key criteria of the filtering mechanism. This
description can also be extended to the other system with
more filters and various models.

3.2.1 Throughput

In Fig. 2, when one stream runs on the system and V frames
are processed, the passing ratios of these frames in the three
filters and the Reference NN are r1, r2, r3, and r4 respec-
tively (their corresponding filtering ratios are 1� r1, 1� r2,
1� r3, and 1� r4). In this case, the number of frames out-
putted by the Reference NN can be calculated as

Voutput ¼ V � r1 � r2 � r3 � r4: (2)

The overall filtering ratio of the system is defined as

RF ¼ ðV � VoutputÞ=V ¼ 1� r1 � r2 � r3 � r4: (3)

Suppose the detection speeds of three filters and Reference
NN are s1, s2, s3, and s4 respectively. Considering the four
stages can be executed concurrently, the total execution
time is presented as

T ¼ max
V

s1
;
V � r1
s2

;
V � r1 � r2

s3
;
V � r1 � r2 � r3

s4

� �
: (4)

Similarly, the Equations (5) and (6) show the overall fil-
tering ratio and execution time of FFS-VA for the analysis of
N video streams. Thus the actual throughput of the system
can be considered as the ratio of the total number of input
frames to the execution time (Equation (7))

RF ¼ 1�
PN

i¼1 V
i
outputPN

i¼1 V
i

¼ 1�
PN

i¼1 V
i � ri1 � ri2 � ri3 � ri4PN

i¼1 V
i

(5)

Fig. 2. Architecture of FFS-VA on two GPUs.
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T ¼ max

 PN
i¼1 V

i

s1
;

PN
i¼1 V

i � ri1
s2

;

PN
i¼1 V

i � ri1 � ri2
s3

;

PN
i¼1 V

i � ri1 � ri2 � ri3
s4

! (6)

Xput ¼
PN

i¼1 V
i

T
: (7)

Based on the above definitions, the filtering ratio of FFS-
VA is mainly related to the contents of video streams and
can be significantly affected by the actual passing ratio at
each stage in practice. In addition, except for the filtering
ratio, the detection speeds of stages are another factors that
affects the actual throughput. Given the video loads show a
downward trend due to filtering, the detection speeds of fil-
ters and Reference NN should also be gradually decreasing
(i.e., s1 > s2 > s3 > s4).

3.2.2 Latency

The video frames outputted by the Reference NN satisfy all
the conditions of the user-defined events, and their process-
ing latency is also a key metric. We define the processing
latency of a frame as the time interval between it incoming
and leaving the system. In Equation (8), it is divided into
three parts: Lservice, Lwait, and Lsync

L ¼ Lservice þ Lwait þ Lsync: (8)

Lservice means the sum of processing time on all stages,
which is mainly related to hardware configurations, the
complexity of models, and batch size. Lwait is the queue
time of frames, which is affected by resource competition,
queue depth, video contents, and so on. And Lsync is defined
as the sum of synchronous time between multiple GPUs at
each stage. Lsync is negligible unless one of the stages is
assigned to more than one GPU.

In short, Lservice can be shortened with more powerful
computing devices or smaller batch size. Besides, reason-
able system configurations and runtime scheduling need to
be utilized to reduce Lwait. And Lsync can be optimized by
designing and using appropriate GPU parallel schemes.

3.2.3 Accuracy

In fact, it is possible for a frame to be recognized by the Ref-
erence NN but filtered out by its preceding filters, i.e., a
false negative. Of course, if a frame unrelated to the user-
defined event passes all stages, this is called as a false posi-
tive. To quantitatively analyze the accuracy of the system,
we define the error rate as

ErrorRate ¼
PN

i¼1 FNi þ FPiPN
i¼1 Vi

; (9)

where FNi and FPi refer to the number of false negatives
and false positives respectively among Vi frames in a stream
i. Then the accuracy is described as

Acc ¼ 1� ErrorRate: (10)

Since the last stage of the system is the Reference NN,
which serves as the accuracy baseline of the system, and all

output frames have to go through this stage, so there are no
false positives in output frames in practice.

3.2.4 Scalability

If there are idle GPUs available in the server, they can be
used to improve the performance of the system. More GPU
devices can mitigate resource competition in intra-stream
and inter-stream processes as well as can increase the detec-
tion speeds of filters and Reference NN (i.e., s1, s2, s3, and
s4). So the system throughput can also be significantly
improved. But multiple GPUs also introduce some extra
scheduling overheads, such as stage allocations on GPUs,
transferring data between CPU memory and GPU memory,
and collecting the analysis results synchronously from the
GPUs. These overheads lead to that the increase in the
throughput is not proportional to the increase in the number
of GPUs.

In addition, the scalable approach cannot reduce the
latency L since the processing time of all stages Lservice is
not shortened. On the contrary, in order to guarantee the
frame order in a stream, a synchronous or reordering pro-
cess is required when collecting analysis results from multi-
ple GPUs, which introduces a little synchronous time Lsync.

More importantly, under different video loads, the opti-
mal stage allocations are varied. For example, when an
anomaly occurs in FFS-VA, idle GPUs are more suitable for
speeding up the processing of the Reference NN because of
its expensive computation. But for the scenes without
anomalies, T-YOLO stage is more likely to become the bot-
tleneck of the system and needs to be assigned more GPUs.
The differences of stage allocations on GPUs inevitably
affect the detection speed and the system throughput even
with the same number of GPUs.

3.3 Detailed Design of Filters

3.3.1 Specialized Difference Detector (SDD)

As the first filter of the system, SDD is responsible for
foreground segmentation [23] and determines whether a
unlabeled frame is a background frame. Commonly used
foreground segmentation methods include Averaging, Sin-
gle Gaussian, Kalman filter, Gaussian Mixture Model, and
so on. In FFS-VA, all SDDs use Averaging method because
of its fast execution speed (Fig. 3).

In fact, SDD calculates the distance between the reference
image (i.e., background image) and the unlabeled frame to
determine whether these two images are identical. For sim-
plicity, the reference image is usually computed as the aver-
age of dozens of background frames. The distance between
two images can be characterized by Mean Square Error
(MSE), Normalized Root Mean Square Error (NRMSE), or
Sum of Absolute Differences (SAD). Take MSE as an

Fig. 3. An example of SDD. The subtracted frame highlights the car that
entering the scene.
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example, if MSE is larger than the threshold ddiff , an obvi-
ous content change is construed to have occurred in the cur-
rent unlabeled frame. Otherwise, the frame is considered as
a background frame. Note that most surveillance cameras
are deployed in a fixed viewpoint. Hence, the background
frames can be safely discarded.

Naturally, the threshold ddiff has a critical affect on the
filtering ratio and accuracy. A low ddiff may result in poor
filtering ratio of SDD, while a high ddiff can lead to a high
error rate. Furthermore, the threshold ddiff may vary greatly
in different scenes. For example, a video with a mostly
empty sidewalk (a static background) might have a small
ddiff . However, a background with changing light color and
intensity in the same scene (a dynamic background) results
in a larger ddiff . In addition, weather, light intensity, etc. can
all contribute to the value of MSE [23], so the filtering ratio
of SDD varies greatly at different scenes.

SDD processes 100*100-pixel images at 100K FPS (0.9M
multiplication operations and 1.8M addition operations per
30 frames). In the FFS-VA, the detection speed of SDD is
600� faster than the reference model YOLOv3 (7.1G multi-
plication operations and 34.8G addition operations per 30
frames), as demonstrated in Section 5.

3.3.2 Specialized Network Model (SNM)

Another key filter used in FFS-VA is SNM. SNM utilizes a
specialized CNN to detect whether a video frame contains
target objects. Generic models can classify and recognize
thousands of object classes no matter what the scenes are,
but the generality of these methods leads to huge computa-
tional overhead and long execution time. On the contrary,
SNM can only identify a class of predefined target objects in
the specific video stream, and thus trading off reducing the
generality for boosting its speed (70� real-time). In addi-
tion, for a fixed-angle camera, the position and the moving
trail of the target objects in the scene are relatively fixed. In
this case, using SNM for rapid image recognition can also
ensure the accuracy to be over 95 percent [24].

In fact, SNM is a three-layer CNN (CONV, CONV, and
FC). The design and training process is shown in Section 2.1.
When a video frame is inferred by SNM, SNM first outputs
a predicted probability c of the target object appearing in
the frame. If c is below the threshold clow, no target object is
considered to be in the frame. If c is higher than chigh, the
frame is a target-object image. Otherwise, it is unsure
whether the frame is target-object or non-target-object.

In ourdesign, threshold tpre is utilized (between clow and chigh)
at runtime to help SNM distinguish target-object frames and
non-target-object frames, which is shown in Section 4.2. SNM
puts the target-object frames (c � tpre) into the T-YOLO queue,
and the non-target-object frames (c < tpre) are filtered out.

Experiments show that SNM processes 50*50-pixel
images at 5K FPS using about 200 KB GPU memory (159.7M
multiplication operations and 422.8M addition operations
per 30 frames). It is 60� faster than the reference model
YOLOv3 on the real hardware platform.

3.3.3 Tiny-YOLO-Voc (T-YOLO)

The third filter of FFS-VA is a cheap and compressed object
detection network, T-YOLO [25], which is used to filter out

the frames whose the number of target objects is less than a
certain level. Other object detection networks, such as
YOLO, SSD, and R-FCN, due to the slow execution speed
caused by more layers and more classes, are not used in our
filtering system preferentially. As a compressed model, T-
YOLO just consists of 9 CONV layers and 6 POOL layers,
and is trained by the VOC dataset with 20 classes. Benefit-
ting from fewer classes and smaller model size, T-YOLO
can perform at up to 220 FPS for 416*416 pixel images with
just 1.2 GB GPU memory usage (1.3G multiplication opera-
tions and 5.1G addition operations per 30 frames).

T-YOLO can recognize multiple target objects in one
image (Fig. 4). First, T-YOLO divides the input image into
13*13 grid cells automatically. Each grid cell predicts 5
bounding boxes and confidence scores for these boxes. If the
confidence score exceeds the threshold (e.g., 0.2), one target
object is considered to appear in the image. By combining
the individual grid cell detections, the total number of target
objects appearing in the video frame can be obtained.

As the filter is shared among all video streams, T-YOLO
needs to traverse each T-YOLO queue of all streams one by
one and extracts at most numt�yolo video frames from the
queue for detection, skipping the stream if its queue is empty.

Here we employ a generic model to identify tens of clas-
ses for two main reasons: 1) For different video streams,
sharing the same model can reduce the switch overhead of
loading different models from CPU memory to GPU mem-
ory (e.g., 1.2 GB for T-YOLO). 2) We not only support to
detect different target objects for different video streams,
but also support the detection of multiple target objects
within a video stream in the later stages, to facilitate the
understanding of the scene.

3.4 About False Negatives

In video surveillance, users are particularly concerned
about missing scenes rather than missing frames. Given a
live stream with 30 FPS, target objects could continuously
appear in a series of frames. Even if just a few legible frames
are identified, the scene is in fact correctly identified. This
means that the rest of the frames pertaining to the scene can
be considered redundant or duplicate and filtered out with-
out affecting the detection of the target scene.

Take SNM stage as an example, false negatives in this
stage can be categorized into two cases. On one case where a
merely partial appearance of target objects (Fig. 5a), i.e.,
incomplete target object (e.g., head of vehicle) appears, can
be identified by the Reference NN but missed by the filters
(e.g., SNM and T-YOLO). Nevertheless, its subsequent fra-
mes in the same scene can contain entire target objects that
SNM and T-YOLO are able to correctly detect (Fig. 5b). In
this case, the scene is considered correctly detected. On the

Fig. 4. Examples of object detections.
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other hand, if dozens of continuous frames containing the
complete target objects are filtered out incorrectly, then the
scene is considered lost. The latter case should be avoided as
much as possible. Similarly, in T-YOLO stage, not identifying
all target objects can also cause false negatives.

Considering false negatives do not necessarily result in
scene loss, so the FN in Equation (9) refers to the number of
false negatives that actually cause the scene loss in practice.

In fact, if we slightly relax the filtering condition of a filter
(e.g., set the filtering threshold slightly below the target
threshold required by the models or anomalous events) and
forward a little more frames to the follow-up filters (the latter
filter can detect the results of the previous again), the false
negatives could be reduced. Therefore, the cascaded struc-
ture and relaxed filtering conditions can prevent excessive fil-
tering errors. Andwe elaborate on these issues in Section 5.3.

4 IMPLEMENTATION

4.1 Training SDD and SNM

We apply the model training method mentioned in
NoScope [24] to train specialized models (i.e., SDDs and
SNMs) for each video stream. For a video stream, we first
extract a representative fraction of the video and label its
video frames by using YOLOv3. These labeled data are
divided into two subsets as a training dataset and a test
dataset. The former is used to train a SDD and a SNM for
each video stream and the latter is used to select a set of
suitable thresholds for ddiff , clow, and chigh to meet the
requirement for accuracy and execution speed by compar-
ing the predicted results against the real truths.

Different from NoScope, which uses specialized models
to query for target-object frames in a single off-line video
and only extracts one frame from every 30 frames, FFS-VA
designs the specialized filters to filter out the non-target-
object video frames from large-scale video streams in both
online and offline modes. For each online video stream,
FFS-VA is designed to process at a rate of at least 30 FPS. In
addition, the main metric of NoScope is throughput, but
FFS-VA also pays attention to latency.

Before each filter is executed, the raw frames need to be
resized to meet the filter’s default feature size. The resizing
times of SDD, SNM, and T-YOLO are about 40, 150, and 400
us respectively. Accordingly, the raw frames always exist in
the system unless these frames are filtered by any one filter.

4.2 Filter Control

4.2.1 FilterDegree

Although the two thresholds in SNM, clow and chigh, basi-
cally determine the prediction of a video frame, the values

between the two thresholds may also be acceptable. Because
different video streams have different clow and chigh values,
the choice for tpre can vary. So we compute the tpre value as
follows:

tpre ¼ ðchigh � clowÞ � FilterDegreeþ clow: (11)

FilterDegree is a parameter set by users, which reflects the agg-
ressiveness of filtering in SNM stage. When FilterDegree ¼ 1
(tpre ¼ chigh), the output frames have a high credibility,
but it increases the probability of false negatives. When
FilterDegree ¼ 0 (tpre ¼ clow), more frames pass to the T-
YOLO filter in this case, which bring a heavier burden to the
T-YOLOfilter. Therefore, FilterDegree can directly affect filter-
ing ratio of SNM and accuracy of FFS-VA. In our system, the
cases tpre < clow and tpre > chigh are not considered. This is
because values within this range would result in a dramati-
cally increase of error rate (e.g., 2.4 percent) or a remarkable
decrease of throughput (e.g., 60 percent).

4.2.2 NumberofObjects

NumberofObjects refers to the filtering threshold in T-YOLO
stage, which controls the filtering conditions of the T-YOLO
model. Normally, NumberofObjects is required to be equal to
the intensity of the target objects in the predefined events
(i.e., target threshold). But NumberofObjects may be less than
the target threshold in the case of relaxing filtering
condition.

In the running process of the T-YOLO filter, if the number
of target objects appearing in a frame is less thanNumberofOb-
jects, the target object is considered to have a low intensity,
which is outside the scope of the user’s interest. Otherwise, it
is likely that some unexpected events have occurred.

In fact, T-YOLO cannot only monitor the intensity of the
target object, achieving purposeful filtering based on user
needs, but also catch and correct the false positives of SNM.
For example, if a non-target-object frame is passed by the
SNM accidentally, T-YOLO can still filter out the frame by
counting the number of target objects, reducing the false
positives of FFS-VA.

4.3 System Optimization

In this section we introduce two methods to optimize
throughput and latency of FFS-VA.

4.3.1 Feedback Queue

Note that the processing speed of one type of filter is often
different from that of another. SDD processes about 10�
faster than SNM and 100� faster than T-YOLO. Because of
the fluctuation of video contents over time, the number of
video frames processed by each filter also varies over time.
When frames arrive in bursts, their processing filter threads
are able to compete for hardware resources with each other
seriously and even block.

Sine resource competition between different filters exists
in both intra-stream and inter-stream processes, it is neces-
sary to balance the execution speeds of these filters at
runtime. Therefore, we propose a global feedback-queue
approach. First, FFS-VA controls the detecting speed of a fil-
ter at an earlier stage in the pipeline by detecting the queue

Fig. 5. A false negative case but without missing scene.
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depth of the filter at a later stage. For example, when the T-
YOLO queue depth exceeds a threshold, the SNM thread
automatically slows down or even gets blocked, and stops
pushing frames to the T-YOLO queue until the T-YOLO
queue depth is blow the threshold. As long as the system
can keep at least 30 FPS for each video stream, the stream is
being analyzed in real time. In addition, for some video
streams, the number of target-object frames varies greatly
over time. To balance loads among video streams, T-YOLO
filter extracts a different number of frames from different
queues in one cycle. For the video streams with a long T-
YOLO queue depth, FFS-VA extracts up to numt�yolo frames
from the queue per cycle. Otherwise, a fewer number of
frames are processed by the T-YOLO filter in this cycle.

The setting of the queue depth thresholds is important.
Too small an threshold may reduce the detection speeds of
filters (e.g., s2), even the system throughput Xput, due to
the filters at later stages cannot get enough frames (e.g., a
batch) from their queues at a time. On the contrary, too large
an threshold will increase feasible overloads and queue
time Lwait since too many frames are cached in the queue.
Unless otherwise stated, we initially and empirically deter-
mine 2, 10, 10 and 10 as the queue depth thresholds of SDD
queues, SNM queues, T-YOLO queues, and the Reference
NN queue respectively.

4.3.2 Dynamic Batch

Since each video stream has its own SNM, it causes the GPU
to load these models frequently when processing frames
coming from different video streams. The data exchange
overhead significantly lowers the overall computational effi-
ciency. Intuitively, feeding a batch of frames to the GPU and
processing them at a time can greatly reduce the amount of
model and image data loading. For example, when the batch
size is 30, the loading frequency is reduced by 30�.

Feedback-queue indeed achieves a higher throughput by
static batch. However, a triggering strategy based on a fixed
number of input frames per batch can lead to unnecessary
delay. First, if the number of frames in the queue is less than
the batch size, in order to compose a batch of data, waiting
for the remaining frames can introduce some delay (i.e.,
Lwait). In addition, even if enough frames exist in the queue,
the batch processing itself can also introduce additional
latency (i.e., Lservice), especially for a large batch size. All of
these will result in a long latency for the system.

In order to solve these problems, we propose a dynamic
batch technique based on the feedback-queue approach. If
there are enough video frames in the SNM queue, to get a
high throughput, SNM pops out a batch of (BatchSize, e.g.,
30) images from the queue for SNM prediction. Otherwise,
the frames are popped from the SNM queue until the queue
is empty to guarantee a low system latency. Note that
although batch processing is used in SNM, when we pop (or
push) frames from (or to) a queue, the chronological order of
video frames needs to be strictly guaranteed. We elaborate
the reasons in Section 4.4. In fact, dynamic batch can also be
applicable to other CNN models for a better trade-off
between throughput and latency. Experimental results show
that compared with using the feedback-queue approach
alone, the dynamic batch technique reduces the average

latency by 27 percent while lowering the throughput by only
6 percent, ensuring better real-time performance.

4.4 Scalability

We previously described the design of FFS-VA based on the
typical systemwith two GPUs. Indeed, FFS-VA also can scale
to the server with more GPUs, to provide larger processing
capacity for both offline and online analysis. It introduces a
new challenge how to reasonably and dynamically allocate
streams and their relevant stages across multiple GPUs with
workload variation, to ensure the high efficiency of hardware.

As aforementioned, the models in the latter two stages
are highly consumptive in computation (e.g., T-YOLO at
200 FPS and Reference NN at 30 FPS per GPU). When TORs
of the streams are in a low level, only a few of frames can
arrive at T-YOLO and then Reference NN. In this case, two
working GPUs are enough. Nevertheless, when target
events occur in one or more streams immediately, the loads
can overload these two GPUs. The extra idle GPUs are grad-
ually activated to share the heavier-load stages.

Specifically, FFS-VA adopts a utilization-based schedul-
ing method. It measures the GPU utilizations of the T-
YOLO stage and Reference NN stage every three seconds.
When the average utilization of a GPU (or GPUs) perform-
ing T-YOLO stage in five minutes exceeds a threshold (e.g.,
75 percent), FFS-VA activates an idle GPU to join this stage.
When the average utilization is lower than 20 percent, one
of the working GPUs will be deactivated. It is similar for the
stage of Reference NN. To ensure normal operations of the
system, FFS-VA guarantees that at least one GPU runs on
each of these two stages. We design two interfaces Activa-
teGPUDevice() and InactivateGPUDevice() to be responsible
for the allocation and release of the two models on GPUs at
runtime. The specific operations are implemented by tra-
versing each layer of the NN model as well as calling
CUDA interfaces cudaMalloc(), cudaMemcpy, and cudaFree().

When multiple GPUs share the same stage, FFS-VA
needs to further determine how to assign frames of streams
to the GPUs. Notice that the chronological order of frames
in a stream should be strictly kept after these frames passing
a stage, thereby guaranteeing the functional correctness
of FFS-VA. To achieve this goal, we present four parallel
schemes according to the scheduling granularity (stream,
batch in a stream, or frame in a batch) and the parallel mode
of GPUs (asynchronous or synchronous) as SMa, BMa,
FMa, and FMs (Fig. 6). SMameans that each stream (stream
granularity) is fixedly allocated to a GPU. In this case, each
GPU traverses its own involving streams and extracts a
batch of frames for processing. BMa means that each GPU
can serve all streams but merely alternatively and exclu-
sively extracts a batch of frames (batch granularity) in a
stream at a time. FMa means that all GPUs work for a batch
of frames (frame granularity) in a stream simultaneously in
a frame-level asynchronous manner. The specific number of
processing the frames depends on the computing power of
the GPUs. However, the processed frames need to be reor-
dered in a buffer to maintain their chronological order. FMs
means that all GPUs work for a batch of frames (frame gran-
ularity) in a stream simultaneously but in a frame-level syn-
chronous way. These frames are orderly allocated to all
GPUs in turn, and each GPU gets one video frame at a time.
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These four schemes have their own advantageous sce-
narios. FMa and FMs are advantageous in the cases with
small number of streams since all GPUs can serve one
stream simultaneously. SMa has a better latency due to a
batch of frames is serially processed without inter-frame
synchronization and reordering process. BMa does well in
heterogeneous environments. FFS-VA can well support
these four parallel schemes. The experimental performance
analysis for these four schemes will be further explained in
Section 5.5.

5 EVALUATION

5.1 Experimental Setup

We use two real-world public videos, Jackson and Coral, as
our evaluation workloads. Jackson describes the scenes of
various vehicles (e.g., car, bus, truck, etc.) traveling at a
crossroad. Coral describes the scenes of people watching
colorful fish in an aquarium. Their relevant information is
summarized in Table 1. Each video contains about one mil-
lion video frames in the time span of one day. We extract
typical non-overlapping video clips from each video file to
simulate multiple video streams. Even for the same video,
the number of target objects varies greatly with time. Hence,
we can analyze the impact of scenes with different TOR val-
ues on the filtering performance. For fairness, the feature
sizes of YOLOv3 used in both FFS-VA and the baseline are
similar to be set as 416*416.

Hardware Platform. We perform our experiments on a
platform with four NVIDIA Geforce GTX 1080 GPUs, two
GTX Titan X GPUs, dual Intel Xeon E5-2683 v3 CPU, and
128 GB DRAM. The multi-core CPUs provide good support
for multi-threaded evaluation workload.

First, we explore the system performance of FFS-VA in
online and offline situation. Second, we analyze the sensitiv-
ity of filtering thresholds in FFS-VA to the overall system
accuracy and filtering ratio. And then, we study the impact
of batch techniques on the throughput and latency. Finally,
the performance of FFS-VA deployed into a multi-GPU
environment is demonstrated. For the sake of simplicity, we
select 5,000 consecutive frames from each video stream to
perform the inference tasks.

5.2 System Performance

Fig. 7 shows the average throughput and latency as a func-
tion of the number of video streams with 0.129 TOR on two
GTX 1080 GPUs.

Offline Analysis. With a single video stream, which repre-
sents the offline analysis performance, the maximum thro-
ughput that FFS-VA can support is 592 FPS, which is 10� and
6� that supported by YOLOv3 and YOLOv2 respectively.
Compared with YOLOv3 the total execution time of FFS-VA
is reduced by 90.9 percent. In addition, for a 55 GB video file,
the entire system uses less than 8 GB CPU memory, which
implies greatly increased support capacity for long-time
high-resolution video files.

Online Analysis. Experiments show that our system can
support up to 31 video streams for real-time detection, which
is 15 � more than what YOLOv3 can support. Although the
throughput of YOLOv2 is about 2� than YOLOv3 in the off-
line situation, both of them can only support real-time analy-
sis of no more than 3 concurrent video streams. Besides,
dynamic batch technique has a 27 percent lower latency than
using feedback-queue approach alone in most cases, but at
the cost of 6 percent reduction in throughput caused by the
small batch size. Moreover, it is necessary to note that
although FFS-VA has a latency of several seconds, these
delays are insignificant and tolerable in some applications,
such as intelligent video surveillance [26].

For video streams with 1.000 TOR as an extreme case,
Fig. 8 shows that FFS-VA can only support 5 video streams
in real time. This is because SDDs and SNMs filter out fewer
video frames and most of the frames are still fed to the
T-YOLO for filtering, limiting the amount of increase in
the overall throughput. In addition, the offline detection
throughput has also dropped noticeably in our experimental
platform, and the overall execution time is only 67 percent
shorter than the YOLOv3. This is because, on the same hard-
ware platform, only T-YOLO performs efficient filtering on
one GPU and another GPU is used to perform YOLOv3,
while the baseline YOLOv3 can perform on both two GPUs.

TABLE 1
Information of Evaluation Videos

Video Name Resolution Object FPS TOR

Coral 1280*720 Person 30 FPS 50%
Jackson 600*400 Car 30 FPS 8%

Fig. 6. Four parallel schemes are presented according to the scheduling granularity and the parallel mode.

Fig. 7. The average throughput and latency as a function of the number
of video streams with a TOR value of 0.129.
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Fig. 9 presents the ratio of frames executed in each filter
with different TOR during the day. SDD filters out few
frames due to frequent movement and video contents
change in the daytime. The filtering ratio of SNM is largely
related to the TOR. And T-YOLO can all work well in any
case. It is worth noting that different time periods, weather,
occlusion, video contents, illumination, etc., may all affect
the performance of the three filters, and we only show a
small part of them here.

5.3 Sensitivity of Key Thresholds

Next, we use offline video streams to examine how two key
thresholds, FilterDegree and NumberofObjects, impact the fil-
tering ratio and accuracy of FFS-VA. To verify the accuracy,
all the filtered frames by FFS-VA are completely detected by
the reference model YOLOv3.

5.3.1 FilterDegree

Fig. 10a illustrates the effect of the FilterDegree threshold on
the number of output frames and the filtering error rate for
the car detection (TOR=0.186). As the threshold increases,
more frames whose prediction probability c is between clow
and chigh are filtered out, so the error rate also rises accord-
ingly. Fig. 10b shows the results of person detection
(TOR=1.000). The adjustment of the FilterDegree value has lit-
tle effect on the filtering ratio and error rate in this case. This is
because during the entire observed time period, the aquarium
is in the tourist peak and all frames contain many persons,
which prevents SNM fromfiltering out any video frame.

5.3.2 NumberofObjects

In Fig. 11a, for car detection, as NumberofObjects increases,
the number of output frames decreases significantly (about
80 percent). This is because, in this video, the size of a car is

relatively large in a scene that can only contain no more
than three target objects. Fig. 11b illustrates the case of per-
son detection. The number of output frames gradually
decreases with the increase of NumberofObjects.

5.3.3 Accuracy Analysis

To better understand the error rate, we first analyzed the
false-negative frames for car detection with a TOR value of
0.186. Fig. 12a illustrates the statistics of these error frames.
The cases of one isolated single-error frame (SEF) and 2-3
continuously-error frames (CEF) do not affect the correct
identification of the scene. In addition, a series of consecu-
tive error frames whose size is less than a certain level (e.g.,
30 frames) is usually caused by a distinguish criterion for
partial-appearance of target object between T-YOLO and
YOLOv3. In this case where there are many consecutive
error frames, it is because a single partially appeared vehicle
is waiting for traffic lights. By analyzing these images, we
observe that about 50 frames out of a total of 5,000 frames
are those with actual scene losses (< 2%). In addition, by
comparing the statistics of error frames based on YOLOv2
and YOLOv3, we find that the proportion of one isolated
SEF and 2-3 CEF in YOLOv3 is smaller, and YOLOv3 has a
stronger and more stable recognition ability than YOLOv2.

In addition, as shown in Fig. 11b, the error rate is rela-
tively high. This is due to for the detection of small and dense
targets, such as persons in the crowd, T-YOLO generally

Fig. 9. The ratio of frames executed in each filter. The processing speeds
of the four stages at runtime are about 20K FPS, 2K FPS, 200 FPS, and
30 FPS, respectively.

Fig. 8. The average throughput and latency as a function of the number
of video streams with a TOR value of 1.000.

Fig. 10. The throughput and error rate as a function of FilterDegree.

Fig. 11. Number of output frames and error rate as a function of
NumberofObjects.

Fig. 12. (a) Statistics of error frames in 5000 consecutive video frames.
(b) The error rate as a function of NumberofObjects by relaxing filtering
conditions.
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identifies fewer target objects than YOLOv3, resulting in a
high error rate. In this case, Fig. 12b shows that if one or two
object misjudgment can be tolerated by relaxing the filtering
threshold, the error rate will be greatly reduced (57.2 and
91.5 percent respectively). Even if relaxing filtering condi-
tions may have a little impact on the filtering ratio of the sys-
tem (about 12.6 and 22.2 percent respectively), it is
worthwhile to ensure the overall accuracy of the system (<
2%). Therefore, it exists a trade-off between accuracy and fil-
tering ratio. Moreover, in the process of accuracy analysis for
filtered frames, the error rate of using YOLOv2 as Reference
NN is slightly higher than that of YOLOv3 in terms of com-
plete matching. This is because YOLOv2 occasionally misses
a few target objects during the detection process so that more
frames are filtered incorrectly.

In short, the experiments show that thanks to the relaxed
filtering conditions and the cascaded structure, the actual
cases of missing scenes are less than 2 percent in our system,
which is arguably negligible.

5.4 Batch Technique

We analyze the impacts of the static batch without feed-
back-queue, feedback-queue, and dynamic batch techniques
on average throughput and latency over 10 video streams.

5.4.1 Throughput of FFS-VA

Fig. 13a shows the average throughput of the static batch,
feedback-queue, and the dynamic batch techniques respec-
tively with 0.203 TOR. When BatchSize is low, these three
methods can process a full batch of video frames at a time
from the SNM queue. While SNM processes the current
batch of video frames, SDD quickly pushes enough video
frames to the SNM queue to form the next batch of video
frames, thus having little impact on the throughput. When
BatchSize is high, for the static batch technique, the through-
put can still continue to increase with sufficient data pro-
vided by SNM queues. For the feedback-queue approach,
the wait for a batch of frames increases the execution time,
resulting in a slight decrease in throughput (about 8 per-
cent). For the dynamic batch technique, the smaller batch
size further leads to a decrease in computation efficiency.

Fig. 14a shows the experimental results with 0.980 TOR.
In this case, most of the frames are eventually executed by
T-YOLO model no matter what the BatchSize value is.
Therefore, BatchSize has little effect on the throughput.

5.4.2 Average Latency

Fig. 13a shows that when BatchSize is small, the difference in
average latency between the feedback-queue and the

dynamic batch techniques is very small. As BatchSize
increases, more video frames need to wait a period of time
in the feedback-queue because of the fixed batch size. For
the dynamic batch technique, since the batch size can be
adjusted automatically according to video contents, the
average latency is basically unchanged. Due to the same
queue management method, for video streams with 0.980
TOR, the average latency has a similar trend in Fig. 14b.

In summary, for videos with a low TOR value, the feed-
back-queue approach has a greater throughput, and the
dynamic batch technique has a smaller average latency. For
videos with a high TOR value, there is not much difference
in throughput between the feedback-queue and dynamic
batch techniques, but the dynamic batch technique has a
lower average latency and should be considered first.

5.5 Scalability

We take T-YOLO stage as an example to evaluate the
throughput and latency of four GPU parallel schemes on a
server with three homogenous GPU devices. Then, for het-
erogeneous GPU devices, the performance of these four par-
allel schemes on the Reference NN stage is demonstrated.
Finally, we show the scale performance of system as a func-
tion of TOR in online and offline cases.

Throughput. In Fig. 15a, since all GPUs can serve the same
video stream at a time, FMa and FMs work well when there
is a few video streams in FFS-VA. As the number of video
streams increases, BMa achieves the best performance. This
is because, in BMa, multiple GPUs only need to alterna-
tively process a batch of frames of streams, without syn-
chronizing and reordering process. For SMa, due to uneven
distribution of streams on the GPUs, only when the number
of video streams is an integer multiple of the number of
GPUs, FFS-VA can achieve the load balance and the peak
performance.

Latency. In Fig. 15b, due to without inter-frame synchro-
nization (i.e., smaller Lsync), SMa and BMa exhibit a short
latency. Switching video streams over multiple GPUs makes
the latency of BMa slightly higher than the SMa. Besides, the
extra reordering process also significantly increases the
latency of FMa.

Heterogeneous GPU Environment. Fig. 15c shows the
throughput of the four parallel schemes on the Reference
NN stage over three GPU configurations: (1) three GTX
1080 GPUs (Con1); (2) two GTX 1080 GPUs and one GTX
Titan X GPU (Con2); and (3) one GTX 1080 GPU and two
GTX Titan X GPUs (Con3). Since GTX Titan X GPU is more
powerful than GTX 1080 GPU, the throughput of Con3 is
higher than Con2 and Con1 in all cases. However, due to

Fig. 13. Throughput and latency under different batch techniques with
TOR 0.203.

Fig. 14. Throughput and latency under different batch techniques with
TOR 0.980.
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frequent inter-frame synchronization and inter-stream syn-
chronization, the slowest GPU (or GPUs) limits the overall
throughput of the system. Therefore, improving GPU con-
figurations have little impact on the performance of FMs
and SMa. In contrast, the throughput of BMa is improved
considerably as the GPU capacity improves.

Scale Performance. Based on the previous analysis, TOR
has a pivotal impact on the maximum number of video
streams supported by FFS-VA. Therefore, we discuss the
impact of the number of GPUs on the overall performance
under different TORs with BMa. In fact, we assign two,
three, and four GTX 1080 GPUs to FFS-VA respectively in
the three experiments. Fig. 16a shows that the maximum
number of video streams supported by FFS-VA increases as
TOR decreases in the online case. Moreover, for a system
configured with four GPUs, the overall performance has
been improved by up to 122 and 45 percent than the system
configured with two GPUs and three GPUs respectively. In
addition, we also measure the impact of the number of
GPUs on the latency. The results show that the latency
remains essentially the same regardless of the number of
GPUs. This is because, on the one hand, additional GPUs
increase the detection speeds of filters but do not reduce
processing time (i.e., Lservice). On the other hand, the syn-
chronous time Lsync of BMa is too small compared with the
processing time Lservice and the queue time Lwait.

For offline scenarios, in Fig. 16b, as TOR increases, the
throughput also shows a downward trend. When TOR is
small in a video slice, few target-object frames exist, and the
throughput is mainly determined by the detection speed
of SNM. As a result, adding GPUs to T-YOLO stage and Ref-
erence NN stage has little effect on the throughput. With
TOR increasing, growing frames arrive at the latter two
stages. Comparedwith the server with two GPUs, deploying

three and four GPUs can improve the throughput by 62 and
100 percent respectively. However, even with utilization-
based scheduling method to allocate stages dynamically at
runtime, using extra GPUs does not bring the same amount
of performance gains. Due to the existence of scheduling
overheads, the throughput improvement from adding the
second GPU is about 20 percent lower than adding the first
GPU. With more additional GPUs, new performance bottle-
necks are gradually emerging.

5.6 Limitations and Remedies

While the FFS-VA filtering system is shown to be highly
effective in real-time object detection for large-scale video
streams, there remain some limitations.

Target Object Rate Sensitivity. In practice, a sudden TORs
increase in video streams can lead to poor filtering ratio,
even if the probability of multiple videos having their TORs
increase simultaneously is extremely low. If necessary, we
can temporarily store these video frames in a storage sys-
tem, to be processed later. For some latency-sensitive
scenes, it is necessary to use more GPUs or a server cluster
to provision for peak-load periods.

Error Rate. The reason for the cases of relative high error
rate is the performance difference between T-YOLO and the
reference model YOLOv3. Deep compression [27] (e.g.,
pruning, sparsity constraint) can transform a larger but more
accurate NN model to a tiny model without compromising
the accuracy of the prediction, resulting in a 3� throughput
improvement [28]. Therefore, we can replace T-YOLO with
a high-accuracy mode that was deeply compressed to obtain
a low error rate.

Scene Switch. We train SDD and SNM models for each
fixed-angle camera and specific target object, so the changes
of video scene may affect the detection accuracy. If the scene
change in the video is periodic (e.g., alternating between
day and night), the training data just needs to include repre-
sentative frames under all conditions. However, when the
scene changes dramatically or the function and position of
the camera have changed, the previous specialized models
will no longer work. If there are no saved models in the past
that can match the current environment, a new network
model needs to be trained according to the new scene,
which takes about one hour.

Single Target Object. In this paper, we assume that there is
only one user-interested target object for each video stream.
If multiple target objects exist in a video stream, the structure
of the specialized networkmodel only needs to be changed to
support the identification of all the target objects in the video.

Fig. 15. The performance of four GPU parallel schemes.

Fig. 16. The scale performance as a function of TOR in online and offline
cases.

ZHANG ETAL.: FAST FILTERING MECHANISM TO IMPROVE EFFICIENCYOF LARGE-SCALE VIDEO ANALYTICS 925

Authorized licensed use limited to: University of Texas at Arlington. Downloaded on May 30,2020 at 17:15:45 UTC from IEEE Xplore.  Restrictions apply. 



6 RELATED WORK

Prior studies relevant to FFS-VA can be classified into sixmain
categories,model cascades, object detection, videomonitoring,
model specialization, streamprocessing, and video analysis.

Model Cascades. Cascade is defined as a sequence of clas-
sifiers to improve inference speed. Paul Viola et al. [29] pro-
posed the first cascade, the Viola-Jones detector, which
cascades traditional image processing features. The sub-
windows which are not rejected by an initial classifier are
processed by a sequence of classifiers. If any classifier rejects
the sub-window, no further processing is performed. Recent
work has concentrated on learning cascades. [30] achieves
an optimal trade-off between accuracy and speed by learn-
ing a complexity aware cascade. [31] configured a CNN cas-
cade for real-world face detection to accurately differentiate
faces from the backgrounds. [32] proposed a cascaded
regression approach for facial point detection to make more
accurate predictions. In our filtering system, we use a cas-
cade to filter out video frames that we do not care about,
not specific to the features. Besides, FFS-VA focuses on
improving the processing throughput of the system rather
than the effectiveness of a single model.

Object Detection. SPPnet [33] and Fast R-CNN [18] have
achieved a very high accuracy for the image object detec-
tion, by using region proposal object detection methods.
OverFeat [34] and YOLO [35] have achieved a high detec-
tion speed by skipping the proposal step altogether, and
predicting bounding boxes and confidences for multiple
categories directly. Our goal is to increase the throughput of
the overall system using these models and some other mod-
els for filtering in practice.

Video Monitoring. Video monitoring involves many tasks,
including vehicle tracking [36], object detection [37] and so
on. Each task has been tailored for a specific system (e.g.,
vehicle counting [38], license plate detection [27], cars or
pedestrians tracking [39]). And the main target objects are
car and pedestrian. Our filtering system focuses on video
analysis, and several objects (e.g., dogs, cats) can be detected
in FFS-VA to facilitate the understanding of the scene if
needed. Besides, more event-related details (e.g., detail
behavior analysis) can be fine-grainedly detected by the
back-end network model instead of just trajectory analysis.

Model Specialization. Compared with generic models, spe-
cialized models can guarantee a high throughput and accu-
racy by sacrificing generality in the same hardware
environment. Both NoScope [24] and Foucs [40] use this
technique in cheap CNN to help query for target-object
frames in a off-line video faster. In contrast, FFS-VA pays
more attention to the analysis of more real-time video
streams through model specialization. In addition, FFS-VA
also analyzes the impact of video content fluctuation (e.g.,
TOR) on real-time system performance instead of just get-
ting the target-object frames.

StreamProcessing.The general streamprocessing challenges,
such as distributed execution, fault tolerance, and real-time
performance, have received widespread attention in various
stream processing system [41]. In contrast, FFS-VA focuses on
supporting more video streams on the same hardware device
for high-accuracy fine-grained analysis by utilizingCNNmod-
els, which is orthogonal to these advancedworks.

Video Analysis. In terms of information retrieval on videos,
there are several techniques widely used to analyze video
contents, such as semantic video search [42], spatio-temporal
information-based video retrieval [43], and shot boundary
detection [44]. The main goal of FFS-VA is to build a filtering
system for video analysis. Benefit from low coupling struc-
ture and strict order guarantee for video frames, these
advanced video analysis methods can be integrated into one
stage of our system conveniently if necessary.

7 CONCLUSION

In real life, there are a lot of camera resources to be
explored. And NN makes it easy to extract semantic infor-
mation from these videos. However, its computational effi-
ciency is low. Besides, the huge number of video frames in
the large-scale video streams also poses a great challenge to
neural network. In response, we propose a filtering system
that equips a SDD model, a SNM model, and a global T-
YOLO model for each video stream, filtering out the video
frames that the users are not concerned about in the video
stream, and reducing the number of video frames that need
to be detected by the full-feature model. The experimental
results show that our filtering system provides 5-15� scal-
ability improvement over the state-of-the-art YOLOv3. In
addition, the reference model in this paper is an object
detection network, but FFS-VA can also be applied to other
fields, such as face recognition, by configuring other appro-
priate reference models.
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