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Abstract—The increasing penetration of renewable energy
resources in power systems, represented as random processes,
converts the traditional deterministic economic dispatch problem
into a stochastic one. To solve this stochastic economic dispatch,
the conventional Monte Carlo method is prohibitively time con-
suming for medium- and large-scale power systems. To overcome
this problem, we propose in this paper a novel Gaussian-
process-emulator-based approach to quantify the uncertainty
in the stochastic economic dispatch considering wind power
penetration. Based on the dimension-reduction results obtained
by the Karhunen-Loéve expansion, a Gaussian-process emulator
is constructed. This surrogate allows us to evaluate the economic
dispatch solver at sampled values with a negligible computational
cost while maintaining a desirable accuracy. Simulation results
conducted on the IEEE 118-bus system reveal that the proposed
method has an excellent performance as compared to the tradi-
tional Monte Carlo method.

I. INTRODUCTION

Power systems are inherently stochastic. Sources of
stochasticity include time-varying loads, renewable energy
intermittencies, and random outages of generating units, lines,
and transformers, to cite a few. These stochasticities translate
into uncertainties in the power system models. To address
this problem, research activities have focused on uncertainty
quantification in power system planning, monitoring, and con-
trol [1]-[6]. Among them, the topic of stochastic economic
dispatch (SED) has recently attracted considerable academic
attention due to the increasing penetration of renewable energy
resources.

To account for these uncertainties, some researchers pro-
pose to adopt a scenario-based optimization approach. How-
ever, this approach only considers a finite set of sampling
realizations, which is obviously an oversimplification of the
numerous cases that may occur in reality [7], [8]. By contrast,
other researchers propose to make use of uncertainty quantifi-
cation techniques via Monte Carlo sampling. However, all the
traditional Monte Carlo methods are prohibitively time con-
suming when accurate estimation of uncertain model outputs
are needed. This problem calls for the development of new
computationally efficient and accurate uncertainty modeling
techniques for power system applications [1], [9].

In this paper, we develop a new SED method based on a
Gaussian process emulator (GPE) for power systems to which
are connected wind power generation. The GPE allows us
to evaluate, with a negligible computational cost, the SED
solver at sampled values through a nonparametric reduced-
order representation [10]. To further improve the computational
efficiency in the construction of the surrogate models, a model
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reduction is achieved via the application of the Karhunen-
Loeve expansion (KLE) to real-world data, collected from
real-world wind farms [11]. The simulation results conducted
on a modified IEEE 118-bus system reveal that the proposed
method can greatly improve the computational efficiency of
the SED as compared to the traditional Monte Carlo method
while maintaining a desirable estimation accuracy.

II. PROBLEM FORMULATION

Traditionally, under some physical and economic con-
straints, the economic dispatch in power systems is known
as a deterministic optimization problem. This problem aims
to identifying an optimal set of power outputs of a fixed
set of online thermal generating units that yields a minimum
cost, denoted by Q(g). The cost @ is generally thought to
be nonrandom since the traditional thermal generating units u
can be optimized and set equal to some deterministic optimal
values.

However, in the face of the increasing penetration of renew-
able energy resources, the abovementioned statement cannot
hold true. Due to the intrinsic randomness of the renewable
generation, represented (using random fields) as functions of a
vector of random variables, w, denoted by p(w), the determin-
istic economic problem for finding Q(g) = arg min{ f(g)} is

extended to an SED problem described by
Q(g; p(w)) = argmin{ f(g, p(w))}. (1
g

Here, f represents the objective function. For this problem, the
randomness brought by p(w) will lead to different optimized
values of g, which will inevitably change the deterministic
cost, Q(g), into a random cost, Q(g,p(w)). In this paper,
we consider the randomness brought by the wind farms as
a spatiotemporal random field, which is denoted by p;(w,t)
for the power generation of the ¢th wind farm. Here, the time
t € T and T is a finite integer set representing hours in a day,
namely, T = {1,2,...,24}. Let us take an example. Suppose
that we conduct a day-ahead SED problem over 24 hours of a
power system with three farms. Then, we have an input of three
random fields, {p;(w,t), {p2(w,t), {pPs(w,t)}, consisting
of 72 random variables in total. Our uncertainty quantification
goal is to quantify the statistical moments of Q(g, p(w)), such
as the mean and variance for a day-ahead forecast.

Remark. Note that since we focus on the quantification of
uncertainties in the SED problem instead of their modeling,
the detailed description of “f” as well as all the equality and
inequality constraints of the SED topic directly follow from [1].
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III. THEORETICAL BACKGROUND

In this section, we briefly present the theory of the GPE
and of the KLE to assist us in the SED problem.

A. Gaussian Process Emulator

1) Basic Theory: The GPE is known to be a powerful
Bayesian-learning-based method based on a nonlinear regres-
sion problem [10], [12]. To describe this method, let us first
denote the SED model by f(-) and its corresponding vector-
valued input of p dimensions by x. Due to the randomness of
X, we may observe n samples as a finite collection of the model
input as {x1,Xa,...,X,}. Accordingly, its model output f(x)
also becomes random and has its corresponding n realizations,

denoted by {f(xl)’ f(XQ)a R f(Xn)}

If we assume that the model output is a realiza-
tion of a Gaussian process, then the finite collection,
{f(x1), f(x2),..., f(x,)}, of the random variables, f(x),
will follow a joint multivariate normal probability distribution,
that is, we have

f(x1) m(x1) E(x1,x1) k(x1,%n)

A RO Bt
f(xn)

m(xn) k(xn,x1) k(xn,xn)

Here, m(-) is the mean function and k(-, -) is a kernel function
that represents the covariance function. Let us further denote
an n X p matrix, denoted by X = [x1,Xa,...,X,]". Then, (2)

is simplified into
fF X)X~ N (m(X), k(X X)), 3)

where f(X) = (f(x1), f(x2),...,f(x,))T and m(X) =
(m(x1),m(x2),...,m(xu))T.

Now, if an observation noise € is added to f(X), we get
Y = f(X) +e. “)

For independent, identically and normally distributed noise
e ~ N(0,0%1,) (where I, and o? are an n-dimensional
identity matrix and the variance, respectively), using normality
property, we obtain

Y X ~N(m(X),k(X,X)+0°L,). 6))

Note that € is also called a “nugget”. If 02 = 0, then f(x) is
observed without noise. However, in practical implementation,
the nugget is always added for the sake of numerical stability.
2) Bayesian Inference: Here, we present the way to use
the abovementioned finite collection of n samples, {Y, X}, to
infer the unknown system output, y(x), on the sample space
of x € R? in a Bayesian inference framework. We assume that
the readers have the basic knowledge of Bayesian inference.

Here, the finite collection of samples {Y,X} provides us
with the observations. To infer a Bayesian posterior distribution
of the unknown system output y(x), we must assume a
Bayesian prior distribution of y(x), expressed as

yx)|x ~ N (m(x),k(x,x) +0°1,,) . (6)

Then, we can formulate the joint distribution of Y and
y(x) using (5) and (6) as
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Fig. 1. (a) The prior and (b) updated posterior means as well as 95%

confidence intervals (CIs) of a GP with constant mean function and squared
exponential kernel. The posterior captures much more information of data than
the prior does.

where K11 = k(X,X) + 0'2]:”, K12 = k(X,X), K21 =
k(x,X) and Koy = k(x,x) + 02I,,. Now, we can infer
y(x) based on previous observations (Y, X). Using the rules
of the conditional Gaussian distribution (a.k.a. Gaussian condi-
tioning or statistical linearization) [13], the Bayesian posterior
distribution of the system output y(x) conditioned upon the
observations (Y, X) follows a Gaussian distribution given by

y®)x, Y, X ~N(p(x),2(x)), ®)

where
p(x) = m(x) + Ko K77 (Y — m(X)), ©)
¥ (x) = Koo — Ko K' Ko, (10)

To this point, the form of the GPE has been derived. Now, on
one hand, we may directly use (9) as a surrogate model (a.k.a.
the response surface or reduced-order model) to capture very
closely the behavior of the complicated, original simulation
model of a power system while being computationally inex-
pensive to evaluate. On the other hand, we may use (10) to
quantify the uncertainty of the surrogate itself. In this paper,
we only need to use (9) as a surrogate model. Fig. 1 shows a
simple example of how five 1-dimensional data points update
a Gaussian process prior to a posterior.

3) Mean and Covariance Functions: To further define the
GPE, we need to select the forms of the mean function m(+)
and the covariance function represented via the kernel k(-,-).

The mean function models the prior belief about the
existence of a systematic trend expressed as

m(x,8) = H(x)8. an
Here, H(x) can be any set of basis functions. For example, let
x; = (Zi1, . .., ®ip) indicate the ith sample, i = 1,2, ..., n and

x; represents its kth element, K = 1,2,...,p. For instance,
H(x;) =1 is a constant basis; H(x;) = (1,2;1,...,2;p) is a
linear basis; H(x;) = (1, 2i1,..., ip, 3, ..., 77,) is a pure
quadratic basis; and 3 is a vector of hyperparameters.

Since the covariance function is represented by a kernel
function, choosing the latter is a must. Table I provides several
popular covariance kernels.

As for the parameters of a kernel function, they are defined
as follows: 7 and /¢; are the hyperparameters defined in
the positive real line; o and ¢, correspond to the order
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TABLE 1. COMMONLY USED COVARIANCE KERNELS FOR GAUSSIAN

PROCESS

Esg (xi,%;)

ke (xi,x;5)

P 2 o
72 (1 + > Tk )
k=1

krq (xi,x;)

2ali
P T P ks
ko (xi,x5) 72 (1+ > %) exp (* > ng k)
k=1 'k k=1 F
(re = |zik — zjkl)

Abbrv.: square exponential (SE), exponential (E), rational quadratic (RQ), and Martin
3/2 (3/2) kernels.

of magnitude and the speed of variation in the kth input

dimension, respectively. Let @ = (7,¢1,...,¢,) contains the
hyperparameters of the covariance function, i.e.,
k(x;,%,|0) = Cov(x;,x;|0). (12)

Until now, the model structure of the GPE has been fully
defined. For simplicity, we write n = (02,3, 6) to represent
all the hyperparameters in the GPE model.

4) Hyperparameter Estimation: Optimizing a GPE model
is equivalent to estimating 1 given the data (Y, X). Although
different methods exist for estimating the hyperparameters n
[12], we choose to adopt the Gaussian maximum likelihood
estimator (MLE) since it meets our demand and is straightfor-
ward to compute.

First, to indicate the hyperparameters, let us rewrite (5) as
Y[X,n~N(m(X), k(X X)+0°L,)).  (13)
Then, using MLE, we obtain

n= (,@, 5, 32) = arg max log P (Y|X,5,0,02) . (149
B,6,02

Using (11)—(13) and simplifying H(x) into H, the marginal
log-likelihood can be expressed as

log P (Y|X,,6,0%)

1 -1
=—5(Y - HPA)" [k(X,X6) +0’L,] (Y —HB) (15
1
_ glog 21 — 5 log [k(X, X6) + 0”1, .

which implies that the MLE of 3 conditioned upon 6 and o
is a weighted least-squares estimate given by

B(0.0%)=[HT [k(X.X[0)+o°T,] 'H| HT[k(X X|0)+0°L,] Y.
(16)
Plugging (16) into (15), we get the (B-profile likelihood

log P (Y|X,,@ (6,0%),0, 02). Then, (14) is rewritten as

(67, 32) — arg max log P (Y|X,B (6,02) ,9,a2> T
6,02

where ﬁ = B (5, 82). The next goal is to find 77 from

(15)—(17). Since ﬁ can be straightforwardly obtained from

0,52 ), one only needs to find (6,5%) by maximizing the

B-profile likelihood over (6, 0?). Here, we utilize a gradient-
based optimizer to achieve this optimization. To overcome the

presence of local optima in the objective function, we initialize
o2 somewhere close to 0 because the global optimum is in
this vicinity. Once 7] is obtained, the GPE model is fully

constructed.

5) Sampling Strategy: In order to obtain the observation
sets contained in (Y,X), we need some samples that sat-
isfy the system function f(X), i.e., the SED model. Here,
a popular choice to generate these samples is through the
Latin hypercube sampling [14]. Unlike the Monte Carlo
sampling, which generates a set of independent and identically
distributed samples from the target probability distributions,
the Latin hypercube sampling generates near-random samples
that follow a standard uniform distribution ¢/(0, 1) based on an
equal-interval segmentation. For a nonuniform distribution, the
inverse transformation of the cumulative distribution function
is applied to map the uniformly distributed samples into the
targeted distribution [15].

B. Karhunen-Loéve Expansions

As it is mentioned in Section II, the dimension for the
random fields representing wind-farm generation may be so
high that the GPE cannot be constructed efficiently. Therefore,
facing the challenge raised by a high-dimensional raw data, an
efficient dimension reduction becomes a prerequisite.

1) Spectral Decomposition and Truncation: Here, we use
the KLE to project the high-dimensional samples into low-
dimension latent variables. Let us consider a bounded domain
D C R and a sample space €2, and let X (¢) be a zero-mean
stochastic process with ¢ € D where X : D x Q@ — R. Each
X (t) is a random variable indexed by ¢. Let us assume that
X(t) for any time has a finite variance and let us define the
covariance function C' as C(t,s) = Cov(X(¢), X(s)),Vt,s €
D. Since C' is positive definite, its spectral decomposition is
obtained as

C(t,s) = Zx\iui(t)ui(s). (18)
=1

Here, \; denotes the ¢th eigenvalue and u; denotes the :th
orthonormal eigenfunction of C. Then, we put X(¢) into a
KLE framework as follows:

X(t) =Y Vauit)s, (19)

where {{;,7 = 1,2,...} are mutually uncorrelated univariate
random variables with zero mean and unit variance. Here, we
use an empirical covariance matrix, C, calculated from the
data. By applying the inner product of u;(t) to both sides of
(19) and making w;(t) orthonormal, we obtain

V& = (X (1), ui(t)) Vi (20)

Till now, the KLE maps X (¢) to latent variables &; by pro-
jecting X (¢) onto w;(t). The inverse mapping can be achieved
via (19) as well. Note that both transformations are linear.
In practice, X (t) is replaced by a finite summation with p
elements, yielding

X(t) = X(t) =Y V(). @
=1
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2) Dimension Reduction: Here, we present the dimension
reduction from the variance point of view. Consider the total
variance of X (t) over D. Using the orthonormality property
of u;(t), we have

/ Var[X (t)]dt = i Aie (22)
D °

i=1

A finite series is used instead such that most of the variance
is retained after truncation, yielding

p

/D Var[X (t)] dt ~ /D Var[X ()] dt = > A (23)

i=1

Specifically, we choose the first p largest eigenvalues
as (A1,...,Ap), with the corresponding eigenfunctions as
(u1,...,up) such that the obtained £ contain over 95%
of the total variance calculated by (3-7_; Xi)/ (Dopoq Ni)-
Since the calculated p is smaller than the original dimension
of the raw data sequence, the KLE has mapped the high-
dimensional correlated X to the low-dimensional uncorrelated
&= (&,...,&). It is worth pointing out that the truncated p
dimensions will serve as the input for the SED problem.

IV. PROPOSED METHOD

Using the theory explained above, we propose a GPE-
based method to solve the SED problem. We first obtain &
of the p-truncated KLE for the SED input. Then, to avoid the
normality assumption, we estimate the closed-form solution of
the joint probability density function (pdf) of £ via a kernel
density estimation [16]. Later, using that density estimation,
the input samples are regenerated. Finally, with the training
samples selected from the Latin hypercube sampling, the GPE
surrogate is constructed to propagate the uncertainty from
the input samples to the output. The details are described in
Algorithm 1. Note that since the input of the SED is spa-
tiotemporally correlated, our approach is naturally compatible
with the modeling of a spatiotemporal structure. The local £ is
calculated by applying the KLE individually to each location.
After estimating the joint pdfs of £ at all locations, samples
can be drawn at every location for each time step.

Algorithm 1 The Proposed GPE-based SED Method

1: Read the historical raw data of the wind farms;

2: Apply the KLE on the preprocessed data to obtain p-
dimensional truncated data;

3: Estimate the closed-form solution for the joint pdf of &;

4: Regenerate a large number of samples as the model
input through the pdf obtained from the kernel density
estimation;

5: Generate p-dimensional n training samples X via the Latin
hypercube sampling method;

6: Obtain realizations Y by evaluating X through the SED
model;

7: Estimate the hyperparameters 7 given the training set
(Y,X) for the GPE-based surrogate model;

8: Propagate a large number of samples of the model input
through the GPE-based surrogate models to obtain the
SED system output realizations;

9: Calculate the statistical moments of the SED output

Q(g,p(&))-

V. CASE STUDIES

We test our method on the IEEE 118-bus system [17]
with the MATPOWER package using the MATLAB® R2019a
version and the NREL’s Western Wind Data Set [18].
In the experiment, we pick one farm in Livermore, CA
(#LV) and two farms in Seattle, WA (#SE1, #SE2). For
each farm, three turbines are extracted from the dataset:
#9247, #9248, #9249 for #LV,; #28914, #28928, #28959
for #SE1; and #29138, #29153, #29154 for #SE2. These
three wind farms are added at Buses 16, 58, and 78, respec-
tively.

Assuming that the turbines in the same farm have the same
wind speed and wind power all the time, we calculate for
each time stamp the averaged wind speed and wind power
over three selected wind turbines and treat it as the prevailing
wind speed and wind power of that farm. For each farm, we
take hourly averages on the common wind speed and wind
power to obtain the daily wind speed W and wind power P
for each day in January between 2004 and 2006, which leads
to a total of 93 data points. The relationship between P and
W is modeled by a decision tree regression model. The KLE
is used to represent the randomness of W. To preserve 95%
of the total variance of W, the first 8, 4, and 5 KLE modes
are kept for #LV, #SE1, and #SE2, respectively.

To test the spatial dependency of W among the three farms,
we calculate distance correlation factors [19] between £ on
different farms. The results are shown in Appendix, where a
way to deal with the dependency between #SE1 and #SE2
is also provided.

%10

0 I S
40 100 150 200 250 300 350 400 450

0 5 10 15 20
W (m/s) GP training size (n)
(a) (b)
Fig. 2. (a) Wind power P versus wind speed W at Farm #LV in January

(Blue points denote real data points; whereas, red curve represents predictions
by decision tree regression.). (b) The relative difference between E[Qgp]
and E[Qwmc] varying by n. In order to ensure that the MC converges, 8,000
realizations are used for Quc.

The GPE surrogate with a pure quadratic mean function
and a squared exponential kernel is constructed for the SED
test system. Let Qgp denote the estimation of the minimum
production cost ) from the GPE surrogate. Quc is calculated
by direct Monte Carlo simulations performed on the test
system. One of the most important results obtained from
the SED is the expected minimum cost E[Q]. We define

the relative difference between E[Qgp] and E[Qmc] as d, =
P ML, wmc] is a fixed baseline while Gp| varies
e fixed baseline while E

with the GPE training size n. The smaller the d, is, the better

the GPE surrogate fits its target.

Figure 2(b) depicts the trace plot of d, over n. Notice
that the approach achieves less than 10~3d,. when n = 100.
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TABLE II. PREDICTIVE INFERENCES (MEAN, 95% CI AND STANDARD
DEVIATION) OF MINIMUM PRODUCTION COST (GP TRAINING SIZE
n = 100.)

Mean (x10%)
Qmc 2.955
Qcp 2.956

95% CI (x10°)  Std. Dev. (x10%)
(2.874,3.018) 3.908
(2.869, 3.020) 4.078

Numerical inferences are listed in Table II. The GPE surrogate,
trained with 100 Latin hypercube simulations, successfully
calculates the SED values for the tested system under 8,000
scenarios.

TABLE III. RESULTS FROM REPLICATING EMPIRICAL MINIMUM
PRODUCTION COST (GP TRAINING SIZE n = 100.)

Mean (x10)
Quata 2.943
Qép 2.949

95% CI (x10%)  Std. Dev. (x10%)
(2.849, 3.017) 4.996
(2.858, 3.025) 5.108

Ideally, a well-performing surrogate is also expected to
reasonably replicate the empirical cost Qg for 93 data points.
Correspondingly, we have the replications Q)gp from the GPE-
based surrogate estimation. The results in Table III indicate that
the trained GPE surrogate is able to reproduce the empirical
Q@ of the test system.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a GPE-based framework in
quantifying uncertainty for the SED problem. The proposed
framework utilizes the KLE to conduct an effective dimension
reduction, which further accelerates the nonparametric GPE
in the propagation of uncertainties. The simulation results on
the modified IEEE 118-bus system show that the proposed
method is significantly more computationally efficient than the
traditional Monte Carlo method while achieving the desired
simulation accuracy.

APPENDIX
MODELING SPATIAL CORRELATIONS OF WIND SPEEDS
BETWEEN WIND FARMS IN SEATTLE

TABLE IV. DISTANCE CORRELATIONS FOR THE FIRST THREE OF £
BETWEEN WIND FARMS
#LV — #SE1  #LV - #SE2  #SE1 - #SE2
&1 0.141 0.123 0.592
&a 0.221 0.166 0.289
&3 0.131 0.231 0.319

Table IV shows that £; between #SE1 and #SE2 have a
relatively high distance correlation. One may still treat them
independently since the value is not too close to 1. In addition,
we provide a way to handle the dependency as described below.

Considering that the Pearson correlation of & between
#SE1 and #SE2 is calculated to be 0.618, it is proper to
assume that they are linearly dependent, which can be modeled
using a linear regression. If we use &£17 and &35 to distinguish
& in #SE1 and #SE2, the joint samples of £11,&12 can be
obtained in two steps:

1)  Sample &;; from its density function; o
2)  Sample £12 ~ N(Bo + £1151,62), where o, 1,62
are the estimated intercept, slope, and mean squared

error from the results of the linear regression between
&12 and &41, respectively.
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