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Abstract

We study the Muskat problem for one fluid or two fluids, with or without
viscosity jump, with or without rigid boundaries, and in arbitrary space dimension
d of the interface. The Muskat problem is scaling invariant in the Sobolev space
Hsc (Rd)where sc = 1+ d

2 . Employing a paradifferential approach, we prove local
well-posedness for large data in any subcritical Sobolev spaces Hs(Rd), s > sc.
Moreover, the rigid boundaries are only required to be Lipschitz and can have
arbitrarily large variation. The Rayleigh–Taylor stability condition is assumed for
the case of two fluids with viscosity jump but is proved to be automatically satisfied
for the case of one fluid. The starting point of this work is a reformulation solely
in terms of the Drichlet–Neumann operator. The key elements of proofs are new
paralinearization and contraction results for the Drichlet–Neumann operator in
rough domains.

1. Introduction

1.1. The Muskat problem

In its full generality, the Muskat problem describes the dynamics of two immis-
cible fluids in a porous mediumwith different densities ρ± and different viscosities
μ±. Let us denote the interface between the two fluids by � and assume that it is
the graph of a time-dependent function η(x, t), that is

�t =
{
(x, η(t, x)) : x ∈ R

d
}
. (1.1)

The associated time-dependent fluid domains are then given by

�+
t =

{
(x, y) ∈ R

d × R : η(t, x) < y < b+(x)
}

(1.2)
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and
�−

t =
{
(x, y) ∈ R

d × R : b−(x) < y < η(t, x)
}

(1.3)

where b± are the parametrizations of the rigid boundaries

�± =
{
(x, b±(x)) : x ∈ R

d
}
. (1.4)

(a) (b)
The incompressible fluid velocity u± in each region is governed by Darcy’s

law:
μ±u± + ∇x,y p

± = −(0, ρ±) in �±
t , (1.5)

and
divx,y u

± = 0 in �±
t . (1.6)

Note that we have normalized gravity to 1 in (1.5).
At the interface �, the normal velocity is continuous:

u+ · n = u− · n on �t , (1.7)

where n = 1√
1+|∇η|2 (−∇η, 1) is the upward pointing unit normal to�t . Then, the

interface moves with the fluid:

∂tη =
√
1 + |∇η|2u− · n|�t . (1.8)

By neglecting the effect of surface tension, the pressure is continuous at the inter-
face:

p+ = p− on �t . (1.9)

Finally, at the two rigid boundaries, the no-penetration boundary conditions are
imposed:

u± · ν± = 0 on �±, (1.10)

where ν± = ± 1√
1+|∇b±|2 (−∇b±, 1) denotes the outward pointing unit normal to

�±. We will also consider the case that at least one of �± is empty (infinite depth);
(1.10) is then replaced by the vanishing of u at infinity.

We shall refer to the system (1.2)–(1.10) as the two-phase Muskat problem.
When the top phase corresponds to vacuum, that is μ+ = ρ+ = 0, the two-phase
Muskat problem reduces to the one-phase Muskat problem and (1.9) becomes

p− = 0 on �t . (1.11)
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1.2. Presentation of the Main Results

It turns out that the Muskat problem can be recast as a quasilinear evolution
problem of the interface η only (see for example [6,25,28,39,50]). Moreover, in
the case of infinite bottom, if η(t, x) is a solution then so is

ηλ(t, x) := λ−1η(λt, λx), λ > 0,

and thus the Sobolev space H1+ d
2 (Rd) is scaling invariant. Our main results assert

that the Muskat problem in arbitrary dimension is locally well-posed for large data
in all subcritical Sobolev spaces Hs(R), s > 1 + d

2 , either in the case of one fluid
or the case of two fluids with or without viscosity jump, and when the bottom is
either empty or is the graph of a Lipshitz function with arbitrarily large variation.
We state here an informal version of our main results and refer to Theorems 2.3
and 2.4 for precise statements.

Theorem 1.1. (Informal version) Let d � 1 and s > 1 + d
2 .

(i) (The one-phase problem) Consider ρ− > ρ+ = 0 and μ− > μ+ = 0. Assume
either that the depth is infinite or that the bottom is the graph of a Lipschitz
function that does not touch the surface. Then the one-phase Muskat problem
is locally well posed in Hs(Rd).

(ii) (The two-phase problem) Consider ρ− > ρ+ > 0 andμ± > 0. Assume that the
upper and lower boundaries are either empty or graphs of Lipschitz functions
that do not touch the interface. The two-phase Muskat problem is locally well
posed in Hs(Rd) in the sense that any initial data in Hs(Rd) satisfying the
Rayleigh–Taylor condition leads to a unique solution in L∞([0, T ]; Hs(Rd))

for some T > 0.

The starting point of our analysis is the fact that the Muskat problem has a very
simple reformulation in terms of the Dirichlet–Neumann map G (see the definition
(2.2) below); most strikingly, in the case of one fluid, it is equivalent to

∂tη + G(η)η = 0 (1.12)

(see Proposition 2.1). This makes it clear that

• Any precise result on the continuity of the Dirichlet–Neumann map leads to
direct application for the Muskat problem. This is especially relevant in view
of the recent intensive work in the context of water-waves [2,3,7,31,47].

• The Muskat problem is the natural parabolic analog of the water-wave prob-
lem and as such is a useful toy-model to understand some of the outstanding
challenges for the water-wave problem.

The second point above applies to the study of possible splash singularities, see
[14,15]. Another problem is the question of optimal low-regularity well-posedness
for quasilinear problems. This seems a rather formidable problem for water-waves
since the mechanism of dispersion is harder to properly pin down in the quasilinear
case (see [1–4,32,46,54,61,62]), but becomes much more tractable in the case of
the Muskat problem due to its parabolicity. This is the question we consider here.
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The Muskat problem exists in many incarnations: with or without viscosity
jump, with or without surface tension, with or without bottom, with or without
permeability jump, in 2d or 3d, when the interface are graphs or curves. Our main
objective is to provide a flexible approach that covers many aspects at the same
time and provides almost sharp well-posedness results. The main questions that we
do not address here are

• The case of surface tension or jump in permeability (see for example [11,41,
50,51,56]). This can also be covered by the paradifferential formalism, but we
decided to leave it for another work in order to highlight the centrality of the
Dirichlet–Neumann operator.

• The case the interface is not a graph. We believe that so long as the interface is a
graph over some smooth reference surface, the approach here may be adapted,
but this would require substantial additional technicalities.

• The case of beaches when the bottom and the interface meet. This is again a
difficult problem (see for example [30]).

• The case of critical regularity. This is a delicate issue, especially for large data,
or in the presence of corners. We believe that the approach outlined here could
lead to interesting new insights into this question, but the estimates we provide
would need to be significantly refined.

Finally, let us stress the fact that in our quasilinear case, there is a significant dif-
ference between small and large data, even for local existence. Indeed, the solution
is created through some scheme which amounts to decomposing

∂tη = Dη +
,
where ∂t − D can be more or less explicitly integrated, while 
 contains the
perturbative terms. There are twoways the terms can be perturbative in an expansion

(1) because they are small and at the same level of regularity,
(2) because they are more regular.

The first possibility allows us, in the case of small data, to bypass the precise
understanding of the terms entailing derivative losses, so long as they are compatible
with the regularity of solutions to (∂t − D)η = 0. In our case, when considering
large data, we need to extract the terms corresponding to the loss of derivatives
in (1.12) and this is where the paradifferential calculus approach is particularly
useful.

1.3. Prior Results

TheMuskat problemwas introduced in [53] and has recently been the subject of
intense study, both numerically and analytically. Interestingly, the Muskat problem
ismathematically analogous to theHele-Shawproblem [43,44,57] for viscousflows
between two closely spaced parallel plates.Wewill mostly discuss the issue ofwell-
posedness and refer to [14,15,37] for interesting results on singularity formation
and to [36,40] for recent reviews on the Muskat problem. In the case of small
data and infinite depth, global strong solutions have been constructed in subcritical
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spaces [13,17–22,25,28,59] and in critical spaces [39]. We note in particular that
[28] allows for interfaces with large slope and that [18,39] allow for viscosity jump.
Global weak solutions were obtained in [20,29,38]. We also refer to [26,27,34,42]

As noted earlier there is a significant difference between small and large data for
this quasilinear problem.We now discuss in detail the issue of local well-posedness
for large data. Early results on local well-posedness for large data in Sobolev spaces
date back to [17,33,63] and [8,9].Córdoba andGancedo [25] introduced the con-
tour dynamic formulation for the Muskat problem without viscosity jump and with
infinite depth, and proved local well-posedness in Hd+2(Rd), d = 1, 2; here the
interface is the graph of a function. In [23,24], Córdoba, Córdoba and Gancedo
extended this result to the case of viscosity jump and nongraph interfaces satisfying
the arc-chord and the Rayleigh–Taylor conditions. Note that in the case with viscos-
ity jump, one needs to invert a highly nonlocal equation to obtain the vorticity as an
operator of the interface. Using anALE (Arbitrary Lagrangian–Eulerian) approach,
Cheng et al. [18] proved local well-posedness for the one-phase problem with flat
bottom when the initial surface η ∈ H2(T)which allows for unbounded curvature.
This result was then extended by Matioc [51] to the case of viscosity jump (but
no bottom). For the case of constant viscosity, using nonlinear lower bounds, the
authors in [21] obtained local well-posedness for η ∈ W 2,p(R) with p ∈ (1,∞].
Note that W 2,1(R) is scaling invariant yet requires 1/2 more derivative compared
to H3/2(R). By rewriting the problem as an abstract parabolic equation in a suit-
able functional setting, Matioc [50] sharpened the local well-posedness theory to
η ∈ H3/2+ε(R) for the case of constant viscosity and infinite depth. This covers
all subcritical (L2-based) Sobolev spaces for the given one-dimensional setting.
We also note the recent work of Alazard–Lazar [5] which extends this result by
allowing non L2-data.

Our Theorem 1.1 thus confirms local-wellposedness for large data in all sub-
critical Sobolev spaces for a rather general setting allowing for viscosity jump,
large bottom variations and higher dimensions. A notable feature of our approach
is that it is entirely phrased in terms of the Dirichlet–Neumann operator and as a
result, once this operator is properly understood, there is no significant difficulty
in passing from constant viscosity to viscosity jump. Furthermore, we obtain an
explicit quasilinear parabolic form [see (2.19) and (2.21)] of the Muskat problem
by extracting the elliptic and the transport part in the nonlinearity.

1.4. Organization of the Paper

In Section2, we reformulate the Muskat problem in terms of the Dirichlet–
Neumann operator and present the main results of the paper. In Section3, we prop-
erly define the Dirichlet–Neumann operator in our setting and obtain preliminary
low-regularity bounds which are then used to obtain paralinearization and con-
traction estimates in higher norms via a paradifferential approach. These are key
technical ingredients for the proof of the main results which are given in Section4.
“Appendix A” gathers trace theorems for homogeneous Sobolev spaces; “Appendix
B” is devoted to the proof of (2.8) and (2.9); finally, a review of the paradifferential
calculus machinery is presented in “Appendix C”.
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2. Reformulation and Main Results

2.1. Reformulation

In order to state our reformulation for the Muskat problem, let us define the
Dirichlet–Neumann operators G±(η) associated to �±. For a given function f , if
φ± solves ⎧⎪⎨

⎪⎩


x,yφ
± = 0 in �±,

φ± = f on �,
∂φ±
∂ν± = 0 on �±

(2.1)

then

G±(η) f :=
√
1 + |∇η|2 ∂φ

±

∂n
. (2.2)

The Dirichlet–Neumann operator will be studied in detail in Section3. We can now
restate the Muskat problem in terms of G±.

Proposition 2.1. Let d � 1.

(i) If (u, p, η) solve the one-phase Muskat problem then η : R
d → R obeys the

equation

∂tη + κG−(η)η = 0, κ = ρ−

μ− . (2.3)

Conversely, if η is a solution of (2.3) then the one-phase Muskat problem has
a solution which admits η as the free surface.

(ii) If (u±, p±, η) is a solution of the two-phase Muskat problem then

∂tη = − 1

μ− G−(η) f −, (2.4)

where f ± := p±|� + ρ±η satisfy
{
f + − f − = (ρ+ − ρ−)η,
1
μ+ G+(η) f + − 1

μ− G−(η) f − = 0.
(2.5)

Conversely, if η is a solution of (2.4) with f ± solution of (2.5) then the two-
phase Muskat problem has a solution which admits η as the free interface.

We refer to [6,16] for similar reformulations and derivation of a number of
interesting properties.

Proof. (i) Assumefirst that (u−, p−, η) solve the one-phaseMuskat problem.
Setting q = p− + ρ−y, then q solves the elliptic problem


x,yq = 0 in �−
t , q = ρ−η on �t , ∂νq = 0 on �−. (2.6)

Since
√
1 + |∇η|2u− · n|�t = −G−(η)(ρ−η), (2.3) follows from (1.8) and

(1.5).
Conversely, if η satisfies (2.3) then the pressure p− = q − ρ−y is obtained by
solving (2.6), and the velocity is determined from the Darcy’s law (1.5).
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(ii) As before, (2.4) follows from (1.8) and (1.5) for�−. The jump of f in (2.5) is
a consequence of the continuity (1.9) of the pressure. Lastly, the jump of Dirichlet–
Neumann operators is exactly the continuity (1.7) of the normal velocity. Con-
versely, if η is known then (u±, p±) can be easily determined. ��
Remark 2.2. For a given function η ∈ W 1,∞(Rd) ∩ H

1
2 (Rd), we prove in Propo-

sition 4.8 below that there exists a unique pair f ± solving (2.5) in a variational
sense.

2.2. Main Results

The Rayleigh–Taylor stability condition requires that the pressure is increasing
in the normal direction when crossing the interface from the top fluid to the bottom
fluid. More precisely,

RT(x, t) = (∇x,y p
+ − ∇x,y p

−) · n|�t > 0. (2.7)

In terms of η and f ±, we have

RT(x, t) = (1 + |∇η|2) 12 (�ρ� − �B�
)
, (2.8)

where

�ρ� = ρ− − ρ+, �B� = B− − B+

and

B± = ∇η · ∇ f ± + G±(η) f ±

1 + |∇η|2 .

Using the Darcy law (1.5) we can write that

RT(x, t) = �ρ�(1 + |∇η|2)− 1
2 + �μ�u · n, �μ� = (μ− − μ+). (2.9)

See Appendix B for the proof of (2.8) and (2.9). Let us denote

Zs(T ) = L∞([0, T ]; Hs(Rd)) ∩ L2([0, T ]; Hs+ 1
2 (Rd)). (2.10)

For the one-phase problem, we prove local well-posedness without assuming the
Rayleigh–Taylor stability condition which in fact always holds, even in finite depth
(see Remark 2.6).

Theorem 2.3. Letμ− > 0 and ρ− > 0. Let s > 1+ d
2 with d � 1. Consider either

�− = ∅ or b− ∈ Ẇ 1,∞(Rd). Let η0 ∈ Hs(Rd) satisfy

dist(η0, �
−) � 2h > 0. (2.11)

Then, there exist a positive time T depending only on (s, κ), h and ‖η0‖Hs (Rd ), and
a unique solution η ∈ Zs(T ) to equation (2.3) such that η|t=0 = η0 and

dist(η(t), �−) � h ∀t ∈ [0, T ]. (2.12)

Furthermore, the L2 norm of η in nonincreasing in time.
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As for the two-phase problem, we prove local well-posedness in the stable regime
(ρ+ < ρ−) for large data satisfying the Rayleigh–Taylor stability condition.

Theorem 2.4. Letμ± > 0 and ρ− > ρ+ > 0. Let s > 1+ d
2 with d � 1. Consider

any combination of �± = ∅ and b± ∈ Ẇ 1,∞(Rd). Let η0 ∈ Hs(Rd) satisfy

dist(η0, �
±) � 2h > 0, (2.13)

inf
x∈Rd

RT(x, 0) > 2a > 0. (2.14)

Then, there exist a positive time T depending only on (s, μ±, �ρ�), (h, a) and
‖η0‖Hs (Rd ), and a unique solution η ∈ Zs(T ) to Eqs. (2.4)–(2.5) such that η|t=0 =
η0,

dist(η(t), �±) � h ∀t ∈ [0, T ], (2.15)

inf
(x,t)∈Rd×[0,T ]

RT(x, t) > a. (2.16)

Furthermore, the L2 norm of η is nonincreasing in time.

Several remarks on our main results are in order.

Remark 2.5. The solutions constructed in Theorems 2.3 and 2.4 are unique in
L∞
t Hs

x and the solution maps are locally Lipschitz in L∞
t Hs

x with respect to the
topology of L∞

t Hs−1
x . The proof of Theorem 2.4 also provides the following esti-

mate for f ±:
‖ f ±‖H̃ s±(Rd ) � F(‖η‖Hs (Rd ))‖η‖Hs (Rd ), (2.17)

where the space H̃ s±(Rd) is defined by (3.24). Modulo some minor modifications,
our proofs work equally for the periodic case.

Remark 2.6. The Rayleigh–Taylor (RT) condition is ubiquitous in free boundary
problems. For irrotational water-waves (one fluid), Wu [61] proved that this con-
dition is automatically satisfied if there is no bottom. In the presence of a bottom
that is the graph of a function, Lannes [47] proved this condition assuming that
the second fundamental form of the bottom is sufficiently small, covering the case
of flat bottoms. In the context of the Muskat problem, there are various scenarios
for the stable regime ρ+ < ρ−. When the interface is a general curve/surface, the
RT condition was assumed in [8,23,24]. On the other hand, when the interface is
a graph, we see from (2.9) that this condition always holds if there is no viscos-
ity jump but need not be so otherwise. In particular, for the one-phase problem,
the local well-posedness result in [18] assumes the RT condition for flat bottoms.
However, we prove in Proposition 4.3 that the RT condition holds in the one-phase
case so long as the bottom is either empty or is the graph of a Lipschitz function
which can be unbounded and have large variation.

Remark 2.7. When the surface tension effect is taken into account, well-posedness

holds without the Rayleigh–Taylor condition. It turns out that H1+ d
2 (Rd) is also

the scaling invariant Sobolev space for the Muskat problem with surface tension.
Local well-posedness for all subcritical data in Hs(Rd), s > 1 + d

2 , is established
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in [55]. Furthermore, at the same level of regularity, Flynn and Nguyen [35] proves
that solutions constructed in Theorems 2.3 and 2.4 are limits of solutions to the
problem with surface tension as surface tension vanishes.

2.3. Strategy of Proof

Let us briefly explain our strategy for a priori estimates. Themain step consists in
obtaining a precise paralinearization for the Dirichlet–Neumann operator G±(η) f
when η ∈ Hs(Rd), s > 1+ d

2 and f has the maximal regularity Hs(Rd). We prove
in Theorem 3.18 that

G−(η) f = Tλ( f − TBη)− TV · ∇η + R−(η) f, (2.18)

where (B, V ) are explicit functions (see (3.54)), λ is an elliptic first-order symbol
(see (3.50)) and the remainder R−(η) f obeys

‖R−(η) f ‖
Hs− 1

2
� F(‖η‖Hs )

(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃ s− ,

provided that 0 < δ < min(s − 1 − d
2 ,

1
2 ). Here we note that the term f − TBη

comes from the consideration of Alinhac’s good unknown.

(1) For the one-phase problem (2.3), taking f = η yields
∂tη = −κTλ(1−B)η + κTV · ∇η + R1, (2.19)

where
‖R1‖

Hs− 1
2

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖η‖Hs . (2.20)

We observe that the transport term TV · ∇η is harmless for energy estimates
and the term −κTλ(1−B)η would give the parabolicity if 1 − B > 0. Then this
latter term entails a gain of 1

2 derivative when measured in L2
t , compensating

the loss of 1
2 derivative in the remainder R1. Moreover, the fact that the highest

order term ‖η‖
Hs+ 1

2−δ in (2.20) appears linearly with a gain of δ derivative

gives room to choose the time T as a small parameter. We thus obtain a closed

a priori estimate in L∞
t Hs

x ∩ L2
t H

s+ 1
2

x . Finally, we prove in Proposition 4.3 that
the stability condition 1 − B > 0 is automatically satisfied.

(2) As for the two-phase problem (2.4)–(2.5), we apply the paralinearization (2.18)
and obtain a reduced equation similar to (2.19):

∂tη = − 1

μ+ + μ− Tλ(�ρ�−�B�)η + 1

μ+ + μ− T�V � · ∇η + R2, (2.21)

where R2 obeys the same bound (2.20) as R1. Consequently, the parabolicity holds
if �ρ� − �B� > 0 and in view of (2.8), this is equivalent to RT > 0. This shows
a remarkable link between Alinhac’s good unknown and the Rayleigh–Taylor sta-
bility condition.

Finally, we remark that the contraction estimate for the solutions requires a fine
contraction estimate for the Dirichlet–Neumann operator, see Theorem 3.24.
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3. The Dirichlet–Neumann Operator: Continuity, Paralinearization and
Contraction Estimates

This section is devoted to the study of the Dirichlet–Neumann operator. For
the two-phase problem (2.4), the function f − obtained from solving (2.5) is only
determined up to additive constants and we need to defineG−(η) f for f belonging
to a suitable homogeneous space. Since f is the trace of a harmonic function (see
(2.1)) with bounded gradient in L2, the trace theory recently developed in [49] is
perfectly suited for this purpose, allowing us to take f in a “screened” homogeneous
Sobolev space (see (3.5)) tailored to the bottom. This is the content of Section 3.1,
where we obtain existence and modest regularity of the variational solution to the
appropriate Dirichlet problem.

Next, in Section 3.2, we obtain a precise paralinearization for G−(η) f by
extracting all the first order symbols. This is done when η has subcritical regularity
Hs(Rd), s > 1+ d

2 , and f has themaximal regularity Hs(Rd). The error estimate is
precise enough to obtain closed a priori estimates afterwards. Finally, in Section 3.3
we prove a contraction estimate forG−(η1)−G−(η2), showing a gain of derivative
for η1 − η2 which will be crucial for the contraction estimate of solutions.

3.1. Definition and Continuity

We study the Dirichlet–Neumann problem associated to the fluid domain �−
underneath the free interface � = {(x, η(x)) : x ∈ R

d}. Here and in what follows,
the time variable is frozen. We say that a function g : R

d → R is Lipschitz,
g ∈ Ẇ 1,∞(Rd), if ∇g ∈ L∞(Rd). As for the bottom �−, we assume that either

• �− = ∅ or
• �− = {(x, b−(x)) : x ∈ R

d} where b− ∈ Ẇ 1,∞(R) satisfies

dist(�, �−) > h > 0. (3.1)

In either case, dist(�, �−) > h > 0. Consider the elliptic problem

⎧⎪⎨
⎪⎩


x,yφ = 0 in �−,
φ = f on �,
∂φ

∂ν− = 0 on �−,
(3.2)

where in the case of infinite depth (�− = ∅), the Neumann condition is replaced
by the vanishing of ∇x,yφ as y → −∞

lim
y→−∞ ∇x,yφ = 0. (3.3)

The Dirichlet–Neumann operator associated to �− is formally defined by

G−(η) f =
√
1 + |∇η|2 ∂φ

∂n
, (3.4)
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wherewe recall that n is the upward-pointing unit normal to�. Similarly, ifφ solves
the elliptic problem (3.2) with (�−, �−, ν−) replaced by (�+, �+, ν+) then we
define

G+(η) f =
√
1 + |∇η|2 ∂φ

∂n
.

Note that n is inward-pointing for �+. In the rest of this section, we only state
results for G−(η) since corresponding results for G+(η) are completely parallel.

TheDirichlet data f for (3.2)will be taken in the following “screened” fractional
Sobolev space [49]

H̃
1
2
�(R

d) =
{
f ∈ S ′(Rd) ∩ L2

loc(R
d) :

∫

Rd

∫

B
Rd (0,�(x))

| f (x + k)− f (x)|2
|k|d+1 dk dx <∞

}
/R, (3.5)

where� : R
d → (0,∞] is a given lower semi-continuous function.Wewill choose

for an arbitrary number a ∈ (0, 1) that

�(x) =
{

∞ when �− = ∅,
d(x) := a(η(x)− b−(x)) when b− ∈ Ẇ 1,∞(Rd).

(3.6)

In view of assumption (3.1),
d � ah. (3.7)

We also define the slightly-homogeneous Sobolev spaces

H1,σ (Rd) = { f ∈ S ′(Rd) ∩ L2
loc(R

d) : ∇ f ∈ Hσ−1(Rd)}/ R. (3.8)

Remark 3.1. According to Theorem 2.2(b) in [60], f ∈ H̃
1
2
1 (R

d) (� ≡ 1) if and
only if f ∈ S ′(Rd)∩ L2

loc(R
d) and f̂ is locally L2 in the complement of the origin

such that ∫

Rd
min(|ξ |, |ξ |2)| f̂ (ξ)|2 dξ <∞; (3.9)

moreover, ‖ f ‖2
H̃

1
2
1 (R

d )

is bounded above and below by a multiple of (3.9) so that

H̃
1
2
1 (R

d) = Ḣ1, 12 (Rd). (3.10)

On the other hand, f ∈ H̃
1
2∞(Rd) (� ≡ ∞) if and only if f ∈ L2

loc(R
d) and f̂ is

locally L2 in the complement of the origin, with∫

Rd
|ξ || f̂ (ξ)|2 dξ <∞; (3.11)

moreover, ‖ f ‖2
H̃

1
2∞(Rd )

is a constantmultiple of (3.11). Thus,we have the continuous

embeddings

Ḣ
1
2 (Rd) = H̃

1
2∞(Rd) ⊂ H̃

1
2
d (R

d) ⊂ H̃
1
2
1 (R

d) = H1, 12 (Rd) (3.12)
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upon recalling the lower bound (3.7) for d. In addition, under condition (3.1),

if η, b− ∈ W 1,∞(Rd) then H̃
1
2
d (R

d) = H̃
1
2
1 (R

d). (3.13)

See Theorem 3.13 [49]. To accommodate unbounded bottoms, we have only
assumed that b− ∈ Ẇ 1,∞(Rd) and thus (3.13) is not applicable. Nevertheless,
we have the following proposition:

Proposition 3.2. Assume that σ1, σ2 : R
d → (0,∞] satisfy

inf
x∈Rd

{σ1(x), σ2(x)} > h > 0, ‖σ1 − σ2‖L∞(Rd ) � M <∞. (3.14)

Then there exists C = C(d, h,M) such that

‖ f ‖
H̃

1
2
σ1 (R

d )
� C‖ f ‖

H̃
1
2
σ2 (R

d )
∀ f ∈ H̃

1
2
σ2(R

d). (3.15)

It follows that for any two surfaces η1 and η2 in L∞(Rd) satisfying (3.1), the

screened Sobolev space H̃
1
2
d (R

d), d given by (3.6), is independent of η j . The proof
of Proposition 3.2 is given in Appendix A.4.

We will solve (3.2) in the homogeneous Sobolev space Ḣ1(�−) where

Ḣ1(U ) = {u ∈ L2
loc(U ) : ∇u ∈ L2(U )}/ R (3.16)

for U ⊂ R
N connected. Here, the norm of Ḣ1(U ) is given by ‖u‖Ḣ1(U ) =

‖∇u‖L2(U ).

Proposition 3.3. The vector space Ḣ1(U ) equipped with the norm ‖u‖Ḣ1(U ) =
‖∇u‖L2(U ) is complete.

Proof. Suppose that un is a Cauchy sequence in Ḣ1(U ). Then∇un → F in L2(U ).
We claim that F = ∇u for some u ∈ L2

loc(U ). Indeed, for any bounded domain
V ⊂ U , the sequence un − |V |−1

∫
V un is bounded in L2(V ), according to the

Poincaré inequality, hence weakly converges in L2(V ). By a diagonal process, we
can find u ∈ L2

loc(U ) and a subsequence nk → ∞ such that

unk − |V |−1
∫

V
unk ⇀ u in L2(V )

for any bounded V ⊂ U . Let ϕ ∈ C∞
c (U ) be a test vector field with suppϕ ⊂ V �

U . We have∫

U
ϕ · ∇un dx =

∫

V
ϕ∇(un − |V |−1

∫

V
un dy) dx

= −
∫

V
(un − |V |−1

∫

V
un dy) div ϕ dx → −

∫

V
u div ϕ dx .

Thus, ∫

U
F · ϕ dx = lim

n→∞

∫

U
∇un · ϕ dx = −

∫

U
u div ϕ dx

for any test vector field ϕ. This proves that F = ∇u and thus finishes the
proof. ��
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We refer to “Appendix A” of the present paper for a summary of trace theory, taken
from [49], when U is an infinite strip-like domain or a Lipschitz half space.

Proposition 3.4. Consider the finite-depth case with b− ∈ Ẇ 1,∞(Rd). If η ∈
Ẇ 1,∞(Rd) then for every f ∈ H̃

1
2
d (R

d), there exists a unique variational solu-
tion φ ∈ Ḣ1(�−) to (3.2). Moreover, φ satisfies

‖∇x,yφ‖L2(�−) � F(‖∇η‖L∞)‖ f ‖
H̃

1
2
d (R

d )
(3.17)

for some F : R
+ → R

+ depending only on h and ‖∇b−‖L∞(Rd ).

Proof. By virtue of Theorem A.2, there exists f ∈ Ḣ1(�−) such that
Tr( f )(x, η(x)) = f (x), Tr( f )(x, b−(x)) = f (x), and

‖∇x,y f ‖L2(�−) � F(‖∇η‖L∞)‖ f ‖
H̃

1
2
d (R

d )
(3.18)

where F depends only on h and ‖∇b−‖L∞(Rd ). Set

H1
0,∗(�−) = {u ∈ Ḣ1(�−) : Tr(u)|� = 0}

endowed with the norm of Ḣ1(�−). We then define φ solution to (3.2) to be

φ(x, y) = f (x, y)+ u(x, y), (3.19)

where u ∈ H1
0,∗(�−) is the unique solution to the variational problem

∫

�−
∇x,yu ·∇x,yϕ dx dy = −

∫

�−
∇x,y f ·∇x,yϕ dx dy ∀ϕ ∈ H1

0,∗(�−). (3.20)

The existence and uniqueness of u is guaranteed by the Lax–Milgram theorem upon
using the bound (3.18). Setting ϕ = u in (3.20) and recalling the definition (3.19)
of φ we obtain the estimate (3.17). It follows from (3.20) that

∫

�−
∇x,yφ · ∇x,yϕ dx dy = 0 ∀ϕ ∈ H1

0,∗(�−).

Thus, if φ is smooth then φ solves (3.2) in the classical sense upon integrating by
parts. Finally, it is easy to see that the solution φ constructed by (3.19) and (3.20)
is independent of the choice of f ∈ Ḣ1(U ) that has trace f on �. ��
Remark 3.5. As the functions b± are fixed, we shall omit the dependence on
‖∇b±‖L∞(Rd ).

Proposition 3.6. Consider the infinite-depth case �− = ∅. If η ∈ Ẇ 1,∞(Rd) then

for every f ∈ H̃
1
2∞(Rd) there exists a unique variational solution φ ∈ Ḣ1(�−) to

(3.2). Moreover, φ satisfies

‖∇x,yφ‖L2(�−) � F(‖∇η‖L∞)‖ f ‖
H̃

1
2∞(Rd )

(3.21)

for some F : R
+ → R

+ depending only on h.
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Proof. The proof follows along the same lines as in the proof of Proposition 3.4
upon using the trace Theorem A.3 and the lifting Theorem A.4 for the half space
U = �−. The fact that ∇φ ∈ L2(�−) gives a sense to the boundary condition
(3.3). ��
Notation 3.7. We denote

H̃
1
2− =

⎧⎨
⎩
H̃

1
2∞(Rd) if �− = ∅,

H̃
1
2
d (R

d) if b− ∈ Ẇ 1,∞(Rd),
(3.22)

and

H̃
1
2+ =

⎧
⎨
⎩
H̃

1
2∞(Rd) if �+ = ∅,

H̃
1
2
d′(Rd) if b+ ∈ Ẇ 1,∞(Rd), d′(x) := a(η(x)− b+(x)), a ∈ (0, 1).

(3.23)
For s > 1

2 , we denote

H̃ s± = H̃
1
2± ∩ H1,s(Rd). (3.24)

Proposition 3.8. If η ∈ Ẇ 1,∞(Rd) then the Dirichlet–Neumann operator is con-

tinuous from H̃
1
2− to H− 1

2 (Rd). Moreover, there exists a constant C > 0 depending
only on h such that

‖G−(η) f ‖
H− 1

2
� F(‖∇η‖L∞)‖ f ‖

H̃
1
2−
. (3.25)

Proof. Let φ solve (3.2). By virtue of Propositions 3.4 and 3.6, we have φ ∈
Ḣ1(�−) and 
φ = 0. According to Theorem A.5, the trace

√
1 + |∇η|2 ∂φ

∂n
|� = G−(η) f

is well-defined in H− 1
2 (Rd) and

‖G−(η) f ‖
H− 1

2
� Ch− 1

2 (1 + ‖∇η‖L∞)‖∇φ‖L2(�−
h )

whereC is an absolute constant and�−
h = {(x, y) ∈ R

d+1 : η(x)−h < y < η(x)}.
Thus, (3.25) follows from (3.17) and (3.21). ��

To propagate higher Sobolev regularity for φ and hence for G−(η) f , following
[3,47] we straighten the boundary as follows: set

{
�−

1 = {(x, y) : x ∈ R
d , η(x)− h < y < η(x)},

�−
2 = {(x, y) ∈ �− : y � η(x)− h} (3.26)

and
⎧⎪⎪⎨
⎪⎪⎩

�̃−
1 = R

d × (−1, 0),

�̃−
2 = {(x, z) ∈ R

d × (−∞,−1] : (x, z + 1 + η(x)− h) ∈ �−
2 },

�̃− = �̃−
1 ∪ �̃−

2 .

(3.27)
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Define
{
�(x, z) = (1 + z)eτ z〈Dx 〉η(x)− z

{
e−(1+z)τ 〈Dx 〉η(x)− h

}
if (x, z) ∈ �̃−

1 ,

�(x, z) = z + 1 + η(x)− h if (x, z) ∈ �̃−
2 ,

(3.28)
where τ > 0 will be chosen in the next lemma.

Lemma 3.9. Assume η ∈ B1∞,1(Rd).

(1) There exists a constant C > 0 independent of τ such that

‖∇x,z�‖L∞(�̃−) � 1 + C‖η‖B1∞,1

for all (x, z) ∈ �̃−.
(2) There exists K > 0 such that if

τ‖η‖B1∞,1
� h

2K
(3.29)

then min(1, h2 ) � ∂z� � K‖η‖B1∞,1
and thus the mappings (x, z) ∈ �̃−

k �→
(x, �(x, z)) ∈ �−

k , k = 1, 2 are Lipschitz diffeomorphisms.

Lemma 3.9 follows from straightforward calculations which we omit. Note that
Hs(Rd) ⊂ B1∞,1(Rd) for any s > 1 + d

2 . A direct calculation shows that if
f : �− → R then f̃ (x, z) = f (x, �(x, z)) satisfies

divx,z(A∇x,z f̃ )(x, z) = ∂z�(
x,y f )(x, �(x, z)) (3.30)

with

A =
[
∂z� · I d −∇x�

−(∇x�)
T 1+|∇x�|2

∂z�

]
. (3.31)

In order to study functions inside the domain, we introduce adapted functional
spaces. Given μ ∈ R we define the interpolation spaces

Xμ(I ) = C0
z (I ; Hμ(Rd)) ∩ L2

z

(
I ; Hμ+ 1

2 (Rd)
)
,

Yμ(I ) = L1
z (I ; Hμ(Rd))+ L2

z

(
I ; Hμ− 1

2 (Rd)
)
.

(3.32)

We prove the following useful inequalities:

Lemma 3.10. Let s0, s1 and s2 be real numbers, and let J ⊂ R.

(1) If ⎧⎪⎨
⎪⎩

s0 � min{s1 + 1, s2 + 1},
s1 + s2 > s0 + d

2 − 1,

s1 + s2 + 1 > 0,

(3.33)

then
‖u1u2‖Y s0 (J ) � ‖u1‖Xs1 (J )‖u2‖Xs2 (J ). (3.34)
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(2) If ⎧⎪⎨
⎪⎩

s0 � min{s1, s2},
s1 + s2 > s0 + d

2 ,

s1 + s2 > 0,

(3.35)

then
‖u1u2‖Y s0 (J ) � ‖u1‖Y s1 (J )‖u2‖Xs2 (J ). (3.36)

In fact, we have

‖Tu2u1‖Y s0 (J ) � ‖u1‖Y s1 (J )‖u2‖L∞(J ;Hs2 ) if s0 � s1,

s1 + s2 > s0 + d

2
, (3.37)

‖Tu1u2‖Y s0 (J ) � ‖u1‖Y s1 (J )‖u2‖L∞(J ;Hs2 ) if s0 � s2,

s1 + s2 > s0 + d

2
, (3.38)

‖R(u1, u2)‖L1(J ;Hs0 ) � ‖u1‖Y s1 (J )‖u2‖Xs2 (J ) if s1 + s2 > 0,

s1 + s2 > s0 + d

2
. (3.39)

The proof of Lemma 3.10 is given in “Appendix D”.

Lemma 3.11. Let η ∈ Hs(Rd) with s > 1 + d
2 and τ > 0 such that (3.29) holds.

If

∇x,z f̃ ∈ L2([−1, 0]; L2(Rd)),

divx,z(A∇x,z f̃ ) ∈ L2([−1, 0]; H−1(Rd))

then ∇x,z f̃ ∈ X− 1
2 ([−1, 0]) and

‖∇x,z f̃ ‖
X− 1

2 ([−1,0]) � F(‖η‖Hs )(‖∇x,z f̃ ‖L2([−1,0];L2)

+‖ divx,z(A∇x,z f̃ )‖L2([−1,0];H−1)). (3.40)

Proof. By the definition of X− 1
2 ([−1, 0]), it suffices to prove that ∇x,z f̃ ∈

C([−1, 0]; H− 1
2 (Rd)) with norm bounded by the right-hand side of (3.40). By

virtue of the interpolation Theorem A.6, ∇x f̃ ∈ C([−1, 0]; H− 1
2 (Rd)) and

‖∇x f̃ ‖
C([−1,0];H− 1

2 )
� ‖∇x f̃ ‖L2([−1,0];L2) + ‖∂z∇x f̃ ‖L2([−1,0];H−1)

� ‖∇x,z f̃ ‖L2([−1,0];L2).
(3.41)

Thus, it remains to prove that ∂z f̃ ∈ C([−1, 0]; H− 1
2 (Rd)). Setting �(x, z) =

−∇x� · ∇x f̃ + 1+|∇x�|2
∂z�

∂z f̃ we find that ∂z� is a divergence

∂z� = − divx (∂z�∇x f̃ − ∇x�∂z f̃ )+ divx,z(A∇x,z f̃ ).
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Consequently,

‖∂z�‖L2([−1,0];H−1) � F(‖η‖Hs )(‖∇x,z f̃ ‖L2([−1,0];L2)

+‖ divx,z(A∇x,z f̃ )‖L2([−1,0];H−1)).

On the other hand, using Lemma 3.9, it is easy to see that

‖�‖L2([−1,0];L2) � F(‖η‖Hs )‖∇x,z f̃ ‖L2([−1,0];L2).

Then, applying Theorem A.6 we obtain that � ∈ C([−1, 0]; H− 1
2 (Rd)) and

‖�‖
C
(
[−1,0];H− 1

2
) � F(‖η‖Hs )(‖∇x,z f̃ ‖L2([−1,0];L2)

+‖ divx,z(A∇x,z f̃ )‖L2([−1,0];H−1)).

Now from the definition of � we have

∂z f̃ = ∂z�

1 + |∇x�|2
(
�(x, z)+ ∇x� · ∇x f̃

)
.

For s > 1+ d
2 � 3

2 , using the product rule (C.12) and the nonlinear estimate (C.13)
gives

‖ ∂z�

1 + |∇x�|2�‖
C
(
[−1,0];H− 1

2
)

�
(

‖ ∂z�

1 + |∇x�|2 − h‖
C
(
[−1,0];Hs−1

) + h
)‖�‖

C
(
[−1,0];H− 1

2
)

� F(‖η‖Hs )
(‖∇x,z f̃ ‖L2([−1,0];L2) + ‖ divx,z(A∇x,z f̃ )‖L2([−1,0];H−1)

)

and

‖ ∂z�∇x�

1 + |∇x�|2 · ∇x f̃ ‖
C

(
[−1,0];H− 1

2

)

� ‖ ∂z�∇x�

1 + |∇x�|2 ‖C([−1,0];Hs−1)‖∇x f̃ ‖
C

(
[−1,0];H− 1

2

)

� F(‖η‖Hs )‖∇x,z f̃ ‖L2([−1,0];L2),

where (3.41) was used in the last estimate. This finishes the proof. ��
Denote v(x, z) = φ(x, �(x, z)) : R

d × [−1, 0] → R where φ is the solution of
(3.2). Then v satisfies v|z=0 = f and

divx,z(A∇x,zv) = 0, (3.42)

while, by the chain rule,

G−(η) f =
(
1 + |∇x�|2
∂z�

∂zv − ∇x� · ∇xv

)

|z=0
. (3.43)
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Expanding (3.42) yields

(∂2z + α
x + β · ∇x∂z − γ ∂z)v = 0 in R
d × [−1, 0], (3.44)

where

α = (∂zρ)
2

1 + |∇xρ|2 , β = −2
∂zρ∇xρ

1 + |∇xρ|2 , γ = 1

∂zρ

(
∂2z ρ + α
xρ + β · ∇x∂zρ

)
.

(3.45)
Note that the restriction to z ∈ [−1, 0] guarantees that � is smooth in z. We have
the following Sobolev estimates for the inhomogeneous version of (3.44):

Proposition 3.12. ([3, Proposition 3.16]) Let d � 1, s > 1 + d
2 and 1

2 � σ � s.
Consider f ∈ H1,σ (Rd) and η ∈ Hs(Rd) satisfying dist(η, �−) � h > 0. Assume
that F0 ∈ Y σ−1([z1, 0]), z1 ∈ (−1, 0) and v a solution of

(∂2z + α
x + β · ∇x∂z − γ ∂z)v = F0 in R
d × [−1, 0] (3.46)

with v|z=0 = f . If z0 ∈ (z1, 0) and
∇x,zv ∈ X− 1

2 ([z0, 0]) (3.47)

then ∇x,zv ∈ Xσ−1([z0, 0]) and
∥∥∇x,zv

∥∥
Xσ−1([z0,0]) � F(‖η‖Hs )

(
‖∇x f ‖Hσ−1 + ‖F0‖Y σ−1([z1,0]) +

∥∥∇x,zv
∥∥
X− 1

2 ([z0,0])
)

for some F : R
+ → R

+ depending only on (σ, s, h, z0, z1).

Remark 3.13. In fact, Proposition 3.16 in [3] assumes f ∈ Hσ (Rd). This comes
from estimating v solving

∂zv + TAv = −w z ∈ [z0, 0], v|z=0 = f

wherew ∈ Xσ ([z0, 0]) and A ∈ �1
ε , ε ∈ (0,max{ 12 , s−1− d

2 }), is given by (3.61)
below. To obtain estimates involving only ‖∇x f ‖Hσ−1 , it suffices to differentiate
this equation in x and apply Proposition C.6 to control T∇x Av.

In the rest of this subsection, we fix s > 1 + d
2 . For v(x, z) = φ(x, �(x, z)), φ

solution of (3.2), Lemma 3.11 combined with (3.42) yields

‖∇x,zv‖
X− 1

2 ([−1,0]) � F(‖η‖Hs )‖∇x,zv‖L2([−1,0];L2(Rd ))

� F(‖η‖Hs )‖∇x,yφ‖L2(�−).

In conjunction with (3.17) and (3.21), this implies

‖∇x,zv‖
X− 1

2 ([−1,0]) � F(‖η‖Hs )‖ f ‖
H̃

1
2−
. (3.48)

This verifies condition (3.47) of Proposition 3.12 from which the estimate for
‖∇x,zv‖Xσ−1 , σ ∈ [ 12 , s], follows. Using this and the product rule (C.12) one can
easily deduce the continuity of G−(η) in higher Sobolev norms.
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Theorem 3.14. ([3, Theorem 3.12]) Let d � 1, s > 1 + d
2 and 1

2 � σ � s.
Consider f ∈ H̃σ− and η ∈ Hs(Rd) with dist(η, �−) � h > 0. Then we have
G−(η) f ∈ Hσ−1(Rd), together with the estimate

‖G−(η) f ‖Hσ−1 � F(‖η‖Hs
)‖ f ‖H̃σ− (3.49)

for some F : R
+ → R

+ depending only on (s, σ, h).

Remark 3.15. Theorem 3.14 was proved in [3] for f ∈ Hσ (Rd). The two-phase
Muskat problem involves G−(η) f − where f − is obtained from system (2.5). In
particular, f − is only determined up to an additive constant.

3.2. Paralinearization with Tame Error Estimate

The principal symbol of the Dirichlet–Neumann operator is given by

λ(x, ξ) =
√
(1 + |∇η(x)|2)|ξ |2 − (∇η(x) · ξ)2. (3.50)

Note that when d = 1, (3.50) reduces to λ(x, ξ) = |ξ |.
We first recall a paralinearization result from [3].

Theorem 3.16. ([3, Proposition 3.13]) Let r > 1+ d
2 with d � 1, and let δ ∈ (0, 12 ]

satisfy δ < r − 1 − d
2 . Let σ ∈ [ 12 , r − δ]. If η ∈ Hr (Rd) and f ∈ H̃σ− with

dist(η, �−) > h > 0, then we have

G−(η) f = Tλ f + R−
0 (η) f, (3.51)

‖R−
0 (η) f ‖Hσ−1+δ � F(‖η‖Hr )‖ f ‖H̃σ− (3.52)

for some F : R
+ → R

+ depending only on (r, σ, δ, h).

Remark 3.17. In the statement of Proposition 3.1.3 in [3], σ ∈ [ 12 , r− 1
2 ]. However,

its proof (see page 116) allows for σ ∈ [ 12 , r − δ].
Our goal in this subsection is to prove the next theorem, which isolates the main
term in the Dirichlet–Neumann operator as an operator and which will be the key
ingredient for obtaining a priori estimates for theMuskat problem in any subcritical
Sobolev regularity.

Theorem 3.18. Let s > 1+ d
2 with d � 1, and let δ ∈ (0, 12 ] satisfy δ < s−1− d

2 .

For any σ ∈ [ 12 , s], if η ∈ Hs+ 1
2−δ(Rd) and f ∈ H̃σ− satisfies dist(η, �−) > h > 0

then
G−(η) f = Tλ( f − TBη)− TV · ∇η + R−(η) f, (3.53)

where

B = ∇η · ∇ f + G−(η) f
1 + |∇η|2 , V = ∇ f − B∇η (3.54)

and the remainder R−(η) f satisfies

‖R−(η) f ‖
Hσ− 1

2
� F(‖η‖Hs

)(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− . (3.55)

for some F : R
+ → R

+ depending only on (s, σ, δ, h). In fact, B = (∂yφ)|y=η(x)
and V = (∇xφ)|y=η(x) where φ is the solution of (3.2).
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Remark 3.19. For s > 1 + d
2 , we can apply Theorem 3.16 with r = s + 1

2 , σ = s
and δ = 1

2 (the maximal value allowed) to have

‖R−
0 (η) f ‖Hs− 1

2
� F

(
‖η‖

Hs+ 1
2

)
‖ f ‖H̃ s− . (3.56)

Both (3.56) and (3.55) provide a gain of 1
2 derivative for f . The improvement

of (3.55) is in that (1) there is a gain of δ derivative for η; (2) the highest norm
‖η‖

Hs+ 1
2−δ of η appears linearly. For the sake of a priori estimates, (1) gives room

to choose the time of existence T as a small parameter; (2) is required to gain 1
2

derivative using the parabolicity when measured in L2 in time.

We fix s > 1 + d
2 in the rest of this subsection. Setting

Q = ∂2z + α
x + β · ∇x∂z, (3.57)

we can rewrite (3.44) as

Qv = ∂zv

∂z�
Q�. (3.58)

The coefficients of Q can easily be controlled using (3.45), (3.28) and Lemma 3.9:

‖α − h2‖Xr−1([−1,0]) + ‖β‖Xr−1([−1,0]) + ‖γ ‖Xr−2([−1,0])
� F(‖η‖Hs )‖η‖Hr ∀r � s (3.59)

since it follows from (3.28) that

‖(∇x�, ∂z� − h)‖Xμ−1([−1,0]) � C‖η‖Hμ ∀μ ∈ R. (3.60)

We start with a factorization of Q by paradifferential operators and a remainder:

Lemma 3.20. With the symbols

a = 1

2

( − iβ · ξ −
√
4α|ξ |2 − (β · ξ)2),

A = 1

2

( − iβ · ξ +
√
4α|ξ |2 − (β · ξ)2),

(3.61)

we define RQ by
RQg = Qg − (∂z − Ta)(∂z − TA)g. (3.62)

Let 0 < δ � 1 satisfy δ < s − 1 − d
2 . If θ satisfies

θ � s − δ, θ + s > 1 + δ, (3.63)

then, for any z0 ∈ (−1, 0) we have

‖RQg‖L2([z0,0];H θ ) � F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)
‖∇x,zg‖Xθ ([z0,0]). (3.64)

On the other hand, if θ satisfies

θ � s, θ + s > 1 + δ, (3.65)

‖RQg‖Y θ ([z0,0]) � F(‖η‖Hs )‖∇x,zg‖Xθ−δ([z0,0]). (3.66)
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Proof. From (3.61) we have that a + A = −iβ · ξ , aA = −α|ξ |2, and hence

∂2z + Tα
x + Tβ · ∇x∂z = (∂z − Ta)(∂z − TA)g − (TaTA − Tα
x )g + T∂z Ag.

It follows that

RQg = (α − Tα)
x g + (β − Tβ) · ∇x∂zg − (TaTA − Tα
x )g + T∂z Ag, (3.67)

Proof of (3.64). Assuming (3.63), we claim that

‖(α − Tα)
x g + (β − Tβ) · ∇x∂zg‖L2([z0,0];H θ )
� F(‖η‖Hs )

(
1 + ‖η‖

Hs+ 1
2−δ

)‖∇x,zg‖L∞([z0,0];H θ ). (3.68)

Using (C.11), (3.59) and (3.63), we have

‖(Tβ − β)∇x∂zg‖L2H θ � ‖β‖L2Hs−δ‖∇x∂zg‖L∞H θ−1 � ‖β‖L2Hs−δ‖∂zg‖L∞H θ

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖∂zg‖L∞H θ .

As for (α − Tα)
x g, we write

(α − Tα)
x g = (α − h2 − Tα−h2)
x g + h2(Id − T1)
x g.

The first term can be estimated as above and in view of (C.2), Id−T1 = Id−�(D)
is a smoothing operator so that

‖(Id − T1)
x g‖L2H θ � C‖∇x g‖L2H θ .

We thus obtain (3.68).
Next it is readily seen that A and a satisfy (see (C.1))

M1
δ (a; [−1, 0])+ M1

δ (A; [−1, 0]) � F(‖η‖Hs ) (3.69)

M1
1
2
(a; [−1, 0])+ M1

1
2
(A; [−1, 0]) � F(‖η‖Hs )

(
1 + ‖η‖

Hs+ 1
2−δ

)
(3.70)

Consequently, by Theorem C.4 (ii), TaTA − Tα
x is of order 3
2 and

‖(TaTA − Tα
x )g‖L2H θ � F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)
‖∇x g‖

L2H θ+
1
2
,

(3.71)
where Remark C.5 has been used. Now in view of the seminorm bounds

‖M1
0 (∂z A)‖L2([−1,0]) � F(‖η‖Hs )

(
1 + ‖η‖

Hs+ 1
2−δ

)
,

Theorem C.4 (i) combined with Remark C.5 gives

‖T∂z Ag‖L2H θ � F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)
‖∇x g‖L∞H θ . (3.72)

From (3.68), (3.71) and (3.72), the proof of (3.64) is complete.
Proof of (3.66). Assume (3.65). Using (C.8), (C.9) and (3.59), we have

‖T∇x∂z g · β‖
L2H θ−

1
2

� ‖∇x∂zg‖L∞H θ−1−δ‖β‖
L2Hs− 1

2

� F(‖η‖Hs )‖∂zg‖L∞H θ−δ
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and

‖R(∇x∂zg, β)‖L1H θ � ‖β‖
L2Hs− 1

2
‖∇x∂zg‖

L2H θ−
1
2−δ

� F(‖η‖Hs )‖∂zg‖
L2H θ+

1
2−δ .

The term (Tα−α)
x g can be treated similarly. Next using (3.69) and Theorem C.4
(ii) we find that TaTA − Tα
x is of order 2 − δ and

‖(TaTA − Tα
x )g‖
L2H θ−

1
2

� F(‖η‖Hs )‖∇x g‖
L2H θ+

1
2−δ . (3.73)

As for T∂z Ag, we note that since

‖(α − h2, β)‖L∞([−1,0];Hs−1) + ‖(∂zα, ∂zβ)‖L∞([−1,0];Hs−2) � F(‖η‖Hs )

and Hs−2(Rd) ⊂ C−1+δ∗ (Rd), we have

M1−1+δ(∂z A) � F(‖η‖Hs ).

By virtue of Proposition C.6, T∂z A is of order 2 − δ and
‖T∂z Ag‖L2H θ−

1
2

� F(‖η‖Hs )‖∇x g‖
L2H θ+

1
2−δ .

This completes the proof of (3.66). ��
We can now start analyzing (3.58). We fix σ ∈ [ 12 , s] and apply Proposition 3.12
to have

‖∇x,zv‖Xσ−1([z0,0]) � F(‖η‖Hs )‖ f ‖H̃σ− (3.74)

for all z0 ∈ (−1, 0).
Next we introduce

b = ∂zv

∂z�
, u = v − Tb�. (3.75)

We note that b|z=0 = (∂yφ)(x, η(x)) = B given by (3.54), and u|z=0 = f − TBη.
The new variable u is known as the “good unknown” à la Alinhac. Fixing δ ∈ (0, 12 ]
satisfying δ < s − 1 − d

2 , for all σ ∈ [ 12 , s] we have
σ + s > 2 + δ. (3.76)

Lemma 3.21. Let z0 ∈ (−1, 0). For σ ∈ [ 12 , s] we have
‖b‖L∞([z0,0];Hσ−1) � F(‖η‖Hs )‖ f ‖H̃σ− , (3.77)

‖∇x,zb‖
L2([z0,0];Hσ− 3

2 )
� F(‖η‖Hs )‖ f ‖H̃σ− if σ + s >

5

2
, (3.78)

‖∇x,zb‖L∞([z0,0];Hσ−2) � F(‖η‖Hs )‖ f ‖H̃σ− if σ + s > 3, (3.79)

‖∂zb‖Y σ−1([z0,0]) � F(‖η‖Hs )‖ f ‖H̃σ− . (3.80)
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Proof. (3.77) follows from (3.60), (3.74) and the product rule (C.12) with s0 =
s1 = σ − 1 and s2 = s − 1 since σ − 1 + s − 1 > 0 in view of (3.76).

The estimate (3.78) for ∇xb can be proved similarly upon using (C.12) with
s0 = s1 = σ − 3

2 , s2 = s − 1 and noting that guarantees s1 + s2 = σ + s − 5
2 > 0.

As for ∂zb we use (3.44) to have the formula for ∂2z v, then apply (C.12) as in the
estimate for ∇xb.

The proof of (3.79) is similar to (3.78): we apply (C.12) with s0 = s1 = σ − 2,
s2 = s − 1 and note that s1 + s2 > 0 if σ + s > 3.

Let us prove (3.80). We first compute using (3.44) that

∂zb = −∂zv ∂
2
z �

(∂z�)2
+ ∂2z v

∂z�

= −∂zv ∂
2
z �

(∂z�)2
− α

∂z�

xv − β

∂z�
· ∇x∂zv + ∂zv γ

∂z�
.

For the first and last terms, we apply (3.34) with s0 = σ − 1, s1 = σ − 1 and
s2 = s − 2, giving

‖∂zv ∂
2
z �

(∂z�)2
‖Xσ−1 � ‖∂zv‖Xσ−1‖ ∂2z �

(∂z�)2
‖Xs−2 � F(‖η‖Hs )‖ f ‖H̃σ− .

Next for the second and third terms, applying (3.34) with s0 = σ − 1, s1 = s − 1
and s2 = σ − 2 yields

‖ β
∂z�

· ∇x∂zv‖Y σ−1 � ‖ β
∂z�

‖Xs−1‖∇x∂zv‖Xσ−2 � F(‖η‖Hs )‖ f ‖H̃σ− .

This finishes the proof of (3.80). ��

We can now state our main technical estimate.

Lemma 3.22. For any z0 ∈ (−1, 0) and σ ∈ [ 12 , s], we have

(∂z − Ta)
[
(∂z − TA)v − Tb(∂z − TA)�

] = F2, (3.81)

‖F2‖
Y σ− 1

2 ([z0,0])
� F(‖η‖Hs )

(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− . (3.82)

Remark 3.23. The direct consideration of the good unknown u = v−Tb� in [2,31]
consists in obtaining good estimates for

(∂z − Ta)(∂z − TA)u.

In our setting, even when σ = s, estimating this in Y s− 1
2 demands an estimate for

‖∂2z b‖Xs−3 . However, in one space dimension, the low regularity s > 3
2 makes it

challenging to prove that ∂3z v ∈ Xs−3, where ∂3z v appears when differentiating b
twice in z. Lemma 3.22 avoids this issue.
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Proof of Lemma 3.22. Using (3.58) and Lemma 3.20 with θ = σ − 1, we see that

(∂z − Ta)(∂z − TA)v + RQv = Tb(∂z − Ta)(∂z − TA)�

+ (bQ� − TbQ�)+ TbRQ�

which gives

F2 = [Tb, (∂z − Ta)](∂z − TA)� − RQv + TbRQ� + (bQ� − TbQ�).

It is readily checked that

‖Q�‖L2Hs−1−δ � F(‖η‖Hs )‖η‖
Hs+ 1

2−δ

which in conjunction with (C.11) and (3.77) yields

‖bQ� − TbQ�‖L2Hσ−1 � ‖b‖L∞Hσ−1‖Q�‖L2Hs−1−δ

� F(‖η‖Hs )‖η‖
Hs+ 1

2−δ‖ f ‖H̃σ− ,
where we have used (3.76) in the first inequality.

In view of (3.76), (3.64) can be applied with θ = σ − 1, implying the control
of RQv. As for TbRQ� we apply (C.8), (3.64) with θ = s − 1, and (3.77) to have

‖TbRQ�‖L2Hσ−1 � ‖b‖L∞Hσ−1‖RQ�‖L2Hs−1

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− .
Regarding the commutator in F2, we write

[Tb, (∂z − Ta)](∂z − TA)ρ = −T∂zb(∂z − TA)ρ − [Tb, Ta](∂z − TA)ρ.

For T∂zb(∂z − TA)� we distinguish two cases.
Cases 1 σ ∈ [s − δ, s]. Then, σ + s � 2s − δ > 5

2 and (3.78) can be applied.
Noting in addition that σ − 1 � s − 1 � s − 1

2 − δ, (C.8) yields
‖T∂zb(∂z − TA)�‖L2Hσ−1 � ‖∂zb‖

L2Hσ− 3
2
‖(∂z − TA)� − h‖

L∞Hs− 1
2−δ

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− .

Cases 2 σ ∈ [ 12 , s − δ]. In view of (3.80), applying (3.38) we obtain

‖T∂zb(∂z − TA)�‖
Y σ− 1

2
� ‖∂zb‖Y σ−1‖(∂z − TA)� − h‖

L∞Hs− 1
2−δ

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− .
To treat the commutator [Ta, Tb] we again distinguish two cases.

Case 1 σ ∈ (s − δ, s]. Then we have ν := σ + δ − s ∈ (0, 12 ] since δ � 1
2

and σ � s. In addition, σ − 1 − d
2 > ν and s − 1 − d

2 > ν, implying that
b ∈ Hσ−1 ⊂ W ν,∞ and a ∈ �1

ν uniformly in z. Consequently, by virtue of
Theorem C.4, [Ta, Tb] is of order 1 − ν and

‖[Tb, Ta](∂z − TA)ρ‖L2Hσ−1 � F(‖η‖Hs )‖ f ‖H̃σ−‖(∂z − TA)ρ − h‖L2Hσ−ν
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= F(‖η‖Hs )‖ f ‖H̃σ−‖(∂z − TA)ρ − h‖L2Hs−δ

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− ,
where we have used (3.77) in the first inequality.

Case 2 σ ∈ [ 12 , s−δ]. In this case we do not use the structure of the commutator
but directly estimate using Theorem C.4 (i) and (C.8):

‖TaTb(∂z − TA)�‖L2Hσ−1 � F(‖η‖Hs )‖Tb(∂z − TA)�‖L2Hσ

� F(‖η‖Hs )‖b‖L∞Hσ−1‖(∂z − TA)� − h‖L2Hs−δ

� F(‖η‖Hs )
(
1 + ‖η‖

Hs+ 1
2−δ

)‖ f ‖H̃σ− ,
where in the second inequality we have used the fact that σ � s − δ. The term
TbTa(∂z − TA)� can be controlled similarly. This completes the proof of Lemma
3.22. ��
Proof of Theorem 3.18. The proof proceeds in two steps.

Step 1 Let us fix −1 < z0 < z1 < 0 and introduce a cut-off χ satisfying
χ(z) = 1 for z > z1 and = 0 for z < z0. Set

w = χ(z)[(∂z − TA)v − Tb(∂z − TA)�
]
.

It follows from (3.81) that

(∂z − Ta)w = F3 := χ(z)F2 + χ ′(z)
[
(∂z − TA)v − Tb(∂z − TA)�

]
. (3.83)

By virtue of (3.82), (3.74), (3.77) and (3.69) we have

‖F3‖
Y σ− 1

2 ([z0,0])
� F(‖η‖Hs )‖ f ‖H̃σ−

(
1 + ‖η‖

Hs+ 1
2−δ

)
. (3.84)

Next we note that

Re(−a) � 1

F(‖η‖Hs )
|ξ |.

Since w(z0) = 0, applying Proposition C.12 to equation (3.83) with the aid of
(3.84) we obtain

‖w‖
Xσ− 1

2 ([z0,0])
� F(‖η‖Hs )‖F3‖

Y σ− 1
2 ([z0,0])

� F(‖η‖Hs )‖ f ‖H̃σ−
(
1 + ‖η‖

Hs+ 1
2−δ

)
. (3.85)

Step 2 Starting from (3.43) and using Bony’s decomposition, we find that

G−(η) f = T1+|∇x �|2
∂z�

(TAv − TbTA�)−
(
T∇x�∇xv − T∂zvT∇x �

∂z�
∇x�

)

−
(
T∇xv − T∂zvT∇x �

∂z�

)
∇x�

+
{
T∂zv

(
1 + |∇x�|2
∂z�

)
+ T1+|∇x �|2

∂z�

Tb∂z� − 2T∂zvT∇x �
∂z�

∇x�

}

+ T1+|∇x �|2
∂z�

w − R(∇x�,∇xv)+ R

(
1 + |∇x�|2
∂z�

, ∂zv

)
,
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where the right-hand side is evaluated at z = 0. We will see that this gives (3.53)
by estimating each term one by one.

Using Theorem C.4, (3.69), (3.70) and (3.74), we first observe that

R1 =
{
T1+|∇x �|2

∂z�

(TAv − TbTA�)− (T∇x�∇xv − T∂zvT∇x �
∂z�

∇x�)

}

− T1+|∇x �|2
∂z�

A−iξ ·∇x�
(v − Tbρ)︸ ︷︷ ︸

=u

satisfies estimates as in (3.55). Using the formula (3.50) and (3.61), we see that

A(x, ξ)
1 + |∇x�|2
∂z�

− iξ · ∇x�|z=0 = λ, (3.86)

and this gives the first main term in (3.53). Similarly, we obtain that

R2 = −
(
T∇xv − T∂zvT∇x �

∂z�

)
∇x� + T∇xv−b∇x�∇x�

=
(
T∂zvT∇x �

∂z�
− T∂zv∇x �

∂z�

)
∇x�

is acceptable, and since

∇xv − b∇x�|z=0 = ∇ f − B∇η = V,

we obtain the second main estimate in (3.53).
We claim that all the other terms are remainders. Next we paralinearize the

function F(m, n) = 1+|m|2
n+h − h−1 where m ∈ R

d and n ∈ R. Clearly F(0, 0) = 0,

∇mF = 2m
n+h , and ∂n F = − 1+m2

(n+h)2
. Applying Theorem C.11 with μ = s − 1

2 − δ
and τ = δ yields

1 + |∇x�|2
∂z�

− h−1 = F(∇x�, ∂z� − h) = T2∇x �
∂z�

· ∇x� − T1+|∇x �|2
(∂z�)2

(∂z� − h)

+RF (∇x�, ∂z� − h−1)

with

‖RF (∇x�, ∂z� − h−1)‖
Hs− 1

2
� F(‖η‖Hs )‖η‖

Hs+ 1
2−δ .

Then by virtue of Theorem C.4 (ii) with ρ = δ we obtain that

R3 = T∂zv

(
1 + |∇x�|2
∂z�

− h−1

)
− 2T∂zvT∇x �

∂z�
· ∇x� + T1+|∇x �|2

∂z�

T ∂zv
∂z�
(∂z� − h)

is acceptable, as in (3.55). The next term follows from (3.85). Finally, by (3.74),
(C.9) we get
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‖R(∇x�,∇xv)‖
L∞Hσ− 1

2
� ‖∇x�‖

L∞Hs− 1
2−δ‖∇xv‖L∞Hσ−1

� F(‖η‖Hs )‖ f ‖H̃σ−‖η‖
Hs+ 1

2−δ ,

and similarly, since 1+|∇x�|2
∂z�

− 1
h ∈ L∞Hs− 1

2−δ ⊂ L∞C
1
2∗ , it follows from (C.10)

that

‖R
(
1 + |∇x�|2
∂z�

,∇xv

)
‖
L∞Hσ− 1

2

�
(

‖1 + |∇x�|2
∂z�

− 1

h
‖
L∞Hs− 1

2−δ + 1

h

)
‖∇xv‖L∞Hσ−1

� F(‖η‖Hs )‖ f ‖H̃σ−
(
1 + ‖η‖

Hs+ 1
2−δ

)
.

The proof of Theorem 3.18 is complete. ��

3.3. Contraction Estimates

In order to obtain uniqueness and stability estimates for the Muskat problem,
we need contraction estimates for the Dirichlet–Neumann operator associated to
two different surfaces η1 and η2. Since we always assume in this subsection that
η j ∈ L∞(Rd) and dist(η j , �−) > h > 0, Proposition 3.2 guarantees that the
spaces H̃ s±, defined by (3.22)–(3.23)–(3.24), are independent of η j . We have the
following results:

Theorem 3.24. Let s > 1 + d
2 with d � 1. Let δ ∈ (0, 12 ] satisfy δ < s − 1 − d

2 .
Consider f ∈ H̃ s− and η1, η2 ∈ Hs(Rd) with dist(η j , �−) > 4h > 0 for j = 1, 2.
Then for any σ ∈ [ 12 + δ, s], we have
G−(η1) f −G−(η2) f = −Tλ2B2(η1−η2)−TV2 ·∇(η1−η2)+R−

2 (η1, η2) f (3.87)

where

‖R−
2 (η1, η2) f ‖Hσ−1 � F(‖(η1, η2)‖Hs

)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− (3.88)

for some F : R
+ → R

+ depending only on (s, σ, h, δ).

Corollary 3.25. Let s > 1+ d
2 with d � 1. Consider f ∈ H̃ s− and η1, η2 ∈ Hs(Rd)

with dist(η j , �−) > 4h > 0 for j = 1, 2. Then for all σ ∈ [ 12 , s], we have
‖G−(η1) f − G−(η2) f ‖Hσ−1 � F(‖(η1, η2)‖Hs

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− (3.89)

for some F : R
+ → R

+ depending only on (s, σ, h).

Remark 3.26. The following contraction estimate was obtained in Theorem 5.2 in
[3]:

‖G−(η1) f − G(η2) f ‖Hr−2 � F(‖(η1, η2)‖Hr
)‖η1 − η2‖Hr−1‖ f ‖

Hr− 1
2
, (3.90)

where r > 3
2 + d

2 ( 12 derivative above scaling). It was also noted in [3] (see Remark
5.3 therein) that the authors were unable to obtain a similar estimate in higher
norms. Applying 3.89 with s = r − 1

2 gives such estimates.
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From now on, to simplify notation, we let

Ns = ‖η1‖Hs + ‖η2‖Hs .

The rest of this section is devoted to the proof of Theorem 3.24. We follow similar
steps as to those in the previous section, the main novelty coming from the two
different domains. To define G(η j ) f we call φ j solution to (3.2) with surface
η j and Dirichlet data f . For the sake of contraction estimates, we shall use a
diffeomorphism different from the one defined by (3.26)–(3.27)–(3.28). Assume
dist(η j , �−) > 4h > 0. There exists η∗ : R

d → R such that

‖η∗ + 3h

2
‖Hs+100 � CNs (3.91)

and
b−(x)+ 2h < η∗(x) < η j (x)− h (3.92)

when the depth is finite and η∗(x) < η j (x)− h when �− = ∅. One can take η∗ to
be a mollification of min(η1(x), η2(x))− 3h

2 . Then we divide �−
j into

{
�−

j,1 = {(x, y) : x ∈ R
d , η∗(x) < y < η j (x)},

�−
j,2 = {(x, y) ∈ �−

j : y � η∗(x)} (3.93)

and set �̃− = �̃−
1 ∪ �̃−

2 where

⎧
⎪⎨
⎪⎩

�̃−
1 = R

d × (−1, 0),

�̃−
2 =

{
R
d × (−∞,−1] if �− = ∅,

{(x, z) ∈ R
d × (−∞,−1] : z + 1 + η∗(x) > b−(x)} if b− ∈ W 1,∞.

(3.94)
Note that �−

1,2 = �−
2,2 and the sets �̃−

1 and �̃−
2 are independent of η j . Define

{
� j (x, z) = (1 + z)eτ z〈Dx 〉η j (x)− zη∗(x) for (x, z) ∈ �̃−

1 ,

� j (x, z) = z + 1 + η∗(x) for (x, z) ∈ �̃−
2 .

(3.95)

In particular, �1 = �2 in �̃−
2 . For τ > 0 sufficiently small, it is easy to check that the

mappings (x, z) ∈ �̃− �→ (x, � j (x, z)) ∈ �−
j and (x, z) ∈ �̃−

1 �→ (x, � j (x, z)) ∈
�−

j,1 are Lipschitz diffeomorphisms, where the latter is smooth in z. Letting also
�δ = �1 − �2, we observe as in (3.60) that

min(∂z�1, ∂z�2) � min

(
1,

h

2

)
,

‖
(

∇x� j , ∂z� j − 3h

2

)
‖Xs−1([−1,0]) � ‖η1‖Hs + ‖η2‖Hs ,

‖�δ‖Xσ ((−∞,0]) � ‖η1 − η2‖Hσ

(3.96)

if τ > 0 is chosen small enough (depending on ‖η1‖B1∞,1
+ ‖η2‖B1∞,1

).
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As in (3.44),

v j (x, z) := φ j (x, � j (x, z))

solves

L jv j := (∂2z + α j
x + β j · ∇x∂z − γ j∂z)v j = 0 in R
d × [−1, 0], (3.97)

with (α j , β j , γ j ) defined in terms of � j as in (3.45) and satisfies1

‖∇x,zv j‖Xs−1([−1,0]) � F(Ns)‖ f ‖H̃ s− . (3.98)

The difference

v = v1 − v2
then solves

L1v = F := −(α1 − α2)
xv2 − (β1 − β2) · ∇x∂zv2

+ (γ1 − γ2)∂zv2 in R
d × [−1, 0]. (3.99)

As before, we start with an estimate for v in the low norm X− 1
2 ([−1, 0]).

Lemma 3.27.

‖∇x,zv‖
X− 1

2 ([−1,0]) � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− . (3.100)

Proof. We first recall the variational characterization (3.20)
∫

�−
j

∇x,yφ j · ∇x,yϕ dx dy = 0 ∀ϕ ∈ H1
0,∗(�

−
j ) = {ϕ ∈ Ḣ1(�−

j ) : ϕ|� j = 0}.
(3.101)

In the fixed domain �̃−, this becomes
∫

�̃−
A j∇x,zv j · ∇x,zθ dx dy = 0 ∀θ ∈ H1

0,∗(�̃−)

= {ϕ ∈ Ḣ1(�̃−) : ϕ|z=0 = 0},
where

A j =
[
∂z� j · I d −∇x� j

−(∇x� j )
T 1+|∇x� j |2

∂z� j

]
.

Consequently,

1 A priori, Proposition 3.12 would only give a bound in Xs−1([z0, 0]) for some z0 > −1.
However, one can first apply this with � j replaced by � j,∗ which is equal to � j for −1 �
z � 0 and smooth for −2 � z � 0 to obtain a bound on [−1, 0].



H. Q. Nguyen & B. Pausader

∫

�̃−
A1∇x,zv · ∇x,zθ dx dy

=
∫

�̃−
(A2 − A1)∇x,zv2 · ∇x,zθ dx dy ∀θ ∈ H1

0,∗(�̃−). (3.102)

Since v|z=0 = 0, we have v ∈ H1
0,∗(�̃−). Inserting θ = v into (3.102) yields

∫

�̃−
A1∇x,zv · ∇x,zv dx dy =

∫

�̃−
(A2 − A1)∇x,zv2 · ∇x,zv dx dy

=
∫

Rd×(−1,0)
(A2 − A1)∇x,zv2 · ∇x,zv dx dy,

(3.103)
where we used the fact that A2 = A1 in �̃−

2 , which in turn comes from the fact

that �1 = �2 in �̃−
2 . In view of (3.96) and (3.98),

‖A1 − A2‖L2(Rd×(−1,0)) � F(‖(η1, η2)‖B1∞,1
)‖η1 − η2‖

H
1
2
,

‖∇x,zv2‖L∞(Rd×(−1,0)) � F(Ns)‖ f ‖H̃ s−
(3.104)

and since (see (3.96))

〈A1∇x,zv · ∇x,zv〉 � min

(
∂z�1,

1

∂z�1

)
|∇x,zv|2 � 1

F(‖η1‖B1∞,1
)
|∇x,zv|2

pointwise in �̃−, we obtain that

‖∇x,zv‖L2(�̃−) � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− . (3.105)

Since R
d × (−1, 0) ⊂ �̃−, this yields

‖∇x,zv‖L2((−1,0);L2(Rd )) � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− . (3.106)

According to Theorem A.6,

‖∇xv‖
X− 1

2 ([−1,0]) � ‖∇x,zv‖L2((−1,0);L2). (3.107)

As for ‖∂zv‖
X− 1

2 ([−1,0]) it remains to estimate ‖∂zv‖
C([−1,0];H− 1

2 )
. Setting

� j (x, z) = −∇x� j · ∇xv j + 1 + |∇x� j |2
∂z� j

∂zv j ,

it follows from the equation divx,z(A j∇x,zv j ) = 0 that

∂z� j = − divx (∂z� j∇xv j − ∇x� j∂zv j ).

Hence � = �1 −�2 is a divergence

∂z� = − divx (∂z�δ∇xv1 + ∂z�2∇xv − ∇x�δ∂zv1 − ∇x�2∂zv),
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and using (3.96) and (3.98), we obtain the bounds

‖�‖L2
z L

2 � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− ,

‖∂z�‖L2
z H

−1 � ‖∂z�δ∇xv1 + ∂z�2∇xv − ∇x�δ∂zv1 − ∇x�2∂zv‖L2
z L

2 ,

� F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− .

(3.108)

Theorem A.6 then yields

‖�‖
C

(
[−1,0];H− 1

2

) � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− .

Finally, by writting

∂zv = ∂z�2

1 + |∇x�2|2
{
�+ ∇x�2 · ∇xv + (1 + |∇x�1|2)

∂z�1∂z�2
∂z�δ

+
(
∇xv1 − ∂zv1∇x (�1 + �2)

∂z�1

)
∇x�δ

}

we deduce that

‖∂zv‖
C

(
[−1,0];H− 1

2

) � F(Ns)‖η1 − η2‖
H

1
2
‖ f ‖H̃ s− .

This completes the proof of Lemma 3.27. ��
This low-regularity bound can easily be upgraded to a bound with no loss of

regularity in η1 − η2 with the aid of the next lemma. We shall use frequently the
fact that for s > 1 + d

2 , σ ∈ [ 12 , s] and δ < s − 1 − d
2 , we have

σ + s > 2 + δ. (3.109)

Lemma 3.28. For any σ ∈ [ 12 , s], we have
‖α1 − α2‖Xσ−1([−1,0]) + ‖β1 − β2‖Xσ−1([−1,0])

� F(‖η‖Hs )‖η1 − η2‖Hσ , (3.110)

‖γ1 − γ2‖Y σ−1([−1,0]) � F(‖η‖Hs )‖η1 − η2‖Hσ . (3.111)

Proof. From the definition of α and β we see that they are nonlinear functions
of ∇x,z� which is bounded in L∞

z Hs−1
x . By the product rule (C.12), we have that

multiplication with Hs−1 is a continuous linear operator from H ν to H ν for any
ν ∈ [− 1

2 , s]. Thus, (3.110) follows easily.
For γ1 − γ2, let us consider the typical term α1

∂z�1

x�1 − α2

∂z�2

x�2 which in

turns contains the following typical terms

E1 = α1 − α2
∂z�1


x�1, E2 = α2

∂z�2

x�δ.
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In view of (3.109), using (3.34) with s0 = σ − 1, s1 = σ − 1 and s2 = s − 2 we
obtain

‖E1‖Y σ−1 � ‖α1 − α2
∂z�1

‖Xσ−1‖
x�1‖Xs−2 � F(‖η‖Hs )‖η1 − η2‖Hσ .

On the other hand, applying (3.34) with s0 = σ − 1, s1 = s − 1 and s2 = σ − 2,
we bound E2 as

‖E2‖Y σ−1 � ‖ α2
∂z�2

‖Xs−1‖
x�δ‖Xσ−2 � F(‖η‖Hs )‖η1 − η2‖Hσ .

The other terms can be treated similarly; this finishes the proof of (3.111). ��
Lemma 3.29. For any σ ∈ [ 12 , s], we have∥∥∇x,zv

∥∥
Xσ−1([z0,0]) � F(

Ns
)‖η1 − η2‖Hσ ‖ f ‖H̃ s− . (3.112)

Proof. We claim that for z1 ∈ (−1, 0), and F as in (3.99), there exists F such that

‖F‖Y σ−1([z1,0]) � F(
Ns

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− . (3.113)

We first apply (3.36) with s0 = σ − 1, s1 = σ − 1 and s2 = s − 1:

‖(γ1 − γ2)∂zv2‖Y σ−1 � ‖γ1 − γ2‖Y σ−1‖∂zv2‖Xs−1 � F(
Ns

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− ,

where we have used (3.111) in the second inequality. As for (α1 − α2)
xv2 we
apply (3.34) with s0 = σ − 1, s1 = σ − 1 and s2 = s − 2:

‖(α1 − α2)
xv2‖Y σ−1�‖α1 − α2‖Xσ−1‖
xv2‖Xs−2�F(
Ns

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− .

Proceeding similarly for (β1 − β2) · ∇x∂zv2, we obtain (3.113). Since v|z=0 = 0,
Proposition 3.12 gives that

∥∥∇x,zv
∥∥
Xσ−1([z0,0]) � F(Ns)

( ‖F‖Y σ−1([z1,0]) +
∥∥∇x,zv

∥∥
X− 1

2 ([−1,0])
)

(3.114)

for−1 < z1 < z0 < 0. Combining thiswith (3.113), Lemma3.27 and the condition
σ � 1

2 , we finish the proof. ��
Proof of Corollary 3.25. Corollary 3.25 can be deduced from Theorem 3.89, The-
orem C.4 (i) and the fact that B2 and V2 are in L∞

x . Here we give a short proof using
Lemma 3.29. In view of (3.43), we find that typical terms in G−(η1) f −G−(η2) f
are ∇x (�1 −�2) · ∇xv1|z=0 and ∇x�2 · ∇x (v1 − v2)|z=0. Using (C.12) and (3.109),
we have at z = 0 that

‖∇x (�1 − �2) · ∇xv1‖Hσ−1 � ‖∇x (�1 − �2)‖Hσ−1‖∇xv1‖Hs−1

� F(
Ns

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− ,

‖∇x�2 · ∇x (v1 − v2)‖Hσ−1 � ‖∇x�2‖Hs−1‖∇xv‖Hσ−1

� F(
Ns

)‖η1 − η2‖Hσ ‖ f ‖H̃ s− ,

where we have applied Lemma 3.29 in the last inequality. This finishes the proof
of Corollary 3.25. ��
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Let us turn to the proof of Theorem 3.24. Fixing σ ∈ [ 12 + δ, s], we have
σ − δ ∈ [ 12 , s − δ], and hence Lemma 3.29 yields the contraction estimate

∥∥∇x,zv
∥∥
Xσ−1−δ([z0,0]) � F(

Ns
)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− . (3.115)

We first prove a technical analog of Lemma 3.22.

Lemma 3.30. With notation similar to Lemma 3.20, letting b2 = ∂zv2
∂z�2

we have

(∂z − Ta1)
[
(∂z − TA1)v − Tb2(∂z − TA1)�δ

] = R1
δ ,

‖R1
δ‖Y σ−1([z0,0]) � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s−

(3.116)

for any z0 ∈ (−1, 0).

Proof. Applying (3.77), (3.78) and (3.79) with σ = s (note that s + s > 3) we
obtain that b2 satisfies

‖b2‖L∞([z0,0];Hs−1) + ‖∇x,zb2‖Xs−2([z0,0]) � F(Ns)‖ f ‖H̃ s− . (3.117)

We also recall from (3.98) that

‖∇x,zv j‖Xs−1([−1,0]) � F(Ns)‖ f ‖H̃ s− .

Set Q j = ∂2z + α j
x + β j · ∇x∂z . Using (C.12), (3.96) and (3.109) we obtain the
bounds

‖ (∇x�1,∇x�2) ‖Xs−1 + ‖
(
∂z�1 − 3

2
h, ∂z�2 − 3

2
h

)
‖Xs−1

+ ‖(Q1�1, γ1)‖Xs−2 � F(Ns),

‖∇x,z�δ‖Xσ−1−δ + ‖(α1 − α2, β1 − β2)‖Xσ−1−δ � F(Ns)‖η1 − η2‖Hσ−δ .

On the other hand, we claim that

‖Q1�δ‖Y σ−1−δ � F(Ns)‖η1 − η2‖Hσ−δ . (3.118)

Indeed, from the definition of �δ we have

‖∂2z �δ‖L2Hσ− 3
2−δ � F(Ns)‖η1 − η2‖Hσ−δ ;

on the other hand, by (3.34),

‖α1
x�δ‖Y σ−1−δ � (‖α1 − h2‖Xs−1 + 1)‖
x�δ‖Xσ−2−δ � F(Ns)‖η1 − η2‖Hσ−δ

and similarly for β j · ∇x∂z�δ .
Step 1 From (3.97) and the definition (3.45) of γ we have

Q1v − (γ1 − γ2)∂zv2 = γ1∂zv − (Q1 − Q2)v2,

γ1 − γ2 − 1

∂z�2
Q1�δ = 1

∂z�2
(Q1 − Q2)�2 + Q1�1

∂z�1∂z�2
∂z�δ.
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It follows that

Q1v − b2Q1�δ = R′
δ, (3.119)

R′
δ = γ1∂zv − (Q1 − Q2)v2 + b2(Q1 − Q2)�2 + b2

∂z�1
Q1�1∂z�δ. (3.120)

We claim that

‖R′
δ‖Y σ−1([z0,0]) � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− . (3.121)

We first apply (3.34) with s0 = σ − 1, s1 = s − 2, s2 = σ − 1 − δ, giving
‖γ1∂zv‖Y σ−1 � ‖γ1‖Xs−2‖∂zv‖Xσ−1−δ � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− . (3.122)

By the same argument we can control (Q1 −Q2)�2 and (Q1 −Q2)v2 in Y σ−1. For
example, when distributing derivatives in the term (α1 −α2)
xv2 in (Q1 − Q2)v2,
we see that α1−α2 and
xv2 respectively play the role of ∂zv and γ1 in the product
γ1∂zv.

For products we note that (3.36) gives

‖ab‖Y σ−1 � ‖a‖Xs−1‖b‖Y σ−1 .

Applying this for (a, b) = (b2, (Q1 − Q2)�2) we obtain the control of b2(Q1 −
Q2)�2. As for the last term in R′

δ , we take a = b2
∂z�1

and b = Q1�1∂z�δ where
applying (3.34) again yields

‖Q1�1∂z�δ‖Y σ−1 � ‖Q1�1‖Xs−2‖∂z�δ‖Xσ−1−δ � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

We thus conclude the proof of (3.121).
Step 2 Using (3.62), we factorize Q1v and Q1�δ in (3.119). Then we obtain

the first equation in (3.116) with

R1
δ = (∂z − Ta1)

[
(∂z − TA1)v − Tb2(∂z − TA1)�δ

]

= R′
δ + TQ1�δb2 + R(b2, Q1�δ)− RQ1v + Tb2 RQ1�δ

+ [Tb2 , ∂z − Ta1](∂z − TA1)�δ.

In view of (3.109), applying (3.39) and (3.118) gives

‖R(b2, Q1�δ)‖L1Hσ−1 � ‖Q1�δ‖Y σ−1−δ‖b2‖Xs−1 � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

On the other hand, by (3.38) and (3.118),

‖TQ1�δb2‖Y σ−1 � ‖Q1�δ‖Y σ−1−δ‖b2‖L∞Hs−1 � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

Next we compute

[Tb2 , ∂z − Ta1 ](∂z − TA1)�δ = −T∂zb2(∂z − TA1)�δ − [Tb2 , Ta1 ](∂z − TA1)�δ.

In view of (3.117) for ‖∂zb2‖Xs−2 , we have

‖T∂zb2(∂z − TA1)�δ‖L2Hσ− 3
2

� ‖∂zb2‖
L2Hs− 3

2
‖(∂z − TA1)�δ‖L∞Hσ−1−δ

� F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .
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On the other hand, the commutator [Tb2 , Ta1 ](∂z − TA1)�δ can be controlled in

L2Hσ− 3
2 upon using Theorem C.4 (ii).

It remains to control terms involving RQ1 . Using (3.109) we see that θ = σ −1
and δ satisfy (3.63). Consequently, the estimate (3.66) in Lemma 3.20 can be
applied, giving

‖RQg‖Y σ−1 � F(‖η‖Hs )‖∇x,zg‖Xσ−1−δ .

Applying this with g = v and taking into account (3.115) we deduce that RQ1v is
controllable. Finally, with g = �δ and with the aid of (3.37), we have

‖Tb2 RQ1�δ‖Y σ−1 � ‖b2‖L∞Hs−1‖RQ1�δ‖Y σ−1 � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

The proof of (3.116) is complete. ��
Proof of Theorem 3.24. As in the proof of Theorem 3.18, let us fix −1 < z0 <
z1 < 0 and introduce a cut-off χ satisfying χ(z) = 1 for z > z1 and χ(z) = 0 for
z < z0. It follows from Lemma 3.30 that

wδ := χ(z)[(∂z − TA1)v − Tb2(∂z − TA1)�δ
]

satisfies

(∂z − Ta1)wδ = R2
δ := χ(z)R1

δ + χ ′(z)
[
(∂z − TA1)v − Tb2(∂z − TA1)�

]
.

Applying Theorem C.4 (i) and (3.115) we have

‖(∂z − TA1)v‖
L2

(
[z0,0];Hσ− 3

2

)

� F(Ns)‖∇x,zv‖
L2

(
[z0,0];Hσ− 3

2

)

� F(Ns)‖∇x,zv‖
L2

(
[z0,0];Hσ− 1

2−δ
)

� F(
Ns

)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

In addition, (C.8) together with (3.117) implies

‖Tb2(∂z − TA1)�δ‖L2
(
[z0,0];Hσ− 3

2
)

� ‖b2‖L∞([z0,0];Hs−1)‖(∂z − TA1)�δ‖L2
(
[z0,0];Hσ− 3

2
)

� F(
Ns

)‖ f ‖H̃ s−‖∇x,z�δ‖
L2
(
[z0,0];Hσ− 3

2
)

� F(
Ns

)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

Thus, R2
δ satisfies similar estimates as R1

δ in (3.116). Since wδ(z0) = 0, applying
Proposition C.12 yields

‖wδ‖Xσ−1([z0,0]) � F(
Ns

)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− . (3.123)
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In the rest of this proof, functions of (x, z) are evaluated at z = 0. Besides, we
write g1 � g2 to signify that g1 and g2 agree up to acceptable errors,

‖g1 − g2‖Hσ−1 � F(Ns)‖η1 − η2‖Hσ−δ‖ f ‖H̃ s− .

Set

p j = 1 + |∇x� j |2
∂z� j

= ∂z� j

α j
, j = 1, 2

so that, by (3.96),

‖p1‖Hs−1 + ‖p2‖Hs−1 + ‖∇x,z�1‖Hs−1 + ‖∇x,z�2‖Hs−1 � F(Ns)

‖p1 − p2‖Hσ−1−δ + ‖∇x,z�δ‖Hσ−1−δ � F(Ns)‖η1 − η2‖Hσ−δ .
(3.124)

Using (3.43) and the fact that v|z=0 ≡ 0, we write

G−(η1) f − G−(η2) f = (p1 − p2)∂zv2 + p1∂zv − ∇x�δ · ∇xv2

= (p1 − p2)∂zv2 − ∇x�δ · ∇xv2

+ p1
[
TA1v + Tb2(∂z − TA1)�δ

] + p1wδ,

(3.125)

where TA1v = 0 (at z = 0). Using this, (3.98), (3.123), (3.124) with Theorem C.4
(i), (C.8), (C.11), we find that

G−(η1) f − G−(η2) f � T∂zv2(p1 − p2)− T∇xv2∇x�δ + Tp1Tb2(∂z − TA1)�δ,

where by virtue of Theorem C.4 (ii),

Tp1Tb2(∂z − TA1)�δ � Tb2Tp1(∂z − TA1)�δ.

Next applying Theorem C.11 we find that

T∂zv2(p1 − p2) � T2b2∇x�2 · ∇x�δ − Tp2b2∂z�δ.

We thus arrive at

G−(η1) f − G−(η2) f � −Tb2(Tp1A1 − T∇x�2∇x )�δ + Tb2∇x�2−∇xv2∇x�δ

+ Tb2Tp1−p2∂z�δ.

By (3.86), we have

p1A1 − p2A2 = λ1 − λ2 − iξ · ∇x�δ = Ã · ∇x�δ,

M0
δ (∇x�δ)+ M1

δ ( Ã) � F(Ns).

Theorem C.4 (i) and (C.8) yield that

‖Tp1−p2∂z�δ‖Hσ−1 � ‖∂z�δ‖Hs−1‖p1 − p2‖Hσ−1−δ

� F(Ns)‖η1 − η2‖Hσ−δ ,

‖Tp1A1−p2A2�δ‖Hσ−1 � F(Ns)‖�δ‖Hσ−δ + ‖T∇x�δTÃ�δ‖Hσ−1

� F(Ns)‖�δ‖Hσ−δ .

We conclude that

G−(η1) f − G−(η2) f � −Tλ2B2(η1 − η2)+ TV2 · ∇(η1 − η2)
which finishes the proof of Theorem 3.24. ��
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For future reference, let us end this subsection by providing a variant of Corol-
lary 3.25.

Proposition 3.31. Let s > 1 + d
2 with d � 1. Consider η1, η2 ∈ Hs(Rd) with

dist(η j , �−) > 4h > 0 for j = 1, 2. For all σ ∈ [ 12 , s], there existsF : R
+ → R

+
depending only on (s, σ, h) such that

‖G−(η1) f − G−(η2) f ‖Hσ−1 � F(‖(η1, η2)‖Hs
)‖η1 − η2‖Hs‖ f ‖H̃σ− . (3.126)

Proof. We shall use the notation in the proof of Theorem 3.24. In our setting, we
can strengthen (3.96) to

‖�δ‖Xs � ‖η1 − η2‖Hs , (3.127)

but as f ∈ H̃σ− , in place of (3.98) we have

‖∇x,zv j‖Xσ−1([−1,0]) � F(Ns)‖ f ‖H̃σ− , Ns = ‖(η1, η2)‖Hs . (3.128)

Recall that v = v1 − v2 solves (3.99). Upon using the product rule (C.12) and pro-
ceeding as in the proof of Corollary 3.25, (3.126) follows easily from the following
estimate for v

‖∇x,zv‖Xσ−1([z0,0]) � F(Ns)‖η1 − η2‖Hs‖ f ‖H̃σ− , z0 ∈ (−1, 0). (3.129)

To prove (3.129), we apply Proposition 3.12 to have

∥∥∇x,zv
∥∥
Xσ−1([z0,0]) � F(Ns)

(
‖F‖Y σ−1([z1,0]) +

∥∥∇x,zv
∥∥
X− 1

2 ([−1,0])

)
,

where −1 < z1 < z0 < 0. Let us estimate each term on the right-hand side. We
claim that

‖∇x,zv‖
X− 1

2 ([−1,0]) � F(Ns)‖η1 − η2‖Hs‖ f ‖H̃σ− .
This follows along the same lines as the proof of Lemma 3.27, except that for the
right-hand side of (3.103), in place of (3.104) we estimate

‖A1 − A2‖L∞(Rd×(−1,0)) � ‖A1 − A2‖L∞((−1,0);Hs−1) � F(Ns)‖η1 − η2‖Hs ,

‖∇x,zv2‖L2(Rd×(−1,0)) � ‖∇x,zv2‖
L2
(
(−1,0);Hσ− 1

2
) � F(Ns)‖ f ‖H̃σ− .

It remains to estimate ‖F‖
Y s− 3

2 ([z1,0])
. The first term in F can be bounded using

(3.34) as

‖(α1 − α2)
xv2‖Y σ−1 � ‖α1 − α2‖Xs−1‖
xv2‖Xσ−2

� F(‖η‖Hs )‖η1 − η2‖Hs‖ f ‖H̃σ− .
Applying (3.34) again gives

‖(γ1 − γ2)∂zv2‖Y σ−1 � ‖γ1 − γ2‖Xs−2‖∂zv2‖Xσ−1

� F(‖η‖Hs )‖η1 − η2‖Hs‖ f ‖H̃σ− .
The proof is complete. ��
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4. Proof of the Main Theorems

4.1. Proof of Theorem 2.3

Let us fix s > 1 + d
2 and consider either �− = ∅ or b− ∈ Ẇ 1,∞(Rd). This

section is organized as follows. First, we assume that η is a solution of (2.3) on
[0, T ] such that

η ∈ C([0, T ]; Hs) ∩ L2
(
[0, T ]; Hs+ 1

2

)
, (4.1)

dist(η(t), �−) � h ∀t ∈ [0, T ], (4.2)

inf
x∈Rd

(1 − B(x, t)) � a > 0 ∀t ∈ [0, T ], (4.3)

where B is given by (3.54) with f = η. Under these assumptions, a priori estimates
are derived in Sections4.1.1, 4.1.2, 4.1.3 and 4.1.4. These estimates will be used
for solutions of (4.32) which is similar to (2.3) with ∂t → ∂t − ε
. This modifi-
cation only improves the equation and for simplicity, we perform the analysis on
solutions of the simpler equation (2.3). Finally, the proof of Theorem 2.3 is given
in Section 4.1.5.

4.1.1. Paradifferential reduction We first apply Theorem 3.18 with f = η and
σ = s to have

∂tη = −κTλ(η − TBη)+ κTV · ∇η − κR−(η)η (4.4)

where R−(η)η obeys the estimate (3.55) with σ = s

‖R−(η)η‖
Hs− 1

2
� F(‖η‖Hs )‖η‖Hs

(
1 + ‖η‖

Hs+ 1
2−δ

)
(4.5)

where δ ∈ (0, 12 ] satisfies δ < s − 1 − d
2 . Recall that V and B can be expressed in

terms of η by virtue of the formulas (3.54) with f = η. Note that
M1
δ (λ) � F(‖η‖Hs ), ‖B‖W δ,∞ � C‖B‖Hs−1 � F(‖η‖Hs ). (4.6)

Owing to Theorem C.4 (ii), TλTB − TλB is of order 1 − δ and
‖(TλTB − TλB)η‖

Hs− 1
2

� F(‖η‖Hs )‖η‖
Hs+ 1

2−δ . (4.7)

Combining (4.4), (4.5) and (4.7)wearrive at the followingparadifferential reduction
for the one-phase Muskat problem (2.3).

Proposition 4.1. For δ ∈ (0, 12 ] satisfying δ < s−1− d
2 , there existsF : R

+ → R
+

depending only on (s, δ, h, κ) such that

∂tη − κTV · ∇η + κTλ(1−B)η = f (4.8)

with f satisfying

‖ f ‖
Hs− 1

2
� F(‖η‖Hs )‖η‖Hs

(
1 + ‖η‖

Hs+ 1
2−δ

)
. (4.9)
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4.1.2. Parabolicity In equation (4.8), TV ·∇η is an advection term.We now prove
that Tκλ(1−B) is an elliptic operator, showing that (4.8) is a first-order drift-diffusion
equation.

Lemma 4.2. For any t ∈ [0, T ] we have
sup
x∈Rd

B(x, t) < 1. (4.10)

In view of the formula (3.54) for B, Lemma 4.2 is a direct consequence of the
following surprising upper bound.

Proposition 4.3. Assume that either �− = ∅ or b− ∈ Ẇ 1,∞(Rd). If f ∈ Hs(Rd)

with s > 1 + d
2 , d � 1, then there exists c0 > 0 such that

G−( f ) f (x) < 1 − c0 ∀x ∈ R
d . (4.11)

Proof. Let �− denote the fluid domain with the top boundary � = {y = f (x)}
and the bottom �−.

1. Finite depth According to Proposition 3.4, there exists a unique solution
φ ∈ Ḣ1(�−) to the problem

⎧
⎪⎨
⎪⎩


x,yφ = 0 in �−,
φ = f on �,
∂φ

∂ν− = 0 on �−
(4.12)

in the sense of (3.20)
∫

�−
∇x,yφ · ∇x,yϕ dx dy = 0 ∀ϕ ∈ H1

0,∗(�−). (4.13)

Inserting ϕ = min{φ− infRd f, 0} ∈ H1
0,∗(�−) into (4.13) we obtain the minimum

principle
inf
�− φ � inf

Rd
f. (4.14)

Consequently,
ψ(x, y) := φ(x, y)− y � inf

Rd
f − y > 0 (4.15)

for (x, y) ∈ �− with y � k := (infRd f )− 1. We claim that ψ is also nonnegative
elsewhere:

ψ(x, y) � 0 in �b̃ := {(x, y) ∈ R
d × R : b̃(x) < y < f (x)}, (4.16)

where b̃(x) = max{b−(x), k} is a Lipschitz and bounded function, b̃ ∈ W 1,∞(Rd).
Let χ : R

d → R
+ be a compactly function that equals 1 in B(0, 1) and vanishes

outside B(0, 2). Then consider the test functions ϕn = ψ−(x, y)χ( xn ) � 0 where
ψ− = min{ψ, 0} and n � 1. By (4.15), suppψ− ⊂ �b̃ and thus

suppϕn ⊂ �b̃,n, �b̃,n := �b̃ ∩ {|x | < 2n}



H. Q. Nguyen & B. Pausader

which gives ϕn ∈ H1
0,∗(�−). Replacing φ withψ+ y and ϕ with ϕn in (4.13) gives

∫

�−
∇x,yψ · ∇x,yϕn dx dy = −

∫

�b̃∩{|x |<2n}
∂yϕn dx dy

= −
∫

{|x |<2n}

∫ f (x)

b̃(x)
∂yϕn(x, y) dy dx

=
∫

{|x |<2n}
ϕn(x, b̃(x)) dx � 0.

On the other hand,
∫

�−
∇x,yψ · ∇x,yϕn dx dy =

∫

Un

|∇x,yψ |2χ
( x
n

)
dx dy

+1

n

∫

Un

ψ∇xψ · (∇xχ)
( x
n

)
dx dy,

where Un = {(x, y) ∈ �b̃,n : ψ(x, y) < 0}. Thus,
∫

Un

|∇x,yψ |2χ
( x
n

)
dx dy � −1

n

∫

Un

ψ∇xψ · (∇xχ)
( x
n

)
dx dy ∀n � 1.

(4.17)
Since

ψ(x, y) = −
∫ f (x)

y
∂yφ(x, y

′) dy′ + f (x)− y

and f (x)− y � 0, we deduce that if ψ(x, y) < 0 then

|ψ(x, y)| =
∣∣∣∣∣
∫ f (x)

y
∂yφ(x, y

′) dy′
∣∣∣∣∣ − | f (x)− y|

� L
1
2

( ∫ f (x)

y
|∂yφ(x, y′)|2 dy′) 1

2

where L = ‖ f − b̃‖L∞(Rd ) <∞. In particular, for (x, y) ∈ Un ⊂ �b̃,n we have

∫

Un

|ψ(x, y)|2 dx dy � L
∫

�b̃,n

∫ f (x)

y
|∂yφ(x, y′)|2 dy′ dx dy

� L2
∫

�b̃,n

|∂yφ(x, y′)|2 dx dy′.

This combined with the fact that ∇xψ = ∇xφ yields
∣∣∣∣
1

n

∫

Un

ψ∇xψ · (∇xχ)
( x
n

)
dx dy

∣∣∣∣

�
L‖∇χ‖L∞(Rd )

n
‖∇xφ‖L2(�b̃,n)

‖∂yφ‖L2(�b̃,n)

�
L‖∇χ‖L∞(Rd )

n
‖∇x,yφ‖2L2(�−)
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which tends to 0 as n → ∞. Then applying the monotone convergence theorem to
(4.17), we arrive that

∫

{(x,y)∈�b̃:ψ(x,y)<0}
|∇x,yψ |2 dx dy � 0

which proves that ψ � 0 in �b̃ as claimed in (4.16). Combining (4.15) and (4.16)
we conclude that ψ � 0 in �−.

Now by virtue of Proposition 3.12, φ ∈ C1
b(�

−
h ) where

�−
h = {(x, y) ∈ R

d × R : η(x)− h < y < η(x)}
for some h > 0. Consequently, ψ ∈ C1

b(�
−
h ), ψ � 0 everywhere in �−

h and

ψ |� = 0. The infimum of ψ over �−
h is thus 0 and is attained at any points of �;

moreover, ψ < 0 in �−
h thanks to the strong maximum principle. On one hand, it

follows from Theorem 3.14 that G−( f ) f ∈ Hs−1(Rd) with s − 1 > d
2 , implying

that G( f ) f (x) < 1
2 for all |x | � M for M sufficiently large. On the other hand,

letting V = �−
h ∩ {|x | < 2M}, we can apply Hopf’s lemma (see [58]) to the C1,α

boundary � ∩ {|x | < 2M} of V to have ∂ψ
∂n < 0 for |x | � M , where n is the

upward-pointing normal to �. Hence,

∂φ

∂n
<
∂y

∂n
= 1√

1 + |∇ f |2

which yieldsG−( f ) f (x) = √
1 + |∇ f |2 ∂φ

∂n < 1 for all |x | � M . By the continuity
ofG−( f ) f on {|x | � M}, we conclude thatG−( f ) f (x) � 1−c0 for some c0 > 0
and for all x ∈ R

d .
2. Infinite depth The proof for this case is in fact simpler. We first let φ ∈

Ḣ1(�−) be the solution in the sense of Proposition 3.6 to the problem
⎧⎪⎨
⎪⎩


x,yφ = 0 in �−,
φ = f on �,

∇x,yφ → 0 as y → −∞;
(4.18)

that is, (4.13) holds. The minimum principle (4.14) remains valid, implying (4.15).
Then we can proceed as in the previous case upon replacing �b̃ with {(x, y) ∈
R
d × R : η(x)− k < y < η(x)}. ��

Remark 4.4. The proof of Proposition 4.3 is simpler for the periodic case x ∈ T
d .

Indeed, when x ∈ T
d we have ψ− ∈ Ḣ1(�−) and thus localization in x by χ( xn )

is not needed.

Remark 4.5. Theone-phase problem (2.3) dissipates the energy E(t) = 1
2‖η(t)‖2L2

since

1

2
‖η(t)‖2L2 − 1

2
‖η(0)‖2L2 = −κ

∫ t

0
(G−(η)η, η)L2(Rd ) dr � 0.
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By virtue of the upper bound (4.11), if η(t) remains nonnegative on [0, T ] then the
energy dissipation over [0, T ] is bounded by the L1 norm of η:

κ

∫ T

0
(G−(η)η, η)L2(Rd ) dr � κ

∫ T

0
‖η(r)‖L1(Rd ) dr.

Note that this bound is linear, while the energy is quadratic. In the case of constant
viscosity, the same bound was proved in [20] without the sign condition on η.

4.1.3. A priori estimates for η Denote 〈Dx 〉 = (1+|Dx |2) 12 and set ηs = 〈Dx 〉s .
Conjugating the paradifferential equation (4.8) with 〈Dx 〉 gives

∂tηs = κTV · ∇ηs − κTλ(1−B)ηs + f1 (4.19)

where

f1 = κ[〈Dx 〉s, TV · ∇]η − κ[〈Dx 〉s, Tλ(1−B)]η + 〈Dx 〉s f.
As in (4.6) we have ‖V ‖W δ,∞ � F(‖η‖Hs ). This combined with (4.9), (4.6) and
Theorem C.4 (iii) implies that [〈Dx 〉s, TV · ∇] and [〈Dx 〉s, Tλ(1−B)]η are of order
s + 1 − δ, and that

‖ f1‖
H− 1

2
� F(‖η‖Hs )‖η‖Hs

(
1 + ‖η‖

Hs+ 1
2−δ

)
. (4.20)

Taking the L2 inner product of (4.19) with ηs gives

1

2

d

dt
‖ηs‖2L2 = κ(TV · ∇ηs, ηs)L2 − κ(Tλ(1−B)ηs, ηs)L2 + ( f1, ηs)L2 . (4.21)

We have

κ(TV · ∇ηs, ηs)L2 = κ

2

((
TV · ∇ + (TV · ∇)∗)ηs, ηs

)
L2

where by virtue of Theorem C.4 (iii), TV · ∇ + (TV · ∇)∗ is of order 1 − δ and
‖((TV · ∇)∗ + TV · ∇)

ηs‖
H− 1

2+δ � F(‖η‖Hs )‖ηs‖
H

1
2
.

Consequently,

κ|(TV · ∇ηs, ηs)L2 | � F(‖η‖Hs )‖ηs‖
H

1
2
‖ηs‖

H
1
2−δ . (4.22)

Next we write

(Tλ(1−B)ηs, ηs)L2 =
(
T√
ωηs, T√

ωηs

)
L2

+
(
T√
ωηs,

(
(T√

ω)
∗ − T√

ω

)
ηs

)
L2

+
((
Tω − T√

ωT√
ω

)
ηs, ηs

)
L2

(4.23)
where ω = λ(1 − B). In view of (3.50) and (4.3) we have ω � a|ξ |, hence

M
1
2
δ (

√
ω) � F

(
‖η‖Hs ,

1

a

)
.
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According to Theorem C.4 (ii) and (iii), (T√
ω)

∗ − T√
ω and Tω − T√

ωT√
ω are of

order 1
2 − δ and 1 − δ respectively. Thus

∣∣∣
(
T√
ωηs,

(
(T√

ω)
∗ − T√

ω

)
ηs

)
L2

∣∣∣ � ‖T√
ωηs‖H−δ‖((T√

ω)
∗ − T√

ω

)
ηs‖H δ

� F
(

‖η‖Hs ,
1

a

)
‖ηs‖

H
1
2−δ‖ηs‖H 1

2

(4.24)
and∣∣∣

((
Tω − T√

ωT√
ω

)
ηs, ηs

)
L2

∣∣∣ � ‖(Tω − T√
ωT√

ω

)
ηs‖

H− 1
2+δ‖ηs‖H 1

2−δ

� F(‖η‖Hs ,
1

a

)‖ηs‖
H

1
2
‖ηs‖

H
1
2−δ .

(4.25)

In addition, Theorem C.4 (iii) gives that T√
ω

−1T√
ω − Id is of order −δ and that

‖ηs‖
H

1
2

� ‖T√
ω

−1T√
ωηs‖H 1

2
+ F

(
‖η‖Hs ,

1

a

)
‖ηs‖

H
1
2−δ

� F
(

‖η‖Hs ,
1

a

)(
‖T√

ωηs‖L2 + ‖ηs‖
H

1
2−δ

)
,

whence

‖T√
ωηs‖2L2 � 1

F(‖η‖Hs , 1a

)‖ηs‖2
H

1
2

− ‖ηs‖2
H

1
2−δ . (4.26)

Combining (4.23), (4.20), (4.24), (4.25), and (4.26) leads to

−κ(Tλ(1−B)ηs, ηs)L2 � − 1

F (‖η‖Hs , 1a

)‖ηs‖2
H

1
2

+F
(

‖η‖Hs ,
1

a

)
‖ηs‖

H
1
2
‖ηs‖

H
1
2−δ . (4.27)

Putting together (4.21), (4.22), and (4.27) we obtain

1

2

d

dt
‖ηs‖2L2 � − 1

F
(
‖η‖Hs , 1a

)‖ηs‖2
H

1
2

+ F
(
‖η‖Hs ,

1

a

)

(
‖ηs‖

H
1
2
‖ηs‖

H
1
2−δ + ‖ηs‖

H
1
2
‖ηs‖L2

)
. (4.28)

We assume without loss of generality that δ � 1
2 . The gain of δ derivative gives

room to interpolate

‖ηs‖
H

1
2
‖ηs‖

H
1
2−δ � C‖ηs‖1+μ

H
1
2

‖ηs‖1−μL2

for some μ ∈ (0, 1). Applying Young’s inequality yields

1

2

d

dt
‖ηs‖2L2 � − 1

F (‖η‖Hs , 1a

)‖ηs‖2
H

1
2

+ F
(

‖η‖Hs ,
1

a

)
‖ηs‖2L2 ,

where F depends only on (s, h, κ). Finally, using Grönwall’s lemma we obtain the
following a priori estimate for η:
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Proposition 4.6. Let s > 1 + d
2 . Assume that η is a solution of (2.3) on [0, T ]

with the properties (4.1), (4.2) and (4.3). Then there exists an increasing function
F : R

+ × R
+ → R

+ depending only on (s, h, κ) such that

‖η‖L∞([0,T ];Hs ) + ‖η‖
L2
(
[0,T ];Hs+ 1

2
)

� F
(
‖η(0)‖Hs + TF(‖η‖L∞([0,T ];Hs ), a

−1), a−1
)
. (4.29)

In order to close (4.29),we prove a priori estimates for a and h in the next subsection.

4.1.4. A priori estimates for the parabolicity and the depth Using (2.3) (or
the approximate equation (4.32) below) and Theorem 3.14 (with σ = 1

2 ) we first
observe that

‖η(t)− η(0)‖
H− 1

2
�

∫ t

0
‖∂tη(τ)‖

H− 1
2
dτ

� tF (‖η‖L∞([0,t];Hs )

) ‖η‖
L∞

(
[0,t];H 3

2

) � tF(‖η‖L∞([0,t];Hs )).

Hence, by interpolation, for s− = s − δ
2 > 1 + d

2 + δ
2 ,

‖η(t)− η(0)‖Hs− � (‖η(t)‖Hs + ‖η(0)‖Hs )1−θ‖η(t)− η(0)‖θ
H− 1

2
, θ ∈ (0, 1)

and similarly, by virtue of Theorem 3.14 and Corollary 3.25 (note that s− > s −
1
2 − δ),

‖G(η(t))(η(t)− η(0))‖Hs−−1 � F(‖η‖L∞Hs )‖η(t)− η(0)‖Hs− ,

‖(G(η(t)− G(η(0)))η(0)‖Hs−−1 � F(‖η‖L∞Hs )‖η(0)‖Hs‖η(t)− η(0)‖Hs− .

Thus, there exists θ > 0 such that

‖G(η(t))η(t)− G(η(0)η(0)‖L∞ + ‖∇xη(t)− ∇xη(0)‖L∞

+ ‖η(t)− η(0)‖L∞ � tθF(‖η‖L∞([0,t];Hs ).

Recalling the definition in (3.54), we deduce that

inf
(x,t)∈Rd×[0,T ]

(1−B(x, t)) � inf
x∈Rd

(1−B(x, 0))−T θF1
(‖η‖L∞([0,T ];Hs )

)
(4.30)

and that

inf
t∈[0,T ] dist(η(t), �

−) � dist(η0, �
−)− T θF1

(‖η‖L∞([0,T ];Hs )

)
, (4.31)

where θ ∈ (0, 1) and F1 : R
+ → R

+ depends only on (s, h, κ).
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4.1.5. Proof of Theorem 2.3 Having the a priori estimates (4.29), (4.30) and
(4.31) in hand, we turn to prove the existence of Hs solutions of (2.3). By a
contraction mapping argument, we can prove that for each ε ∈ (0, 1) the parabolic
approximation

∂tηε = −κG(ηε)ηε + ε
ηε, ηε|t=0 = η0, (4.32)

has a unique solution ηε in the complete metric space

Eh(Tε) = {v ∈ C([0, Tε]; Hs) ∩ L2([0, Tε]; Hs+1) : dist(v(t), �−)
� h ∀ t ∈ [0, Tε]} (4.33)

provided that Tε is sufficiently small and that dist(η0, �−) � 2h > 0 . Let us note
that the dissipation term ε
ηε in (4.32) has higher order than the term −κG(ηε)ηε
so that the parabolicity coming from −κG(ηε)ηε is not needed in the definition of
Eh .

On the other hand, since η0 ∈ Hs(Rd) with s > 1 + d
2 , applying the upper

bound in Proposition 4.3 with f = η0 we obtain that

inf
x∈Rd

(1 − Bε(x, 0)) � 2a (4.34)

for some constant a > 0 independent of ε. It then follows from the a priori estimates
(4.29), (4.30), (4.31) and a continuity argument that there exists a positive time T
such that T < Tε for all ε ∈ (0, 1). Moreover, on [0, T ], we have the uniform
bounds

inf
(x,t)∈Rd×[0,T ]

(1 − Bε(x, t)) � a, (4.35)

dist(ηε(T ), �
−) � h, (4.36)

‖ηε‖L∞([0,T ];Hs ) + ‖ηε‖
L2
(
[0,T ];Hs+ 1

2
) � F(‖η(0)‖Hs , a−1), (4.37)

whereF depends only on (s, h, κ). In addition, the L2 norm of ηε is nonincreasing
in time since

(G(ηε)ηε, ηε)L2(Rd ) � 0, (
ηε, ηε)L2(Rd ) = −‖∇ηε‖2L2(Rd )
� 0.

Next we show that for any sequence εn → 0, the solution sequence ηn ≡ ηεn is
Cauchy in the space

Zs−1(T ) = L∞ (
[0, T ]; Hs−1

)
∩ L2

(
[0, T ]; Hs− 1

2

)
.

Fix δ ∈ (0, 12 ] satisfying δ < s − 1− d
2 . We introduce the difference ηδ = ηm − ηn

and claim that it satisfies a nice equation:

∂tηδ = −κ(TPηδ − TV · ∇xηδ
) + R1 + R2, (4.38)

where

P = 1

2

(
λn(1 − Bn)+ λm(1 − Bm)

)
, V = 1

2
(Vn + Vm),
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and the remainder terms satisfy

‖R1(t)‖
Hs− 3

2
� F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ(t)‖

Hs− 1
2−δ ,

‖R2(t)‖
Hs− 3

2
� (εm + εn)

(
‖ηm(t)‖

Hs+ 1
2

+ ‖ηn(t)‖
Hs+ 1

2

)

Indeed, taking the difference in (4.32), we obtain

∂tηδ = −κ
(
G−(ηm)ηδ + [G−(ηm)− G−(ηn)]ηn

)
+ εm
ηm − εn
ηn .

and we can directly setR2 := εm
ηm −εn
ηn . For the remaining terms, we apply
Theorem 3.16 (with σ = s − 1

2 − δ) and Theorem 3.24 (with σ = s − 1
2 ) to get

G−(ηm)ηδ + [G−(ηm)− G−(ηn)]ηn = Tλmηδ − Tλn Bnηδ − TVn · ∇xηδ

+ R−
0 (ηm)ηδ + R−

2 (ηm, ηn)ηn .

Note that the remainder R−
0 and R−

2 lead to acceptable terms as inR1, but we also
have

G−(ηn)ηδ + [G−(ηn)− G−(ηm)]ηm = Tλnηδ − Tλm Bmηδ − TVm · ∇xηδ

+ R−
0 (ηn)ηδ + R−

2 (ηn, ηm)ηn .

Thus, by taking the average of the above two identities, we arrive at (4.38).
Now, Hs−1 energy estimates using (4.38) give that

1

2

d

dt
‖ηδ(t)‖2Hs−1 = −κ

(
〈Dx 〉s− 3

2 TBηδ, 〈Dx 〉s− 1
2 ηδ

)
L2

+ κ
(
〈Dx 〉s− 3

2 TV · ∇ηδ, 〈Dx 〉s− 1
2 ηδ

)
L2

+
(
〈Dx 〉s− 3

2R1, 〈Dx 〉s− 1
2 ηδ

)
L2

+
(
〈Dx 〉s− 3

2R2, 〈Dx 〉s− 1
2 ηδ

)
L2

:= I1 + I2 + I3 + I4.

Wecan nowestimate each termone by one. First, it follows from the above estimates
for R1 and R2 that

|I4| � ‖R2‖
Hs− 3

2
‖ηδ‖

Hs− 1
2

� (εm + εn)
(

‖ηm‖2
Hs+ 1

2
+ ‖ηn‖2

Hs+ 1
2

+ ‖ηδ‖2
Hs− 1

2

)
,

|I3| � ‖R1‖
Hs− 3

2
‖ηδ‖

Hs− 1
2

� F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ‖
Hs− 1

2−δ‖ηδ‖Hs− 1
2

� F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ‖1+θ
Hs− 1

2
‖ηδ‖1−θHs−1

� ε∗‖ηδ‖2
Hs− 1

2
+ Cε∗F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ‖2Hs−1 ,
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where ε∗ > 0 is arbitrary. Proceeding as in (4.22), we see that

|I2| � F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ‖
Hs+ 1

2
‖ηδ‖

Hs− 1
2+δ

� ε∗‖ηδ‖2
Hs− 1

2
+ Cε∗F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ‖2Hs−1

and finally, as in (4.27),

I1 � − 1

F
(
‖ηn‖L∞Hs , 1

an

)‖ηδ‖2
Hs− 1

2

+ F
(
‖ηn‖L∞Hs ,

1

an

)
‖ηδ‖

Hs− 1
2
‖ηδ‖

Hs− 1
2+δ

� −
( 1

F(‖ηn‖L∞Hs , 1
an
)

− ε∗
)
‖ηδ‖2

Hs− 1
2

+ Cε∗F
(
‖ηn‖L∞Hs ,

1

an

)
‖ηδ‖2Hs−1 .

Adding all the above estimates yields

1

2

d

dt
‖ηδ(t)‖2Hs−1 � −

( 1

F(‖ηn‖L∞Hs , 1
an
)

− 3ε∗ − εm − εn
)
‖ηδ(t)‖2

Hs− 1
2

+ Cε∗F(‖ηn‖L∞Hs + ‖ηm‖L∞Hs )‖ηδ(t)‖2Hs−1

+ (εm + εn)
(
‖ηm(t)‖2

Hs+ 1
2

+ ‖ηn(t)‖2
Hs+ 1

2

)
.

Bt virtue of the uniform bounds for ηn , there exists c∗ > 0 such that

1

F
(
‖ηn‖L∞([0,T ];Hs ),

1
an

) � c∗ ∀n ∈ N.

Choosing ε∗ = c∗
10 and taking m and n sufficiently large so that εm, εn � c∗

10 , we
obtain

1

2

d

dt
‖ηδ(t)‖2Hs−1 � −c∗

2
‖ηδ‖2

Hs− 1
2

+ C‖ηδ‖2Hs−1

+ (εm + εn)
(

‖ηm‖2
Hs+ 1

2
+ ‖ηn‖2

Hs+ 1
2

)
.

(4.39)

Ignoring the first term on the right-hand side, then integrating in time we obtain

‖ηδ(t)‖2Hs−1 � C
∫ t

0
‖ηδ(τ )‖2Hs−1dτ + C(εm + εn)

(
‖ηm‖2

Hs+ 1
2

+ ‖ηn‖2
Hs+ 1

2

)
.

In view of (4.37), the sequence ‖ηn‖2
L2([0,T ];Hs+ 1

2 )
is bounded, whence Grönwall’s

lemma implies

‖ηδ‖2L∞([0,T ];Hs−1)
� C ′(εm + εn

)
exp(C ′T ) (4.40)
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We then integrate (4.39) in time and use (4.40) to get the dissipation estimate

‖ηδ‖2
L2([0,T ];Hs− 1

2 )
� C ′′(εm + εn

)
exp(C ′′T ). (4.41)

It follows from (4.40) and (4.41) that ηn is a Cauchy sequence in Zs−1(T ). There-
fore, there exists η ∈ Zs(T ) such that ηn → η in Zs−1(T ). By virtue of The-
orem 3.14 and Corollary 3.25, G−(ηn)ηn → G−(η)η in Hs−1 and thus η is a
solution of (2.3) in Zs(T ).

Repeating the above proof of the fact that ηn is a Cauchy sequence in Zs−1(T ),
we obtain the following stability estimate.

Proposition 4.7. Let η1 and η2 be two solutions of (2.3) in Zs(T ) defined by (2.10)
with s > 1 + d

2 and

dist(η j (t), �
−) � h ∀t ∈ [0, T ],

inf
x∈Rd

(1 − Bj (x, t)) � a > 0 ∀t ∈ [0, T ].

Then,

‖η1 − η2‖Zs−1(T ) � F(‖(η1, η2)‖L∞([0,T ];Hs )

)‖(η1 − η2)|t=0‖Hs−1 (4.42)

for some F : R
+ → R

+ depending only on (s, h, a, κ).

Finally, uniqueness and continuous dependence on initial data for the solution
η ∈ Zs−1(T ) constructed above follow at once from Proposition 4.7.

4.2. Proof of Theorem 2.4

We now consider the two-phase problem (2.4)–(2.5). We assume throughout
that either �± = ∅ or b± ∈ Ẇ 1,∞(Rd).

4.2.1. Well-posedness of the elliptic problem (2.5)

Proposition 4.8. Let η ∈ W 1,∞(Rd)∩H
1
2 (Rd). Then there exists a unique solution

f ± ∈ H̃
1
2
�±(R

d),

�±(x) :=
⎧⎨
⎩

∞ if �± = ∅,
∓(η±−b±(x))

2(‖∇xη‖L∞(Rd )+‖b±‖L∞(Rd ))
if b± ∈ Ẇ 1,∞(Rd),

to the system (2.5). Moreover, f ± satisfy

‖ f ±‖
H̃

1
2
�± (R

d )

� C(1 + ‖η‖W 1,∞(Rd ))(1 + ‖(∇xη,∇xb
±)‖L∞(Rd ))�ρ�‖η‖H 1

2 (Rd )
,

(4.43)

where the constant C depends only on (μ±, h).
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Proof. Observe that f ± = q±|� where q± solve the two-phase elliptic problem

⎧⎪⎨
⎪⎩


q± = 0 in �±,
q+ − q− = −�ρ�η, ∂nq+

μ+ − ∂nq−
μ− = 0 on �,

∂ν±q± = 0 on �±.
(4.44)

Here the Neumann boundary conditions need to be modified as in (3.3) when�+ or
�− is empty. Thus, it remains to prove the unique solvability of (4.44). To remove
the jump of q at the interface, let us fix a cut-off χ ∈ C∞(R) satisfying χ(z) = 1
for |z| < 1

2 , χ(z) = 0 for |z| > 1, and set

θ(x, z) = −�ρ�

2
χ(z)e−|z|〈Dx 〉η(x), (x, z) ∈ R

d × R

and

θ(x, y) = θ
(
x,

y − η(x)
h

)
, (x, y) ∈ R

d × R.

Then θ(x, η(x)) = − �ρ�
2 η(x) and θ vanishes near �

±. Moreover, we have

‖θ‖H1(�) � C�ρ�(1 + ‖η‖W 1,∞)‖η‖
H

1
2
, � = �+ ∪�−. (4.45)

We then need to prove that there exists a unique solution r ∈ Ḣ1(�) to the problem
⎧⎪⎪⎨
⎪⎪⎩

−
r = ±
θ in �±,
∂nr
μ+ − ∂nr

μ− = −∂nθ
(

1
μ+ + 1

μ−
)

on �,

∂ν±r = 0 on �±.
(4.46)

The pair q± := r |�± ± θ is the unique solution of (4.44). For a smooth solution
r and for any smooth test function φ : � → R we have after integrating by parts
that

∫

�+
∇r · ∇φ dx +

∫

�

∂nrφ dS = −
∫

�+
∇θ · ∇φ dx −

∫

�

∂nθφ dS

and
∫

�−
∇r · ∇φ dx −

∫

�

∂nrφ dS =
∫

�−
∇θ · ∇φ dx −

∫

�

∂nθφ dS.

Multiplying the first equation by 1
μ+ and the second one by 1

μ− then adding and
using the jump conditions in (4.46) we obtain

1

μ+

∫

�+
∇r · ∇φ dx + 1

μ−

∫

�−
∇r · ∇φ dx

= − 1

μ+

∫

�+
∇θ · ∇φ dx + 1

μ−

∫

�−
∇θ · ∇φ dx .

(4.47)
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Conversely, if r is a sufficiently smooth function that verifies (4.47), then upon
integrating by parts we can show that r solves (4.46). Therefore, r ∈ Ḣ1(�) is a
variational solution of (4.46) if the weak formulation (4.47) is satisfied for all test
functions φ ∈ Ḣ1(�). By virtue of the estimate (4.45) and Proposition 3.3, the
Lax–Milgram theorem guarantees the existence of a unique variational solution r ;
moreover, the variational bound

‖∇r‖L2(�) � C�ρ�(1 + ‖η‖W 1,∞)‖η‖
H

1
2

holds for some constant C depending only on (μ±, h). This combined with (4.45)
implies that q± = r |�± ± θ satisfy the same bound

‖q±‖Ḣ1(�±) � C�ρ�(1 + ‖η‖W 1,∞)‖η‖
H

1
2
.

Finally, (4.43) follows from this and the trace inequalities (A.2) and (A.5). ��

Since it is always possible tofinda ∈ (0, 1) such that�±(x) � ∓a(η±(x)−b±(x)),
we have f ± ∈ H̃

1
2± .

Remark 4.9. (1) In fact, the proof of Proposition 4.8 shows that for η ∈ W 1,∞(Rd)

and g ∈ H
1
2 (Rd), there exists a unique variational solution f ± ∈ H̃

1
2
�±(R

d) to the
system {

f + − f − = g,
1
μ+ G+(η) f + − 1

μ− G−(η) f − = 0.
(4.48)

In addition, there exists a constant C depending only on (μ±, h) such that

‖ f ±‖
H̃

1
2
�± (R

d )
� C(1 + ‖η‖W 1,∞(Rd ))(1 + ‖(∇xη,∇xb

±)‖L∞(Rd ))‖g‖H 1
2 (Rd )

.

(4.49)
(2) If �+ = �− = ∅, then it suffices to assume η ∈ Ẇ 1,∞(Rd) and g ∈ Ḣ

1
2 (Rd)

since localization away from �± is not needed and one can choose

θ(x, z) = 1

2
e−|z||Dx |g(x), (x, z) ∈ R

d × R.

Then, θ(x, y) := θ(x, y − η(x)) satisfies

‖θ‖Ḣ1(�) = ‖θ‖Ḣ1(Rd ) � C(1 + ‖∇xη‖L∞(Rd ))‖g‖Ḣ 1
2 (Rd )

.

Consequently,

‖ f ±‖
H̃

1
2∞(Rd )

� C(1 + ‖∇xη‖L∞(Rd ))
2‖g‖

Ḣ
1
2 (Rd )

. (4.50)
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4.2.2. A priori higher regularity estimate for f± The weak regularity bound
can then be bootstrapped to regularity of the surface η.

Proposition 4.10. Let f ± be the solution of (2.5) as given by Proposition 4.8. If
η ∈ Hs(Rd) with s > 1 + d

2 then for any r ∈ [ 12 , s], we have
‖ f ±‖H̃r± � F(‖η‖Hs )‖η‖Hr . (4.51)

Proof. Fix δ ∈ (
0,min(s − 1 − d

2 , 1)
)
. We first claim that whenever f ± ∈ H̃σ

with σ ∈ [ 12 , s − δ] we have f ± ∈ H̃σ+δ and

‖ f ±‖H̃σ+δ � F(‖η‖Hs )
(‖ f ±‖H̃σ + ‖η‖Hσ+δ

)
. (4.52)

Indeed, applying Theorem 3.16 we have

G±(η) f ± = ∓Tλ f
± + R±

0 (η) f
±,

‖R±
0 (η) f

±‖Hσ−1+δ � F(‖η‖Hs )‖ f ±‖H̃σ± .
Plugging this into the second equation in (2.5) we obtain

∥∥∥∥
1

μ− Tλ f
− + 1

μ+ Tλ f
+
∥∥∥∥
Hσ−1+δ

� F(‖η‖Hs )‖ f ±‖H̃σ± .

However, f + = f − − �ρ�, from the first equation in (2.5), hence

‖Tλ f −‖Hσ−1+δ � F(‖η‖Hs )
(
‖ f ±‖H̃σ± + ‖η‖Hσ+δ

)
. (4.53)

On the other hand, by virtue of Theorem C.4 (ii) we have

‖�(D)g‖Hν = ‖T1g‖Hν � F(‖η‖Hs )(‖Tλg‖Hν−1 + ‖g‖H1,ν−δ ) ∀ν ∈ R.

Combining this with the inequality

‖g‖H̃ν± � ‖g‖
H̃

1
2±

+ ‖ψ(D)g‖Hν ∀ν � 1

2

yields

‖g‖H̃ν± � ‖g‖
H̃

1
2±

+ F(‖η‖Hs )(‖Tλg‖Hν−1 + ‖g‖H1,ν−δ ) ∀ν � 1

2
.

Applying this with g = f − and ν = σ + δ � 1
2 + δ we deduce in view of (4.53)

and (4.43) that

‖ f −‖H̃σ+δ±
� F(‖η‖Hs )

(‖ f ±‖H̃σ± + ‖η‖Hσ+δ
)

for all σ ∈ [ 12 , s − δ]. Clearly, this implies (4.52).
Then, because (4.51) holds for r = 1

2 , an induction argument using (4.52)
shows that (4.51) holds for any r ∈ [ 12 , s]. ��
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4.2.3. Paradifferential reduction

Proposition 4.11. Let s > 1+ d
2 and let δ ∈ (

0, s−1− d
2

)
and δ � 1. Ifη ∈ Hs(Rd)

and f ± ∈ H̃ s± solve the system (2.4)–(2.5), then we have

∂tη = − 1

μ− G−(η) f −

= − 1

μ+ + μ− Tλ
(
�ρ�η − T�B�η

)
+ 1

μ+ + μ− T�V � · ∇η + R(η)
(4.54)

where �B� = B− − B+, �V � = V− − V+, B± and V± are given by

B± = ∇η · ∇ f ± + G±(η) f ±

1 + |∇η|2 , V± = ∇ f ± − B±∇η, (4.55)

and R(η) obeys the bound

‖R(η)‖
Hs− 1

2
� F(‖η‖Hs )‖η‖Hs

(
1 + ‖η‖

Hs+ 1
2−δ

)
(4.56)

for some F : R
+ → R

+ depending only on (s, μ±, �ρ�, h).

Proof. We first apply the paralinearization in Theorem 3.18 to G±(η) f ± with
σ = s, to have

G−(η) f − = Tλ( f
− − TB−η)− TV− · ∇η + R−(η) f −,

G+(η) f + = −Tλ( f
+ − TB+η)+ TV+ · ∇η + R+(η) f +,

(4.57)

where, using Proposition 4.10,

‖R±(η) f ±‖
Hs− 1

2
� F(‖η‖Hs )‖η‖Hs

(
1 + ‖η‖

Hs+ 1
2−δ

)
. (4.58)

In view of the second equation in (2.5), (4.57) yields

Tλ

(
f +

μ+ + f −

μ−

)
= TλTB+

μ+ + B−
μ−
η + TV+

μ+ + V−
μ−

· ∇η + 1

μ+ R+(η) f +

− 1

μ− R−(η) f −. (4.59)

Since f + = f − − �ρ�η, (4.59) implies

Tλ f
− = �ρ�μ−

μ+ + μ− Tλη + 1

μ+ + μ− TλTμ+B−+μ−B+η

+ 1

μ+ + μ− Tμ+V−+μ−V+ · ∇η

+ 1

μ+ + μ−
(
μ−R+(η) f + − μ+R−(η) f −)

.

Plugging this into the first equation in (4.57), we arrive at (4.54) with

R(η) = − 1

μ+ + μ−
(
R+(η) f + − μ+

μ− R−(η) f −)
.

In view of (4.58), this finishes the proof. ��
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When the top fluid is vacuum, equation (4.54) reduces to equation (4.8) previously
obtained for the one-phase problem. Remarkably, (4.54) together with the fact that

Tλ
(
�ρ�η − T�B�η

)
∼ Tλ(�ρ�−�B�)η

shows that the two-phase Muskat problem is parabolic so long as the Rayleigh–
Taylor condition RT = √

1 + |∇η|2(�ρ�−�B�) > 0 holds. In addition, for constant
viscosity, �μ� = 0, by using (2.8) and (2.9) we find that the parabolic term becomes
explicit

Tλ(�ρ�−�B�)η = Tλ�ρ�(1+|∇xη|2)−1η. (4.60)

4.2.4. Proof of Theorem 2.4 We observe that the paradifferential equation (4.54)
has the same form as equation (4.8) for the one-phase problem. In particular, an
Hs energy estimate on [0, T ] can be obtained as in Section4.1.3 provided that
RT(x, t) > 0 for all (x, t) ∈ R

d ×[0, T ]. This stability condition can be propagated
as in Section4.1.4 if it is assumed to hold at initial time. In the rest of this subsection,
we only sketch the approximation scheme that preserves the aforementioned a priori
estimates.

For each ε ∈ (0, 1), consider the approximate problem

∂tηε = − 1

μ− G−(ηε) f −
ε + ε
ηε, (4.61)

where f ±
ε solves (2.5):

{
f +
ε − f −

ε = (ρ+ − ρ−)ηε,
1
μ+ G+(ηε) f +

ε − 1
μ− G−(ηε) f −

ε = 0.
(4.62)

Proposition 4.12. Let s > 1 + d
2 with d � 1. For each η0 ∈ Hs(Rd) with

dist(η0, �±) > 2h > 0, there exist Tε = Tε(‖η0‖Hs , h, s, μ±, �ρ�) > 0 and a
unique solution ηε to (4.61)–(4.62) on [0, Tε] such that ηε|t=0 = η0,

ηε ∈ C([0, Tε]; Hs(Rd)) ∩ L2([0, Tε]; Hs+1(Rd)),

and

dist(ηε(t), �
±) � h ∀t ∈ [0, Tε].

Proof. The unique existence of ηε can be obtained via a contraction mapping
argument in the space

E ′
h(Tε) = {v ∈ L∞([0, Tε]; Hs) ∩ L2([0, Tε]; Hs+1) : dist(v(t), �±)
� h almost everywhere t ∈ [0, Tε]} (4.63)

provided that Tε is sufficiently small. Note the similarity between E ′
h and Eh defined

by (4.33). ��
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Appendix A. Traces for Homogeneous Sobolev Spaces

A.1. Infinite Strip-Like Domains

Let η1 and η2 be two Lipchitz functions onR
d , η j ∈ Ẇ 1,∞(Rd), such that η1 > η2.

Set

L = ‖∇η1‖L∞ + ‖∇η2‖L∞ , �(x) = η1(x)− η2(x)
2L

.

Consider the infinite strip-like domain

U = {(x, y) ∈ R
d+1 : η2(x) < y < η1(x)}. (A.1)

We record in this Appendix the trace theory in [49] (see also [60]) for Ḣ1(U )where

Ḣ1(U ) = {u ∈ L2
loc(U ) : ∇u ∈ L2(U )}/ R.

Theorem A.1. ([49, Theorem 5.1]) There exists a unique linear operator

Tr : Ḣ1(U )→ L2
loc(R

d)

such that the following hold:

(1) Tr(u) = u|∂U for all u ∈ Ḣ1(U ) ∩ C(U ).
(2) There exists a positive constant C = C(d) such that for all u ∈ Ḣ1(U ), the

functions g j = Tr(u)(·, η j (·)) are in H̃
1
2
�(R

d) and satisfy

‖g j‖
H̃

1
2
� (R

d )
� C(1 + L)‖u‖Ḣ1(U ), (A.2)

∫

Rd

|g1(x)− g2(x)|2
η1(x)− η2(x) dx � C

∫

U
|∂yu(x, y)|2 dx dy. (A.3)

Recall that the space H̃
1
2
�(R

d) is defined by (3.5).

Theorem A.2. ([49, Theorem 5.4]) Suppose that g1 and g2 are in H̃
1
2
a(η1−η2)(R

d)

for some a ∈ (0, 1) such that

∫

Rd

|g1(x)− g2(x)|2
η1(x)− η2(x) dx <∞.
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Then there exists u ∈ Ḣ1(U ) such that Tr(u)(·, η j (·)) = g j and

‖u‖2
Ḣ1(U )

� C(1 + L)2
∫

Rd

|g1(x)− g2(x)|2
η1(x)− η2(x) dx

+C(1 + L)2

⎛
⎝‖g1‖2

H̃
1
2
a(η1−η2)(R

d )

+ ‖g2‖2
H̃

1
2
a(η1−η2)(R

d )

⎞
⎠ (A.4)

where C = C(d).

A.2. Lipschitz Half Spaces

For a Lipschitz function η on R
d we consider the associated half-space

U = {(x, y) ∈ R
n+1 : y < η(x)}.

Theorem A.3. There exists a unique linear operator

Tr : Ḣ1(U )→ L2
loc(R

d)

such that the following hold:

(1) Tr(u) = u|∂U for all u ∈ Ḣ1(U ) ∩ C(U ).
(2) There exists a positive constant C = C(d) such that for all u ∈ Ḣ1(U ), the

function g = Tr(u)(·, η(·)) is in H̃
1
2∞(Rd) and satisfies

‖g‖
H̃

1
2∞(Rd )

� C(1 + ‖∇η‖L∞(Rd ))‖u‖Ḣ1(U ). (A.5)

Theorem A.4. For each g ∈ H̃
1
2∞(Rd), there exists u ∈ Ḣ1(U ) such that

Tr(u)(·, η(·)) = g and

‖u‖Ḣ1(U ) � C(1 + ‖∇η‖L∞(Rd ))‖g1‖
H̃

1
2∞(Rd )

(A.6)

where C = C(d).

A.3. Trace of Normalized Normal Derivative

We consider the infinite strip-like domain

Uh = {(x, y) ∈ R
d × R : η(x)− h < y < η(x)}

of width h underneath the graph of η

� = {(x, η(x)) : x ∈ R
d}.

Note that n = 1√
1+|∇η| (−∇η, 1) is the upward pointing unit normal to �.
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Our goal is to show that for any function u in the homogeneous maximal domain
of the Laplace operator 


E(Uh) = {u ∈ Ḣ1(Uh) : 
x,yu ∈ L2(Uh)},
the trace √

1 + |∇η|2 ∂u
∂n

|� = ∂yu(x, η(x))− (∇xu)(x, η(x)) · ∇η(x)

makes sense in H− 1
2 (Rd).

Theorem A.5. Assume that η ∈ Ẇ 1,∞(Rd). There exists a unique linear operator

N : E(Uh)→ H− 1
2 (Rd) such that the following hold:

(1) N (u) = √
1 + |∇η|2 ∂u

∂n |� if u ∈ Ḣ1(Uh) ∩ C1(Uh).
(2) There exists an absolute constant C > 0 such that

‖N (u)‖
H− 1

2 (Rd )
� Ch− 1

2 (1 + ‖∇η‖L∞)‖∇x,yu‖L2(Uh)

+Ch− 1
2 ‖
x,yu‖L2(Uh)

for all u ∈ E(Uh).

Proof. Set S = R
d×(−1, 0) and introduce θ(x, z) = η(x)+zh for (x, z) ∈ S. It is

clear that (x, z) �→ (x, θ(x, z)) is a diffeomorphism from S ontoUh . If f : Uh → R

we denote f̃ (x, z) = f (x, θ(x, z)). It follows that

(∂y f )(x, θ(x, z)) = 1

h
∂z f̃ (x, z),

(∇x f )(x, θ(x, z)) =
(

∇x − ∇η
h
∂z

)
f̃ (x, z) :=  f̃ .

For u ∈ E(U ) we have that f = 
u satisfies

f̃ = divx,z(A∇x,z ũ) (A.7)

with

A =
[

I d −∇η
h

− (∇η)T
h

1+|∇η|2
h2

.

]
(A.8)

Equivalently, we have

divx  ũ + ∂z
(

−∇η
h

∇x ũ + 1 + |∇η|2
h2

∂z ũ

)
= f̃ . (A.9)

Let us consider the quantity

(∂yu)(x, θ(x, z))− (∇xu)(x, θ(x, z)) · ∇η(x)
= 1

h
∂z ũ(x, z)− ∇η(x, z) ·

(
∇x − ∇η

h
∂z

)
ũ(x, z)

= −∇η(x)
h

· ∇x ũ(x, z)+ 1 + |∇η(x, z)|2
h2

∂z ũ(x, z)

:= �(x, z).
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Using the first expression we deduce easily that

‖�‖L2((−1,0);L2(Rd )) � h− 1
2 (1 + ‖∇η‖L∞)‖∇x,yu‖L2(Uh)

. (A.10)

Moreover, (A.9) implies

∂z� = f̃ − divx  ũ. (A.11)

Note that if u ∈ C1(U ) then

∂yu(x, η(x))− (∇xu)(x, η(x)) · ∇η(x) = �(x, 0).

We shall appeal to Theorem A.6 below to prove that the trace�|z=0 is well-defined

in H− 1
2 (Rd) for u ∈ Ḣ1(Uh). To this end, we use (A.11) to have

‖∂z�‖L2((−1,0);H−1(Rd )) � ‖ f̃ ‖L2((−1,0);H−1(Rd )) + ‖ ũ‖L2((−1,0);L2(Rd ))

where

‖ ũ‖L2((−1,0);L2(Rd )) � h− 1
2 ‖∇xu‖L2(Uh)

.

On the other hand,

‖ f̃ ‖L2((−1,0);H−1(Rd )) � ‖ f̃ ‖L2(S) � h− 1
2 ‖ f ‖L2(Uh)

,

hence

‖∂z�‖L2((−1,0);H−1(Rd )) � h− 1
2
(‖ f ‖L2(Uh)

+ ‖∇xu‖L2(Uh)

)
. (A.12)

Combining (A.10) and (A.12) we conclude by virtue of Theorem A.6 that � ∈
C([−1, 0]; L2(Rd)) and

‖�‖C([−1,0];L2(Rd )) � Ch− 1
2 (1 + ‖∇η‖L∞)‖∇x,yu‖L2(Uh)

+ Ch− 1
2 ‖ f ‖L2(Uh)

(A.13)
for some absolute constant C > 0. ��

Theorem A.6. ([48, Theorem 3.1]) Let s ∈ R and I be a closed (bounded
or unbounded) interval in R. Let u ∈ L2

z (I, H
s+ 1

2 (Rd)) such that ∂zu ∈
L2
z (I, H

s− 1
2 (Rd)). Then u ∈ BC(I, Hs(Rd)) and there exists an absolute con-

stant C > 0 such that

sup
z∈I

‖u(z, ·)‖Hs (Rd ) � C

(
‖u‖

L2(I,Hs+ 1
2 (Rd ))

+ ‖∂zu‖
L2(I,Hs− 1

2 (Rd ))

)
.
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A.4. Proof of Proposition 3.2

Assuming (3.14), let us prove (3.15). By comparing σ1 with min{σ1, σ2} + M it
suffices to prove the following claim. If σ � 2h > 0 for some h > 0, then for any
M > 0, there exists C = C(d, h,M) such that

‖ f ‖
H̃

1
2
σ+M

� C‖ f ‖
H̃

1
2
σ

. (A.14)

By iteration, (A.14) will follow from the same estimate with M replaced by δ = h
10 .

To prove this, we first note that

‖ f ‖2
H̃

1
2
σ+δ

= ‖ f ‖2
H̃

1
2
σ

+
∫

x∈Rd

∫

{σ(x)�|k|�σ(x)+δ}
| f (x + k)− f (x)|2

|k|d+1 dk dx := ‖ f ‖2
H̃

1
2
σ

+ J.

Letting θ(x) = 1 − h
2σ(x) , we have θ ∈ [ 12 , 1] and

|yθ(x)| � σ(x)− h

4
when |y| � σ(x)+ δ. (A.15)

Then, for |u| � h/4, we decompose J � 2J1 + 2J2 where

J1 =
∫

x∈Rd

∫

{σ(x)�|k|�σ(x)+δ}
| f (x + k)− f (x + θk + u)|2

|k|d+1 dk dx

J2 =
∫

x∈Rd

∫

{σ(x)�|k|�σ(x)+δ}
| f (x + θk + u)− f (x)|2

|k|d+1 dk dx .

We can easily dispense with J2 by changing variable k �→ z = θk + u and using
(A.15):

J2 �
∫

x∈Rd

∫

{|z|�σ(x)}
| f (x + z)− f (x)|2

|z|d+1 dx dz = ‖ f ‖2Hs
σ

uniformly in |u| � h/4. To estimate J1, we average over |u| � h/4:

J1 � h−d
∫

u∈B(0,h/4)

∫

x∈Rd

∫

{σ(x)�|k|�σ(x)+δ}
| f (x + k)− f (x + k + (θ − 1)k + u)|2

|k|d+1 dk dx du.
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Since |(θ − 1)k + u| � h, by the changes of variables u �→ (θ − 1)k + u and then
k �→ k + x , we get

J1 � h−d
∫

u∈B(0,h)

∫

x,k∈Rd

| f (x + k)− f (x + k + u)|2
|k|d+1 1{σ(x)�|k|�σ(x)+δ} dk dx du

� h−d
∫

z∈Rd

∫

u∈B(0,h)
| f (z)− f (z + u)|2

{∫

x∈Rd

1

|z − x |d+1 1{σ(x)�|z−x |�σ(x)+δ} dx
}
du dz

� h
∫

z∈Rd

∫

u∈B(0,h)
| f (z)− f (z + u)|2

|u|d+1 du dz

� h‖ f ‖2
H

1
2
σ

,

which finishes the proof.

Appendix B. Proof of (2.8) and (2.9)

Since p+(x, η(x)) = p−(x, η(x)) we have

∇x p
+ − ∇x p

− = (∂y p− − ∂y p+)∇η on � = {y = η(x)}.
Then

√
1 + |∇η|2RT = −(∇x p

+ − ∇x p
−)|� · ∇η + (∂y p+ − ∂y p−)|�

= (∂y p+ − ∂y p−)|�(1 + |∇η|2).
Finally, using the fact that

∂y p
±|� = ∂yq±|� − ρ± = B± − ρ±,

we obtain

RT =
√
1 + |∇η|2[(ρ− − ρ+)− (B− − B+)],

which proves (2.8). As for (2.9), we use the Darcy law (1.5) and the continuity (1.7)
of u · n to have

μ±u · n + ∇ p± = −(0, ρ±) · n = −ρ±(1 + |∇η|2)− 1
2 ,

yielding

RT = (∇ p+ − ∇ p−) · n = (μ− − μ+)u · n + (ρ− − ρ+)ρ±(1 + |∇η|2)− 1
2 .
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Appendix C. Paradifferential Calculus

This section is devoted to a review of basic features of Bony’s paradifferential
calculus (see for example [3,12,45,52]).

Definition C.1. 1. (Symbols) Given ρ ∈ [0,∞) and m ∈ R, �m
ρ (R

d) denotes the
space of locally bounded functions a(x, ξ) on R

d × (Rd\0), which are C∞ with
respect to ξ for ξ �= 0 and such that, for all α ∈ N

d and all ξ �= 0, the function
x �→ ∂αξ a(x, ξ) belongs to W ρ,∞(Rd) and there exists a constant Cα such that

∀|ξ | � 1

2
, ‖∂αξ a(·, ξ)‖Wρ,∞(Rd ) � Cα(1 + |ξ |)m−|α|.

Let a ∈ �m
ρ (R

d), we define the semi-norm

Mm
ρ (a) = sup

|α|�2(d+2)+ρ
sup

|ξ |� 1
2

‖(1 + |ξ |)|α|−m∂αξ a(·, ξ)‖Wρ,∞(Rd ). (C.1)

2. (Paradifferential operators) Given a symbol a, we define the paradifferential
operator Ta by

T̂au(ξ) = (2π)−d
∫
χ(ξ − η, η)̂a(ξ − η, η)�(η)̂u(η) dη, (C.2)

where â(θ, ξ) = ∫
e−i x ·θa(x, ξ) dx is the Fourier transform of a with respect to

the first variable; χ and � are two fixed C∞ functions such that

�(η) = 0 for |η| � 1

5
, �(η) = 1 for |η| � 1

4
, (C.3)

and χ(θ, η) satisfies, for 0 < ε1 < ε2 small enough,

χ(θ, η) = 1 if |θ | � ε1|η|, χ(θ, η) = 0 if |θ | � ε2|η|,
and such that

∀(θ, η), |∂αθ ∂βη χ(θ, η)| � Cα,β(1 + |η|)−|α|−|β|.

Remark C.2. The cut-off χ can be appropriately chosen so that when a = a(x),
the paradifferential operator Tau becomes the usual paraproduct.

Definition C.3. Letm ∈ R. An operator T is said to be of orderm if, for allμ ∈ R,
it is bounded from Hμ to Hμ−m .

Symbolic calculus for paradifferential operators is summarized in the following
theorem:

Theorem C.4. (Symbolic calculus) Let m ∈ R and ρ ∈ [0, 1).
(i) If a ∈ �m

0 (R
d), then Ta is of order m. Moreover, for all μ ∈ R there exists a

constant K such that
‖Ta‖Hμ→Hμ−m � KMm

0 (a). (C.4)
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(ii) If a ∈ �m
ρ (R

d), b ∈ �m′
ρ (R

d) then TaTb−Tab is of order m+m′ −ρ. Moreover,
for all μ ∈ R there exists a constant K such that

‖TaTb − Tab‖Hμ→Hμ−m−m′+ρ � K (Mm
ρ (a)M

m′
0 (b)+ Mm

0 (a)M
m′
ρ (b)).

(C.5)
(iii) Let a ∈ �m

ρ (R
d). Denote by (Ta)∗ the adjoint operator of Ta and by a the

complex conjugate of a. Then (Ta)∗ − Ta is of order m − ρ where Moreover,
for all μ there exists a constant K such that

‖(Ta)∗ − Ta‖Hμ→Hμ−m+ρ � KMm
ρ (a). (C.6)

Remark C.5. In the definition (C.2) of paradifferential operators, the cut-off �
removes the low frequency part of u. In particular, when a ∈ �m

0 we have

‖Tau‖Hσ � CMm
0 (a)‖∇u‖Hσ+m−1 .

Tohandle symbols of negativeZygmund regularity,we shall appeal to the following.

Proposition C.6. ([3, Proposition 2.12]) Let m ∈ R and ρ < 0. We denote by
�̇m
ρ (R

d) the class of symbols a(x, ξ) that are homogeneous of order m in ξ , smooth

in ξ ∈ R
d\{0} and such that

Mm
ρ (a) = sup

|α|�2(d+2)+ρ
sup

|ξ |� 1
2

‖|ξ ||α|−m∂αξ a(·, ξ)‖Cρ∗ (Rd ) <∞.

If a ∈ �̇m
ρ then the operator Ta defined by (C.2) is of order m − ρ.

Notation C.7. If a and u depend on a parameter z ∈ J ⊂ R we denote

(Tau)(z) = Ta(z)u(z), Mm
ρ (a; J ) = sup

z∈J
Mm
ρ (a(z)).

If Mm
ρ (a; J ) is finite we write a ∈ �m

ρ (R
d × J ).

Definition C.8. Given two functions a, u defined on R
d the Bony’s remainder is

defined by

R(a, u) = au − Tau − Tua.

We gather here several useful product and paraproduct rules.

Theorem C.9. Let s0, s1 and s2 be real numbers.

(1) For any s ∈ R,
‖Tau‖Hs � C‖a‖L∞‖u‖Hs . (C.7)

(2) If s0 � s2 and s0 < s1 + s2 − d
2 , then

‖Tau‖Hs0 � C‖a‖Hs1 ‖u‖Hs2 . (C.8)
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(3) If s1 + s2 > 0 then

‖R(a, u)‖
Hs1+s2− d

2 (Rd )
� C‖a‖Hs1 (Rd )‖u‖Hs2 (Rd ), (C.9)

‖R(a, u)‖Hs1+s2 (Rd ) � C‖a‖Cs1∗ (Rd )
‖u‖Hs2 (Rd ). (C.10)

(4) If s1 + s2 > 0, s0 � s1 and s0 < s1 + s2 − d
2 then

‖au − Tau‖Hs0 � C‖a‖Hs1 ‖u‖Hs2 . (C.11)

(5) If s1 + s2 > 0, s0 � s1, s0 � s2 and s0 < s1 + s2 − d
2 then

‖u1u2‖Hs0 � C‖u1‖Hs1 ‖u2‖Hs2 . (C.12)

Theorem C.10. Consider F ∈ C∞(CN ) such that F(0) = 0.

(i) For s > d
2 , there exists a non-decreasing function F : R+ → R+ such that, for

any U ∈ Hs(Rd)N ,

‖F(U )‖Hs � F(‖U‖L∞
)‖U‖Hs . (C.13)

(ii) For s > 0, there exists an increasing function F : R+ → R+ such that, for
any U ∈ Cs∗(Rd)N ,

‖F(U )‖Cs∗ � F(‖U‖L∞
)‖U‖Cs∗ . (C.14)

Theorem C.11. ([10, Theorem 2.92] and [52, Theorem 5.2.4]) (Paralinearization
for nonlinear functions) Letμ, τ be positive real numbers and let F ∈ C∞(CN ) be
a scalar function satisfying F(0) = 0. IfU = (u j )

N
j=1 with u j ∈ Hμ(Rd)∩Cτ∗ (Rd)

then we have
F(U ) = �N

j=1T∂ j F(U )u j + RF (U ) (C.15)

with

‖RF (U )‖Hμ+τ � F(‖U‖L∞)‖U‖Cτ∗ ‖U‖Hμ.
Recall the definitions (3.32). The next proposition provides parabolic estimates for
elliptic paradifferential operators.

Proposition C.12. ([3, Proposition 2.18]) Let r ∈ R, � ∈ (0, 1), J = [z0, z1] ⊂ R

and let p ∈ �1
�(R

d × J ) satisfying

Re p(z; x, ξ) � c|ξ |,
for some positive constant c. Then for any f ∈ Yr (J ) and w0 ∈ Hr (Rd), there
exists w ∈ Xr (J ) solution of the parabolic evolution equation

∂zw + Tpw = f, w|z=z0 = w0, (C.16)

satisfying

‖w‖Xr (J ) � F
(
M1
�(p),

1

c

) (‖w0‖Hr + ‖ f ‖Yr (J )
)

for some increasing function F depending only on r and �. Furthermore, this
solution is unique in Xs(J ) for any s ∈ R.
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Appendix D. Proof of Lemma 3.10

(1) Assuming (3.33), we prove (3.34). We decompose u1u2 = Tu1u2 + Tu2u1 +
R(u1, u2). Since s0 � s2 + 1 and s1 + s2 > s0 + d

2 − 1, (C.8) gives

‖Tu1u2‖L2Hs0− 1
2

� ‖u1‖L∞Hs1 ‖u2‖
L2Hs2+ 1

2
� ‖u1‖Xs1 ‖u2‖Xs2 .

The paraproduct Tu2u1 can be estimated similarly. As for R(u1, u2) we use (C.9)
and the conditions s1 + s2 + 1 > 0 and s1 + s2 > s0 + d

2 − 1:

‖R(u1, u2)‖L1Hs0 � ‖u1‖
L2Hs1+ 1

2
‖u2‖

L2Hs2+ 1
2

� ‖u1‖Xs1 ‖u2‖Xs2 .

(2) Assuming (3.35), we prove (3.36). Again, we decompose u1u2 = Tu1u2 +
Tu2u1 + R(u1, u2). If u1 = a + b with a ∈ L1Hs1 and b ∈ L2Hs1− 1

2 then

u1u2 = Tau2 + Tbu2 + Tu2a + Tu2b + R(a, u2)+ R(b, u2).

Using the conditions s0 � s2 and s1 + s2 > s0 + d
2 , we can apply (C.8) to get

‖Tau2‖L1Hs0 � ‖a‖L1Hs1 ‖u2‖L∞Hs2 ,

‖Tbu2‖
L2Hs0− 1

2
� ‖b‖

L2Hs1− 1
2
‖u2‖L∞Hs2 .

Next from the conditions s0 � s1 and s1 + s2 > s0 + d
2 , (C.8) yields

‖Tu2a‖L1Hs0 � ‖u2‖L∞Hs2 ‖a‖L1Hs1 ,

‖Tu2b‖L2Hs0− 1
2

� ‖u2‖L∞Hs2 ‖b‖
L2Hs1− 1

2
.

Finally, under the conditions s1 + s2 > 0 and s1 + s2 > s0 + d
2 , using (C.9) we

obtain

‖R(a, u2)‖L1Hs0 � ‖a‖L1Hs1 ‖u2‖L∞Hs2 ,

‖R(b, u2)‖L1Hs0 � ‖b‖
L2Hs1− 1

2
‖u2‖

L2Hs2+ 1
2
.

We have proved that

‖u1u2‖Y s0 � (‖a‖L1Hs1 + ‖b‖
L2Hs1− 1

2
)‖u2‖Xs2

for any decomposition u1 = a+ b. Therefore, (3.36) follows. We have also proved
(3.37), (3.38) and (3.39).
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