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ARTICLE INFO ABSTRACT

The ability of Immersive Virtual Reality (IVR) systems to mimic the real world has made it possible to use this
technology to create environments for remote collaborative work. This study aimed to understand the feasibility
of immersive virtual reality when conducting a collaborative Information Architecture (IA) design task-card
sorting, with geographically dispersed participants. Using a between-subjects experimental design, thirty groups
of two individuals each completed a card sorting activity using conventional in-person, video screen-sharing
method or immersive virtual reality methods. The dependent measures included total time, percentage match
with master card set, usability, presence and perceived workload. Overall usability was found to be significantly
higher for the immersive virtual reality condition when compared to conventional in-person card sorting. In
addition, the new immersive virtual reality technology performed as well as the other two conditions for other
dependent variables. Qualitative data from the participants also indicated a positive reaction to the use of
immersive virtual reality for this task. Overall, the participants felt they were productive and enjoyed the IVR
condition, indicating the potential of IVR-based approaches as an alternative to conventional approaches for IA
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1. Introduction

Information system design and development is an interdisciplinary
activity requiring collaborative involvement from multiple stakeholders
(Choi et al., 2015; Eppinger and Ulrich, 2011). Collaboration is often
required on user-centered design and usability testing procedures,
generally involving the users, designers and other stakeholders to de-
velop a product that fits the needs of the end user (Wentzel et al., 2016;
Jaspers, 2009; Pagliari, 2007). User-centered design takes into account
the needs, desires, and limitations of end users at all stages of system
development to incorporate those requirements into the product
(Juarez-Ramirez, 2017; Rubin and Chisnell, 2011). Information Archi-
tecture (IA) design, a subset of user-centered design process, is the
design, implementation and evaluation of an information space to fa-
cilitate task completion and intuitive access to content (Dillon, 2002;
Rosenfeld and Morville, 2002). The foundational components for
creating an IA include organizing schemes and structures, labeling
systems, navigating systems, and search systems (Rosenfeld and
Morville, 2002). Card sorting is one commonly used IA design tool to

understand how users categorize the information that will appear in an
information space (Sinha, 2003; Spencer, 2009). Generally, in a card
sorting session, users meet in person to organize topics into categories
that make sense to them (Maguire, 2001; Wentzel et al., 2016). The
results of a card sorting exercise are used to develop the Information
Architecture of a software system. Literature suggests two techniques to
conduct card sorting: open card sort and closed card sort. An open card
sort allows participants to group the cards in as many categories as they
wish. In an open card sort, participants are either asked to identify one
of the existing cards in each group as the title card or create a title card
for each group (Wentzel et al., 2016). A closed card sort gives users a set
of predefined title cards (categories) and asks the users to organize the
cards into those predefined categories (Karreman, Arendsen and van
der Geest, 2010). Traditionally, card sorting involves participants
sorting cards into meaningful groups and requires the physical presence
of all parties involved (Eppinger and Ulrich, 2011; Wentzel et al., 2016;
Zimmerman and Akerelrea, 2002).

For global enterprises, collaboration in a software system design can
be difficult due to cost, time and other logistical constraints.
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Considering the vast potential of immersive virtual reality for remote
technology assisted collaboration, the possibility of carrying out card
sorting remotely remains an open question. Immersive Virtual Reality
(IVR) is sometimes referred to as Immersive Computing Technology
(ICT) and consists of technology that enables people to immerse
themselves in a virtual world (Berg and Vance, 2017). Although IVR in
its present form started roughly 50 years ago, only over the past 25
years has a vast amount of research been conducted in this area (Sun
et al., 2015; Slater and Sanchez-Vives, 2016). Ivan Sutherland envi-
sioned the potential for virtual reality and created some of the initial
technology for immersive VR experiences in the 1960s (Sutherland,
1965; Slater and Sanchez-Vives, 2016). In the 1980s, NASA developed a
full VR system called VIEW consisting of all the same elements used
today, including a light-weight Head Mounted Display (HMD), audio,
body tracking, tracking gloves to allow interaction with objects in the
virtual environment, tactile and force feedback, and connection cap-
abilities to telerobotic systems (Slater and Sanchez-Vives, 2016). Today,
display technologies are available in various forms and sizes, including
a single large projection screen, multiple connected projection screens
known as CAVE (Cruz-Neira et al., 1993), stereo-capable monitors with
desktop tracking, input device and head mounted displays (Berg and
Vance, 2017; Nichols, 1999; Nichols and Patel, 2002). Audio is gen-
erally provided through headphones, single-speaker, or a full-surround
system as appropriate for the environment (Berg and Vance, 2017).
Immersive VR experiences vary depending on the level of simulation
used and the corresponding technology leading to the need to choose
the right technology to meet task demands (Azuma, 1997; Wilson,
1999).

The ability of virtual reality technology to mimic the real world,
providing a sense of place and reality leading to a superior sensory
experience, is its distinguishing factor (Burdea and Coiffet, 2003; Slater
and Sanchez-Vives, 2016). This unique characteristic of virtual reality
has resulted in a wide array of applications including the medical field
which has benefited from this technology as a training platform for new
surgical procedures and to train novices (Liu et al., 2003; Alaraj et al.,
2011; Seymour et al., 2002; Slater and Sanchez-Vives, 2016). It has
been used extensively in education as a platform for enhanced visua-
lization, motivation, and interaction with a positive outcome among
teachers and students (Gopinath and Tucker, 2015; Mikropoulos and
Natsis, 2011; Pantelidis, 1995). Telepresence for remote communica-
tion, architectural visualization, psychology (Slater and Sanchez-Vives,
2016), molecular biology (3D view of molecular structures) (Lee et al.,
2009), aircraft inspection training (Vora et al., 2002), transportation
research (Deb et al., 2017) and VR-based ergonomic design of work-
stations (Nguyen et al., 2017) are among the areas where it has been
applied. With an increase in computing power and decrease in the costs
of this technology, VR now encompasses leisure and entertainment
applications (Howarth and Finch, 1999; Zyda, 2005). Another im-
portant area of application of virtual reality is remote collaboration,
such as factory planning, engineering education, engineering design,
and new product design (Christian, Madathil et al., 2017; Christian,
Galambos, Csapd, Zentay Baranyi, 2014; Bertrand et al., 2015;
Bhargava et al., 2018; Berg and Vance, 2017 Gopinath and Tucker,
2015; Slater and Sanchez-Vives, 2016).

Research related to technology-assisted collaborative work focuses
on work activity and seeking ways to distribute and coordinate the
activity across geographically dispersed users (Benford et al., 2000).
When people meet to carry out a task, awareness of group members and
processes, referred to as group awareness, is an important aspect.
Technological advances in communication and collaboration has at-
tempted to recreate group awareness which forms the basis for Com-
puter Supported Cooperative Work (CSCW) (Gross et al., 2005). Of the
many different perspectives of CSCW, the technology-centric view is
defined as developing ways to design computer technology that will
further support collaboration and people working collectively (Greif,
1988; Mills, 2003). CSCW is synchronous when people work in the
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same room at the same time, distributed synchronous when people
work at the same time but in different places. It is asynchronous when
people work on a task at different times but at the same place, and
distributed and asynchronous when the task is being performed in
different places and at different times (Palmer and Fields, 1994).

Knowledge exchange, data visualization, and task complexity ana-
lysis are some areas in which computer supported remote collaboration
can be used (Fleury et al., 2015). Although video conferencing and
screen sharing are some methods of CSCW, recently virtual reality has
taken precedence. It has been applied to, and studied in, the field of
education with students participating through virtual avatars (De Lucia,
Francese, Passero and Tortora, 2009). The potential advantage of vir-
tual reality in substituting traditional meetings and conventional online
meeting applications has also been studied for engineering and product
design (Firat Ozkan and Greenstein, 2011).

Collaborative virtual reality systems are generally three-dimen-
sional (3D) simulated environments that help users interact with each
other in real time and can participate through their ‘avatars’ (Chalil
Madathil & Greenstein, 2011, 2017; Narasimha et al., 2018a). With a
simulated digital landscape, these collaborative virtual reality systems
assist collaborative work between teams that are geographically sepa-
rated (Churchill and Snowdon, 1998). Understanding collaboration in
these 3D environments is necessary to evaluate and improve these
systems. A review of the literature indicates the presence of multiple
models designed to understand collaboration in these environments
including the Awareness Evaluation Model (Neale et al., 2004). This
framework (Fig. 1) identifies multiple variables to consider when
evaluating collaborative activities in computer-supported environments
(Neale et al., 2004). The variables include contextual factors, work
coupling, communication, coordination, and common ground between
group members (Neale et al., 2004). Each of these components combine
to produce activity awareness within a group. This framework for as-
sessing activity awareness can be used to evaluate collaboration in both
face-to-face interactions and technology-assisted collaborative activ-
ities.

1.1. Motivation
The emergence of high speed internet technologies has resulted in

the concept of the global village, and next generation products ad-
dressing its needs. In such a scenario when prospective users are wide-
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Fig. 1. Awareness evaluation model (adapted from Neale et al., 2004).
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CONVENTIONAL CARD SORTING CONDITION

Participants

Test Facilitators

ROOM 1

a. Experimental setup for conventional card sorting

SCREEN-SHARING / VIRTUAL REALITY CARD SORTING CONDITION

Participant 1 Test Facilitator 1

ROOM 1

Participant 2 Test Facilitator 2

ROOM 2

b. Experimental setup for video/virtual reality card sorting

Fig. 2. Experimental setup for study conditions.

spread, across different countries and time zones, conducting tradi-
tional IA design studies creates challenges both from the cost and lo-
gistical perspective. Remote IA design with conventional computer
platforms with users separated over space lacks the immediacy and
sense of “presence” desired to support and create group awareness in
collaborative IA design process. Other disadvantages include the dis-
tractions and interruptions experienced by the participants’ in their
native environment. The use of immersive three-dimensional (3D) vir-
tual world applications may address some of these concerns. Such 3D
applications mirror the collaboration among users when all members
are physically present, potentially enabling IA design activities to be
conducted more effectively when they are in different places. To ad-
dress this need, this study compared the effectiveness of distributed
synchronous IA design in an immersive 3D virtual meeting room with
traditional in-person IA design and an online meeting tool.

2. Method
2.1. Participants

The study included two test facilitators who had previous experi-
ence using card sorting methods as well as immersive virtual reality
systems. A total of 60 participants with a mean age of 24.03
(SD = 3.45) were recruited to complete the study who were then tested
in pairs leaving 30 collaborative groups. These 30 groups were then
randomly assigned to one of three different card sorting conditions,
resulting in 10 pairs conducting the conventional card sorting method,
10 pairs conducting the video screen-share based card sorting method,
and 10 pairs conducting the collaborative immersive virtual reality card
sorting method. For the conventional card sorting method, both the
participants as well as the two facilitators were in the same room ob-
serving the card sorting. Each of the two test facilitators monitored one
of the pairs in two different rooms for the video and the immersive
virtual reality conditions. The study was approved by Clemson
University's Institutional Review Board.

177

2.2. Hypotheses

H1. In terms of percentage match with master card set, immersive
virtual reality-based system is as good as conventional methods of
performing collaborative information architecture activities.

H2. Immersive virtual reality-based system is as good as conventional
methods of performing collaborative information architecture activities
in terms of time taken to complete the task.

H3. Immersive virtual reality-based system is as good as conventional
methods of performing collaborative information architecture activities
for overall usability.

H4. Immersive virtual reality-based system is as good as conventional
methods of performing collaborative information architecture activities
for total presence.

H5. Immersive virtual reality-based system is as good as conventional
methods of performing collaborative information architecture activities
for total workload.

2.3. Experimental conditions and apparatus

The independent variable in this study was the information archi-
tecture design environment for card sorting at three levels - conven-
tional card sorting, video-based card sorting, and immersive virtual
reality-based card sorting. The cards for the study were selected from
Amazon (“Amazon.com: Online Shopping for Electronics, Apparel,
Computers,” 1994), the online shopping website, which resulted in a
closed card sort with pre-existing categories. The participants however,
were not provided with this information and were directed to group
cards based on their perception. The conventional card sorting method
consisted of both participants as well as the test facilitators in one room
to perform the card sorting activity (Fig. 2a). This method used a table,
index cards with keywords, timer and a camera to take an image of the
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Fig. 3. Video and immersive Virtual Reality based card sorting conditions.
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Fig. 4. System architecture view.

final grouping done by the participants.

The video screen-sharing based card sorting was the second condi-
tion. The two participants were in two different rooms with a test fa-
cilitator in each room monitoring the study (Fig. 2b). In each room, the
participants communicated using Dell computers with 17” monitors
and Logitech headphones to complete the card sorting task. Participants
shared a common screen with the cards displayed on it and could see
each other via a Skype window. They used a mouse to manipulate the
position of the cards (Fig. 3a).

The immersive virtual reality card sorting method was the third
condition. Each of the two participants were in separate rooms with a
test facilitator monitoring the study progress (Fig. 2b). The participants
in this condition were tasked to complete the card sorting using the
HTC Vive Head Mounted Display, HTC Vive controllers (“VIVE,” 2016)
to move cards in the virtual environment, and Logitech headphones to
communicate with each other. To move the cards, participants would
lightly touch the trackpad on the Vive controller to activate a laser
beam. When the beam intersected a card, they could push the trackpad
down like a button to move the card around the whiteboard (Fig. 3b).
Participants in the IVR condition could customize their avatars;
meaning they could choose between a male and female avatar and

could choose between four different skin tones. The avatars employed
an Inverse Kinematics (IK) skeletal rig (Kallmann, 2008) for approx-
imating the position of the player's body. The Vive controllers and HMD
were used as targets for the IK system while the pelvis and feet targets
remained stationary in a seated position. Therefore, only three tracked
targets were used to infer the position and orientation of all the bones in
the avatar. The position and orientation of each target was synced over
the network so that the other participant could see the avatar moving
without having to sync the entire skeletal rig.

The IVR and video conditions were both developed in the Unity3D
game engine and all scripts were written in Microsoft C#. The avatars
were created in Adobe Fuse (“Adobe Fuse CC (Beta),” 2014) and all
other 3D models were created in Blender (“Home of the Blender project
- Free and Open 3D Creation Software,” 1998). See Fig. 4 for an over-
view of the system architecture. The Scenario Manager started by
parsing an XML file containing the names of all of the cards. The Photon
Unity Networking engine was used for networking and verbal com-
munication between the two participants. The engine designated the
first user as the master client or host of the application for controlling
card instantiation. When participants indicated that they were finished,
the application was closed and a file containing the final positions of the
cards was exported into an XML file and later processed into images for
review and analysis.

2.4. Experimental design

The study used a between-subjects experimental design. Time data
was recorded using a timer in the conventional card sorting method and
recorded by the simulations in the video and immersive virtual reality
conditions. The final images of the sorted cards were photographed by
the test facilitators in the conventional condition and the card place-
ment was recorded by the simulation software for the video and im-
mersive virtual reality conditions. The participant dyads were randomly
assigned to one of the three test conditions. All participants, despite the
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condition, were given the same set of cards to sort.

2.5. Procedure

The facilitators and participants followed similar procedures in all
three environments as shown in Fig. 5. Each condition involved two
participants performing the card sorting activity to simulate the colla-
borative environment. Two participants were randomly assigned to one
of the test conditions and then introduced to one another. The parti-
cipants were given a brief overview of the study and asked to read and
sign an informed consent form. These introductions were followed by a
30-min video tutorial explaining card sorting to the participants.

The participants then performed a practice card sorting activity. The
practice activity was carried out by the participants in the same test
condition they would eventually use. During the training session, par-
ticipants were also assisted by the test facilitators to ensure an accurate
understanding of how to carry out the task. The participants first
completed a practice activity with 30 cards followed by the actual study
with 42 cards. During the conventional card sorting study, the facil-
itators made note of the time required to complete the test and at the
end of the study photographed the final grouping to carry out analysis
at a later stage. On completion of the test task, participants filled out a
demographic questionnaire and a post-test questionnaire. This post-test
questionnaire included the Witmer-Singer Presence Questionnaire
(Witmer and Singer, 1998) to measure presence in the immersive VR
environment, and the IBM-Computer System Usability Questionnaire
(IBM-CSUQ) (Lewis, 1995) and NASA-Task Load Index (NASA-TLX)
(Hart and Staveland, 1988) to understand system usability and work-
load as per past research (Narasimha, 2018a,b; Agnisarman et al., 2017;
Chalil Madathil et al., 2013). At the end of the study, for all three card
sorting conditions, participants were asked to provide their sugges-
tions/concerns in a retrospective think-aloud session that was recorded
by the facilitators using an audio recorder. All participants were given a
$10 Amazon gift card at the end of the study irrespective of their per-
formance.

2.6. Dependent measures

The three conditions for card sorting were compared using both
objective and subjective measures. The objective dependent measures
included average time for task completion and percentage agreement of
card groupings with the master grouping obtained from Amazon online
shopping website. The subjective measures were the ratings from the
presence questionnaire, IBM-CSUQ and the NASA-TLX. Qualitative data
was obtained through retrospective think-aloud session.

2.7. Analysis

The feasibility of IVR for the collaborative card sorting activity was
based on the objective, subjective, and qualitative data obtained. IBM

SPSS Statistics 23 was used to analyze the objective and subjective
measures. To understand the difference between the three card sorting
conditions, an Analysis of Variance (ANOVA) was carried out for per-
centage correct match of cards and time, and a multilevel linear model
with individual participants at level 1 and card sorting condition at
level 2 was carried out at 95% confidence interval with post-hoc Least
Significant Difference (LSD) comparison for the other subjective mea-
sures. The method of Multilevel Linear Model was chosen since this
study contained two levels contributing to variance - the individual and
the group level.

3. Results
3.1. Demographics

Participants for this study ranged between 19 and 33 years of age
(M = 24.03, SD = 3.45) with 33 male and 27 female participants. A
summary of the demographics of the participant sample is presented in
Table 1. Of the 60 participants tested in this study, 51.70% (n = 31)
were Caucasian, 40.00% (n = 24) Asian, 5.00% (n = 3) African
American and 3.30% (n = 2) reported as other races. More than five
years of computer experience was reported by 96.70% (n = 58) of the
participants and 3.30% (n = 2) reported 3-5 years of computer ex-
perience. In total, only 35% (n = 21) of the participants indicated
having prior experience with immersive virtual reality. Of the 20 par-
ticipants in the immersive virtual reality condition, only 35% (n = 7)
reported prior experience in it. Also, 81.70% (n = 49) of the total
participants had no previous experience with card sorting with only
18.30% (n = 11) of the participants having prior knowledge of card
sorting.

Table 1

Demographic data.
Variable (n = 60) Number count Percentage
Gender
Male 33 55.00%
Female 27 45.00%
Race
Caucasian 31 51.70%
Asian 24 40.00%
African American 3 5.00%
Other 2 3.30%
Education level
High school/GED 2 3.30%
Some College 21 35.00%
2-year college degree 2 3.30%
4-year college degree 15 25.00%
Masters 19 31.70%
Doctoral 1 1.70%
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3.2. Objective and subjective measures

To carry out multilevel linear models, the Intra-Class Correlation 1
(ICC1) values were first determined (Table 2) which indicate the
amount of nesting i.e., the amount of variability in a metric contributed
by the testing condition, with individual members contributing the
remaining variability for each metric. Very low ICC1 values (1% or less
in this study) indicate that the variability is predominantly due to the
individuals and not due to the condition they belonged to. In such cases
(involvement score metric from Presence questionnaire, performance
and frustration metrics from NASA-TLX), the analysis is a simple linear
regression. Apart from this, the objective measures (time, percentage
match with master card set) were analyzed using a one-way between-
subjects ANOVA. Only those metrics that reached statistical sig-
nificance are elaborated below with details of others mentioned in
Table 3.

The outcome of the usability metrics from the IBM-Computer
System Usability Questionnaire (IBM-CSUQ) (Fig. 8) showed that the
interface quality metric was significantly different between the card
sorting conditions, F (2,27) = 5.78, p = 0.008, multilevel model
equivalent' of n2 = 75.42%. Interface quality decreased from IVR card
sorting (M = 19.30, SD = 2.00) to conventional card sorting
(M = 16.35, SD = 3.44) condition, and from video-based condition
(M = 18.05, SD = 2.37) to conventional card sorting (M = 16.35,
SD = 3.44). LSD post hoc analysis revealed that the mean decrease in
interface quality from IVR to conventional card sorting condition (2.95,
95% CI [1.16, 4.74]) was significant (p = 0.002). Further, LSD post hoc
comparison also indicated that the mean decrease in interface quality
from video to conventional card sorting condition (1.70, 95% CI [-0.09,
3.49]) was marginally significant with p = 0.06. Overall usability me-
tric was also statistically significant for the card sorting conditions with
F (2,27) = 434, p=0.02, multilevel model equivalent' of
n? = 59.71%. Overall usability decreased from immersive virtual rea-
lity card sorting (M = 119.80, SD = 8.57) to conventional card sorting
(M =109.60, SD = 12.80), and from video-based card sorting
(M = 116.00, SD = 9.98) to conventional card sorting (M = 109.60,
SD = 12.80). LSD post hoc analysis revealed that the mean decrease
from IVR to conventional card sorting (10.20, 95% CI [3.02, 17.38])
was significant (p = 0.007). The mean decrease from video-based to
conventional card sorting (6.4, 95% CI [-0.78, 13.58]) was also mar-
ginally significant (p = 0.08).

Among the presence questionnaire metrics (Fig. 9), statistically
significant results were observed for sensory fidelity F (2,27) = 7.63,
p = 0.002, multilevel model equivalent® of n? = 82.83%. A decrease in
sensory fidelity was observed from conventional condition (M = 13.05,
SD = 1.73) to immersive virtual reality condition (M = 9.60,
SD = 2.74), and from conventional condition (M = 13.05, SD = 1.73)
to video condition (M = 10.55, SD = 3.64). LSD post hoc analysis re-
vealed that the mean decrease in sensory fidelity from conventional to
IVR condition (3.45, 95% CI [1.58, 5.32]) was significant (p = 0.001),
as well as the mean decrease from conventional to video-based condi-
tion (2.50, 95% CI [0.63, 4.37]) was significant (p = 0.01). Total pre-
sence score was marginally significant with F (2,27) = 2.95, p = 0.07,
multilevel model equivalent’ of n> = 52.42%. Total presence decreased
from conventional card sorting condition (M = 121.45, SD = 10.54) to
immersive virtual reality card sorting (M = 113.30, SD = 8.11). LSD
post hoc comparison indicated that the mean decrease in total presence
from conventional condition to IVR condition (8.15, 95% CI [1.13,
15.18]) was significant (p = 0.03).

1 To estimate effect size in Multi-level Models for a level 2 predictor, a
weighted effects coding is used (Cohen et al., 2003) in order to estimate the
percent reduction in intercept variance from the null model to the target model.
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Table 2
ICC (1) and Cronbach's alpha for IBM-CSUQ, Presence and NASA-TLX.

Subjective Measure Intra Class Correlation (1) Cronbach's alpha

IBM-Computer System Usability Questionnaire

System Usability 35% 0.89
Information Quality 16% 0.73
Interface Quality 19% 0.85
Overall Usability 18% 0.88
Presence Questionnaire

Involvement score 1% 0.83
Sensory fidelity score 23% 0.70
Immersion score 37% 0.47
Interface quality score 23% 0.31
Total presence score 12% 0.81
NASA-Task Load Index

Mental demand 13% -
Physical demand 19% -
Temporal demand 31% -
Performance 0% -
Effort 35% -
Frustration 0.2% -
Total workload 22% 0.31

3.3. Qualitative data

A retrospective think-aloud session was carried out for each of the
card sorting conditions. Participants were individually asked questions
about the advantages, disadvantages and factors that affected per-
forming the activity, and suggestions to improve the collaborative en-
vironment. Participants who were assigned to the conventional card
sorting method often cited the advantage of being present with another
person in the same place, indicating this was especially useful as they
could read and understand each other's body language. Some partici-
pants said that the physical presence helped them understand the other
person's thought process as they could see and move the cards physi-
cally and also acknowledged the ease of decision making in this
method. When these participants were asked about their thoughts re-
garding completing the same task using technology as a medium, they
said they may be slowed down by the use of controls, and commu-
nication may be affected due to the inability to see the other person's
body language.

In the video-based card sorting condition, the participants' main
observation was the ease of performing the activity on a shared screen
noting that the video and audio capabilities were an additional ad-
vantage. Participants indicated that the video communication was ad-
vantageous, but lacked the ability to portray cues about their teammate
such as stress and anxiety with one participant commenting that the
interface “got the job done” but was not appealing. Many others in-
dicated that collaboration was mainly facilitated by the audio com-
munication and the video option was only an additional accessory and
they did not pay attention to it. Some suggestions related to the system
included the need to incorporate more color, the need to see the other
person's cursor, and the need to incorporate the video screen with the
shared card sorting screen.

The retrospective think-aloud protocol elicited positive reactions
about the use of immersive virtual reality to perform this collaborative
task remotely. Participants commented that the room really felt like a
classroom and was devoid of distractions, which helped them focus on
the task at hand. Participants felt it was very easy to learn and that the
whiteboard on which they worked was an advantage and they were not
limited by the size of the table. They also indicated the ease of co-
ordinating in the virtual room as they could see the laser pointer from
each other's controls and were not hindered by the use of a mouse in
which case they would not know what their teammate was moving until
they did so. The controls used were said to be satisfactory and did not
show any lag, which helped them complete the task. Some limitations
that were revealed included the need to improve the avatar design and
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Table 3

Summary of statistical results of all dependent variables.
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Dependent variable

Statistical analysis

Result

Percentage agreement with master card set

Time

IBM-Computer System Usability Questionnaire

System usability
Information quality
Interface quality
Overall usability
Presence questionnaire
Involvement score
Sensory fidelity

Immersion score
Interface quality score
Total presence score

NASA-Task Load Index
Mental demand
Physical demand
Temporal demand
Effort

Performance
Frustration

Total workload

ANOVA
ANOVA

Multilevel linear model
Multilevel linear model
Multilevel linear model
Multilevel linear model

Simple linear regression
Multilevel linear model

Multilevel linear model
Multilevel linear model
Multilevel linear model

Multilevel linear model
Multilevel linear model
Multilevel linear model
Multilevel linear model
Simple linear regression
Simple linear regression
Multilevel linear model

F (2,27) = 0.32 p = 0.72
F(2,27) =1.29p = 0.29

F(2,27) = 1.51 p = 0.24

F (2,27) = 2.59 p = 0.09

F (2,27) = 5.78 p = 0.008%*
F(2,27) = 434 p = 0.02*

F (2,57) =1.54p =0.22

F (2,27) = 7.63 p = 0.002**

multilevel model equivalent of n* = 82.83%
F (2,27) =0.19p = 0.83

F (2,27) =1.52 p = 0.24

F (2,27) = 2.95p = 0.07*

Multilevel model equivalent of n* = 52.42%

F (2,27) = 0.73 p = 0.49
F(2,27) =221 p = 0.13
F (2,27) = 1.26 p = 0.30
F (2,27) = 0.84 p = 0.44
F(2,57) = 0.10 p = 0.91
F (2,27) = 0.88 p = 0.43
F (2,27) = 0.43 p = 0.66

Significance levels - *p < 0.05, **p < 0.005.

posture, inability to see the corners on the board in the virtual world,
and the lack of physical movement were reported as issues. Participants
pointed out that the graphics required more work but also that, for the
task at hand, there was little emphasis on the graphics. Suggestions
were mainly regarding the avatar present in the virtual room with
participants indicating that the avatar felt unnatural and not like their
partner. Although the avatar gave a sense of being in the room together,
participants mentioned that it was devoid of expressions and nuances
like body color variations, body hair and skin texture. The lack of si-
milarity between their actual activity partner and the avatar made one
particular participant feel like he could “brush him off easily”.
Participants indicated that a closer replication of their actual team
member would make the avatar more effective.

In terms of presence in the virtual room, participants had mixed
reactions. While some participants felt that the graphics were good and
made them feel like they were in an actual room, others commented on
how their placement in the virtual room gave them a sense of be-
longing. However, another participant felt the room was just a square
box and did not provide a good sense of belonging. When asked about
the ability to connect with the teammate, participants said that the
avatar representation helped and also that it made them feel like they
were in the same room, and the audio communication and ability to see
the laser pointers was helpful. Although the avatar received multiple
comments for improvement, many participants commented on how it
helped them feel connected to the other person and the virtual en-
vironment (Table 4) provides a few excerpts from the retrospective
think-aloud session for the three conditions.

4. Discussion

Although quantitative data showed little statistical significance,
several of the outcomes can be rationalized. Percentage match with
master card (Fig. 6) set which was not statistically significantly dif-
ferent still indicates that the virtual reality condition did not make the
card sorting task more difficult than the conventional method thereby
agreeing with our hypothesis. In addition, time data (Fig. 7) showed no
significant difference, which, within the scope of this study, is again
positive as it indicates that immersive virtual reality condition was not
significantly different/worse than conventional and video methods.

For the dependent variable of IBM-Computer System Usability

Questionnaire (Fig. 8), interface quality and overall usability was ob-
served to be significantly better for immersive virtual reality card
sorting, indicating that IVR fared much better than the other conditions.
As seen in Table 4 participants indicated that the shared white screen in
the IVR condition presented the cards better and, as indicated by one
participant “when you are using the screen, people's hands don't get in
the way.” This input leads us to believe that the screen used to sort
cards in both IVR and video conditions made the task easier, leading to
better ratings for interface quality and overall usability in both condi-
tions.

Sensory fidelity, which captures the multimodal sense-related input
of information and self-movement within a simulated virtual environ-
ment, was higher for the conventional card sorting method. The use of
controls, limited haptic feedback, and limited movement in the simu-
lated world may be factors that impacted the observed output. An ag-
gregate value of all metrics in the presence questionnaire- total pre-
sence score, was seen to be marginally significantly better for the
conventional card sorting condition, which may have been affected in
the IVR condition due to participants’ expectation to have a more
natural avatar or one that more accurately represented their actual
team member (Table 4). Statistically, IVR card sorting was not worse
than the conventional card sorting condition which is promising, but,
the qualitative feedback from the participants suggests that some areas
of the simulated environment require additional work to improve pre-
sence.

For the metrics under the NASA-Task Load Index (Fig. 10), the lack
of statistical significance for physical and temporal demand was ex-
pected as the participants were under little to no physical or time-re-
lated pressure for the study. We also believe that mental demand,
performance and frustration were similar for the three card sorting
conditions due to task simplicity. These causes may have also affected
the total workload measure which is an aggregation of the other metrics
in the NASA-TLX. The lack of statistical significance is again a positive
indication that IVR was not significantly different from conventional
card sorting in terms of workload.

To summarize the quantitative data results, as per the hypotheses
initially developed for this study, data indicated that immersive virtual
reality was as good or in a few cases - percentage match with master
card set, time taken, overall usability and NASA-TLX, better than con-
ventional method in four variables. Immersive virtual reality,
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Table 4
Qualitative data from retrospective think-aloud protocol.
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Card sorting condition

Participant comments

Conventional card sorting

Video card sorting

Immersive Virtual Reality card sorting

“It was simple, everything was right in front of you.”

“It was easy to go off of each other's body language. You could see what the other person was doing and talk to them in real time to
figure out what that person was doing.”

“Just because you are in proximity, you can see what the other person is doing and quickly adapt.”

“In person we can like actually tell and explain better than in a virtual world.”

“Easy to make decision and natural to delegate tasks.”

“I might be a little bit slower using technology, just navigating my way around it would be difficult to get it going. This was just so easy
and organic.”

“It was easy to learn. It didn't take very long to understand how the system worked.”

“The software was really clear, and pretty easy to do it.”

“I liked that we had the same exact screen. Whereas, if we were just over Skype, it would have been harder to communicate.”

“I liked that the cards would turn different colors that was nice. So I could know when he was moving something.”

“When it's like condensed like this in a smaller screen I can read it faster so I know everything on the screen and then start sorting.”
“You get less social cues, I couldn't see if he was showing physical signs of stress or anxiety which is harder to know what they're
thinking.”

“When we were picking up the cards maybe it could be useful if we could see the other person's cursor.”

“It's workable. As in, if you need to get the job done, it's perfect. It could be more appealing.”

“It would be nice to have the whole chat and interface integrated into one system.”

“I liked seeing the other person but that wasn't near as much of a factor as hearing the other person.”

“It wasn't necessary for me to see, as long as the audio was there. I didn't think it was particularly helpful.”

“It really looks like a classroom.”

“The accessibility is awesome for someone who's never used it. I feel like even my employees who never went to college, I could teach it
to them in two minutes.”

“It was also nice that you were not limited by the table's size, you had like basically a wall. It was virtual cards that were on this huge
wall that was moving around. It felt like I had more space.”

“..the pointers from the laser helped me just point at the cards I was talking about and this made it so much more easier than using like a
mouse.”

“Area in which to work with slightly more freedom to move around would help.”

“When you look around the graphics are so poor but when you're in it you don't notice it. When you're in it because you're focused on
your activity.”

“I felt like it was animated. Almost like it needs more dimension to it. If you look at my skin it's not just brown it has more colors to it.
There's hair and stuff ...”

“..because he was like a fake dude, he didn't look like him and so it was easy to brush him off.”

“A closer replication of her (the partner) would be nice. It would also be nice to see facial reactions to know when you're pissing
someone off.”

“The avatar looked really weird. It didn't look human like at all. It was sort of boxy and just weird.”

“I'm a super visual person so being able to see a physical representation of him helped.”

“I naturally want to like look at people when we're trying to make a decision and I felt like he was sitting with me and we were sitting in
a room.”

“It seemed pretty real because I could see the other person. We could interact with each other. I could see my own hands. I could see the
room when I turned around.”
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nevertheless, requires further evidence of performance in two con- primarily used to understand collaboration in simulation environments,
structs of the presence questionnaire: sensory fidelity and total pre- was used to elaborate on the qualitative results obtained in this study to
sence. understand collaboration. According to this model, contextual factors
Neale et al.’s (2004) Awareness Evaluation Model (see Fig. 1), are the basis for all collaborative work upon which the structure of the
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activity is built. People build context in a specific situation based on
their understanding of the task and with information about who is
present with them, what they are doing, and how the parties involved
are related to one another. This information helps users understand
why people perform certain acts that are unexpected. Information
leading to context is communicated mostly through lightweight inter-
actions (Neale et al., 2004).

Work coupling, in the context of computer-supported collaborative
work, refers to the amount of communication demanded by the task
(Borghoff and Schlichter, 2000; Neale et al., 2004; Olson and Olson,
2000). Work coupling is further classified into — loosely coupled work,
involving tasks that require less interaction and effortless communica-
tion between the participating entities, and tightly coupled tasks which
require more communication with highly intertwined tasks dependent
on the quality of communication between participants. Distributed
process loss occurs when appropriate coordination does not take place.
This model identifies five levels of work coupling: light-weight inter-
actions, information sharing, coordination, collaboration, and co-
operation (Neale et al., 2004).

To communicate, collaborate and coordinate, people share
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information. The awareness that teams share as a joint entity is said to
be their common ground (Clark, 1996; Neale et al., 2004) and this is
essential to carry out any collaborative activity. Team members must
continuously update their information to have an updated common
ground.

The various factors in this awareness evaluation model are inter-
related and affect each other. Depending on the type of work coupling,
the demands of communication may change (Neale et al., 2004). Based
on this communication, information must be updated on a regular basis
to have better common ground. Coordination, the mechanism used to
manage collaborative activities, is directly related to information up-
dates and common ground. Finally, the foundation for this common
ground shared by the team members largely depends on contextual
factors. These contextual factors act as an impetus for the amount of
shared awareness that the team members have (Neale et al., 2004).

Having understood the three main concepts of the awareness eva-
luation model - contextual factors, work coupling and, common
ground, the following section now provides a summary of the ob-
servations in this study as related to the model. The components of this
study relatable to contextual factors in the activity awareness model
include the card sorting task, the interaction of the two individuals
performing the task, the artifacts in the virtual room, and the circum-
stances of people's lives outside of the immediate task (Table 5) in-
cludes selected quotes taken from the qualitative retrospective inter-
views concerning context within each of the test environments. Even
within virtual environments, individuals can perceive different con-
textual factors leading to different levels of activity awareness. Context
must be taken into consideration for the entirety of the study, as it is an
integral part within every group's activity awareness.

Of the five levels of work coupling (qualitative comments in
Table 5) defined by Neale et al. (2004), lightweight interaction includes
any interaction having little to do with the task at hand. In this study,
participants who were previously acquainted exhibited lightweight in-
teraction by talking about their day or making light-hearted comments
about the card sorting/organization skills of their partner during the
study. Information sharing is the exchange of important background
issues related to the task (Neale et al., 2004) as seen when participants
shared their personal experiences about card sorting or the organization
of the cards. The primary goal of sharing these experiences was to ex-
plain their sorting process to their partner.

The third category in work coupling, coordination, is defined by
Malone as “the attempt by multiple entities to act in concert in order to
achieve a common goal by carrying out a script/plan they all
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Table 5

Qualitative data for context and work coupling.
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Awareness model component

Card sorting condition

Participant comment

Context

Work coupling
Coordination

Collaboration

Cooperation

Conventional card sorting

Video card sorting

Immersive Virtual Reality card
sorting

Conventional card sorting

Video card sorting

Immersive Virtual Reality card
sorting

Conventional card sorting

Video card sorting

Immersive Virtual Reality card
sorting

Conventional card sorting

Video card sorting

Immersive virtual reality card
sorting

“I liked that I was actually there with the person and I could point to things and show them that, and that we
could like not have to look at each other and talk.”

“It didn't really feel like the person wasn't here because of the screen share. It felt like if you and I were sitting
here discussing stuff.”

“You can read body language over seeing somebody or being with them. But video doesn't always capture
body language like you could in person.”

“The way the environment was set up helped to establish the sense of this is where I am.”

“The fidelity of detail was not anywhere close to where it is in the real world.”

“We discussed which cards we thought might belong together. Then established headers to sort cards into.”
“We made the headers first and then added cards to each one as we went on.”

“We analyzed the cards for a minute or so and tried to think of categories they could belong to before trying to
find header cards to categorize the others.”

“We decided to put the category on top, then we moved all of the cards we thought fit under those
categories.”

“We decided to look through the cards before deciding to move them and talked through the headers before
deciding.”

“We picked the headers first and then worked together to sort the items.”

“We intuitively decided to divide and conquer. Choosing categories and finding most cards for that one
category then communicating what we had done to the other.”

“We communicated and delegated tasks.”

“We took a moment to soak in the material. Then we took one main word and tried to fill in each category,
one at a time.”

“Each of us would begin by sorting separate groups first. Then we would work together to divide the
remaining cards into their respective groups.”

“We scanned the list before sorting began, noticing general similarities between card items. As we began
sorting the cards, our criterion for card groups became more specific.”

“Our strategy was established by recognizing the broadest categories first. Once we determined our header
cards, we placed the sub-cards under their appropriate category based on what we perceived to be the most
logical association. Once we had a sensible organization, we did some minor refining until we felt our
arrangement was optimized.”

“We discussed what order we would like to take steps in, as well as what decisions should be made during the
activity.”

“We first looked for which cards we thought described categories. After that, we grouped cards based on the
categories we selected, then we discussed, edited, and reviewed our selections.”

“We really just started picking the things that we felt should be grouped together and then started talking
through the things that we weren't sure about. Afterwards we talked about some of the items we picked

individually and moved them around.”

understand” (Malone and Crowston, 1994). Many groups verbally
communicated their strategies before diving into the activity. One
group described their coordination as follows: “We discussed which
cards we thought might belong together. Then established headers to
sort cards into.” Collaboration, the fourth category of work coupling,
involves group members individually performing tasks to complete the
overarching goal of the activity. It was observed that group members
deliberately divided tasks and then came together at the end to finalize
their results as was observed by a participant's comment about how
they decided to divide and conquer by “choosing categories and finding
most cards for that one category, then communicating what we had
done to the other [team member].” The fifth and highest category in
work coupling is cooperation, which demands the greatest amount and
highest quality of communication (Neale et al., 2004). It involves
shared goals, tasks, plans, and significant consultation with others be-
fore proceeding with the task. One participant stated in regards to co-
operation: “We first looked for which cards we thought described ca-
tegories. After that, we grouped cards based on the categories we
selected, then we discussed, edited, and reviewed our selections.” This
group was able to develop a strategy, work individually to accomplish
the goal, and used significant consultation to finalize the results of the
work. This level of work coupling is often seen in face-to-face interac-
tion as described by Neale et al. but was shown in our study throughout
all three conditions (Neale et al., 2004). Table 5 includes quotes ob-
tained from the collaborative questionnaire for three forms of work
coupling.

Common ground, the common knowledge team members think they
share with each other, is necessary in completing collaborative tasks.
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The participants were given an introduction to card sorting through a
video tutorial, which formed the basis of contextual factors as the
participants had enough knowledge about the task and knew their team
member knew this. This information, however, had to be updated
throughout the study as the participants sorted the cards. The change in
the organization of the cards required the need to share and update
each other's reasoning to place a card in a particular group. Although,
exchanging information verbally contributes to the updating of
common ground, non-verbal interactions with the environment can also
contribute towards this (Neale et al., 2004). Towards this end, we be-
lieve the presence of the avatars within the virtual environment con-
tributed towards the participants' awareness of what their team
member was doing and about the progress of the task. While some
groups found the presence of an avatar helpful as evident from their
comment “When I turned, I could actually see a person, which could
help when you're working to remember that that's an actual person.”
Apart from the context of the Awareness Evaluation Model, from the
qualitative data it was also evident that participants, in general, liked
the new immersive virtual reality system. Participants' comments sug-
gested that they liked the use of the virtual system for basic tasks/
meetings as in the comments “If it was like in the preliminary stages of
stuff just like gathering info or doing drafts or something it would re-
place all kinds of in person meetings”. Another participant mentioned
he/she felt more efficient using the virtual reality card sorting because
“Personally, moving the cards was a lot quicker because physically
moving cards would take more time than just pointing and clicking.”
Many participants also liked that they could use the avatar as a re-
ference to their team member. One participant commented that the
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avatars made him/her realize that they were actually working in a team
and the avatar served as a reference to his/her team member with
another participant appreciating the avatar's ability to mimic his/her
movements as “When I looked at something it moved with me and
when I moved my hands it was real time.” Although there were com-
ments about improving the avatars to be more real, the lack of ex-
pression on the avatar's face also seemed to be an advantage for one
participant who mentioned - “Being able to see her [team member's]
negative body language might have just added frustration to me when
we had a task to do.” These were a few of the many comments we
received from participants during our study indicating that overall the
participants liked the use of immersive virtual reality.

When compared with the comments related to video-based card
sorting and conventional card sorting, participants seemed to prefer the
latter with participants mentioning the ease of delegating tasks, being
able to see a person and his/her body language, and the ease of moving
cards on a table. Many comments also pointed to the close similarities
between in-person card sorting and immersive virtual reality such as
the presence of an avatar, ability to see body movements, the ability to
see the card the other person was referring to/moving and also the
feeling of being in the same room (Table 4). The video-based card
sorting condition, however, seemed to be less favored. Participants
commented that it was frustrating that they could not see the card their
partner was referring until they moved the card. One comment in-
dicating this issue is “I would have really liked to be able to see what
my partner was selecting, because this would affect what I was se-
lecting”.

In summary, both the quantitative and qualitative data lead us to
believe that the virtual reality system was at least as good as the con-
ventional standard for card sorting—the in-person card sorting.
Although there were very few quantitative variables showing statistical
significance, the important take-away is that the new virtual reality
system did not perform worse than the other testing methods. It was
even shown to be better than the conventional and video-based con-
ditions for a few variables. Analysis of the qualitative data for the dif-
ferent aspects of the awareness evaluation model (Neale et al., 2004)
indicated that the participants’ interaction on the virtual reality systems
consisted of the important factors mentioned in the model leading us to
believe that participants were aware of the task at hand, their team
member, and the context in which they worked while coordinating and
collaborating with each other similar to how they would in an in-person
setting. Further, evidence of a positive reception and appreciation of
the virtual reality system was also observed in the qualitative data.
Overall, these outcomes suggest that there is evidence to suggest that a
sense of presence and the ability to collaborate like in an in-person
setting is possible within a virtual environment for collaborative IA
tasks which was the question we set out to explore.

4.1. Limitations

This study was performed in a controlled setting with very little
geographical separation and good internet connectivity. We had a small
sample size of only 30 groups of dyads. This sample size may have
affected the possibility of obtaining statistically significant results. In
total, the participants sorted 42 cards during this study. The complexity
of the task may vary depending on the website/task at hand in a real-
world situation. The outcome of the study may also vary depending on
the work setting and the hierarchical posts held by the participating
entities in the virtual environment.

4.2. Future work and conclusion

Based on the outcomes of this study, the need to carry out further
studies with larger groups of people is evident. Studies in the future
should also involve true geographic separation to understand if there
are other factors that may impact computer-supported collaborative
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work. For example, internet connectivity and technology availability
may be issues requiring further attention. From the qualitative input
obtained from the participants, another area requiring immediate at-
tention is the avatars within the virtual world. More effort must be
focused towards making the avatars and the virtual environment more
relatable to the real world. The avatar design should also focus on in-
corporating more nuances that may make it more like the actual person
with whom the activity is being performed. These factors, as seen from
the retrospective think-aloud session, are of importance to the user
when using a virtual environment to perform a collaborative task.
These changes in the avatar may affect the presence felt by the parti-
cipants in the collaborative simulated environment.

The study of such computer-supported collaborative work will fur-
ther narrow the geographic distances felt in performing collaborative
design tasks. A focus on the aspects within the virtual environment that
affect the collaborative activity may, in time, lead to better systems that
provide users a better sense of belonging. Such improvements may in-
crease the scope of immersive virtual environments for remote colla-
borative tasks. To conclude, the evidence from this study suggests that
IVR-based collaborative work could be a viable alternative to in-person
collaborative work for geographically separated teams. These pro-
mising outcomes lay the foundation for further research investigating
the possibility of IVR for collaborative work in areas other than
Information Architecture design.
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