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Abstract

Discrete Gaussian distributions over lattices are central to lattice-based cryptography, and to
the computational and mathematical aspects of lattices more broadly. The literature contains
a wealth of useful theorems about the behavior of discrete Gaussians under convolutions and
related operations. Yet despite their structural similarities, most of these theorems are formally
incomparable, and their proofs tend to be monolithic and written nearly “from scratch,” making
them unnecessarily hard to verify, understand, and extend.

In this work we present a modular framework for analyzing linear operations on discrete
Gaussian distributions. The framework abstracts away the particulars of Gaussians, and usually
reduces proofs to the choice of appropriate linear transformations and elementary linear algebra.
To showcase the approach, we establish several general properties of discrete Gaussians, and
show how to obtain all prior convolution theorems (along with some new ones) as straight-
forward corollaries. As another application, we describe a self-reduction for Learning With
Errors (LWE) that uses a fixed number of samples to generate an unlimited number of additional
ones (having somewhat larger error). The distinguishing features of our reduction are its simple
analysis in our framework, and its exclusive use of discrete Gaussians without any loss in
parameters relative to a prior mixed discrete-and-continuous approach.

As a contribution of independent interest, for subgaussian random matrices we prove a
singular value concentration bound with explicitly stated constants, and we give tighter heuristics
for specific distributions that are commonly used for generating lattice trapdoors. These bounds
yield improvements in the concrete bit-security estimates for trapdoor lattice cryptosystems.
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1 Introduction

The rapid development of lattice-based cryptography in recent years has moved the topic from a
theoretical corner of cryptography to a leading candidate for post-quantum cryptography!, while
also providing advanced cryptographic functionalities like fully homomorphic encryption [Gen09].
Further appealing aspects of lattice-based cryptography are its innate parallelism and that its two
foundational hardness assumptions, Short Integer Solution (SIS) and Learning With Errors (LWE),
are supported by worst-case to average-case reductions (e.g., [Ajt96, Reg05]).

A very important object in lattice cryptography, and the computational and mathematical
aspects of lattices more broadly, is a discrete Gaussian probability distribution, which (informally)
is a Gaussian distribution restricted to a particular lattice (or coset thereof). For example, the
strongest worst-case to average-case reductions [MRO04, GPVO0S8, Reg05] all rely centrally on
discrete Gaussians and their nice properties. In addition, much of the development of lattice-
based signature schemes, identity-based encryption, and other cryptosystems has centered around
efficiently sampling from discrete Gaussians (see, e.g., [GPVO0S, Peil0, MP12, DDLL13, DLP14,
MW17]), as well as the analysis of various kinds of combinations of discrete Gaussians [Peil0,
BF11, MP13, AGHS13, AR16, BPMW16, GM18, CGM19, DGPY19].

By now, the literature contains a plethora of theorems about the behavior of discrete Gaussians in
a variety of contexts, e.g., “convolution theorems” about sums of independent or dependent discrete
Gaussians. Despite the close similarities between the proof approaches and techniques employed,
these theorems are frequently incomparable and are almost always proved monolithically and nearly
“from scratch.” This state of affairs makes it unnecessarily difficult to understand the existing
proofs, and to devise and prove new theorems when the known ones are inadequate. Because of the
structural similarities among so many of the existing theorems and their proofs, a natural question is
whether there is some “master theorem” for which many others are corollaries. That is what we aim
to provide in this work.

1.1 Our Contributions

We present a modular framework for analyzing linear operations on discrete Gaussians over lattices,
and show several applications. Our main theorem, which is the heart of the framework, is a simple,
general statement about linear transformations of discrete Gaussians. We establish several natural
consequences of this theorem, e.g., for joint distributions of correlated discrete Gaussians. Then
we show how to combine these tools in a modular way to obtain all previous discrete Gaussian
convolution theorems (and some new ones) as corollaries. Notably—and in contrast to prior works—
all the consequences of our main theorem follow mostly by elementary linear algebra, and do not
use any additional properties (or even the definition) of the discrete Gaussian. In other words, our
framework abstracts away the particulars of discrete Gaussians, and makes it easier to prove and
verify many useful theorems about them.

As a novel application of our framework, we describe and tightly analyze an LWE self-reduction
that, given a fixed number of LWE samples, directly generates (up to negligible statistical distance)
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an unlimited number of additional LWE samples with discrete Gaussian error (of a somewhat larger
width than the original error). The ability to generate fresh, properly distributed LWE samples is
often used in cryptosystems and security proofs (see [GPV08, ACPS09] for two early examples), so
the tightness and simplicity of the procedure is important. The high-level idea behind prior LWE
self-reductions, first outlined in [GPV08], is that a core procedure of [Reg05] can be used to generate
fresh LWE samples with continuous Gaussian error. If desired, these samples can then be randomly
rounded to have discrete Gaussian error [PeilQ], but this increases the error width somewhat, and
using continuous error to generate discrete samples seems unnecessarily cumbersome. We instead
describe a fully discrete procedure, and use our framework to prove that it works for exactly the
same parameters as the continuous one.

As a secondary contribution, motivated by the concrete security of “trapdoor’ lattice cryp-
tosystems, we analyze the singular values of the subgaussian matrices often used as such trap-
doors [AP09, MP12]. Our analysis precisely tracks the exact constants in traditional concentration
bounds for the singular values of a random matrix with independent, subgaussian rows [Ver12].
We also give a tighter heuristic bound on matrices chosen with independent subgaussian entries,
supported by experimental evidence. Since the trapdoor’s maximum singular value directly influ-
ences the hardness of the underlying SIS/LWE problems in trapdoor cryptosystems, our heuristic
yields up to 10 more bits of security in a common parameter regime, where the trapdoor’s entries
are chosen independently from {0, +1} (with one-half probability on 0, and one-quarter probability
on each of +1).2

1.2 Technical Overview

Linear transformations of discrete Gaussians. It is well known that any linear transformation
of a (continuous, multivariate) Gaussian is another Gaussian. The heart of our work is a similar
theorem for discrete Gaussians (Theorem 3.1). Note that we cannot hope to say anything about this
in full generality, because a linear transformation of a lattice A may not even be a lattice. However,
it is one if the kernel K of the transformation is a A-subspace, i.e., the lattice A N K spans K
(equivalently, K is spanned by vectors in A), so we restrict our attention to this case.

For a positive definite matrix > and a lattice coset A + c, the discrete Gaussian distribution
D, .5 assigns to each x in its support A + ¢ a probability proportional to exp(—m-x'¥71x). We
show that for an arbitrary linear transformation T, if the lattice A N ker(T) spans ker(T) and has
smoothing parameter bounded by /%, then T applied to D Ate,vs behaves essentially as one might
expect from continuous Gaussians:

TDy i cvs = Drppio)rvs:

The key observation for the proof is that for any point in the support of these two distributions, its
probabilities under TD, | . 5 and Dy, ) 15 differ only by a factor proportional to the Gaussian
mass of some coset of A N K. But because this sublattice is “smooth” by assumption, all such
cosets have essentially the same mass.

2Qur security analysis is a simple BKZ estimate, which is not a state-of-the-art concrete security analysis. However,
we are only interested in the change in concrete security when changing from previous bounds to our new ones. Our
point is that the underlying SIS problem is slightly harder in this trapdoor lattice regime than previously thought.



Convolutions. It is well known that the sum of two independent continuous Gaussians having
covariances .1, 29 is another Gaussian of covariance Y. We use our above-described Theorem 3.1
to prove similar statements for convolutions of discrete Gaussians. A typical such convolution is the
statistical experiment where one samples

X1 < DA1+C1,\/21 y X2 A X1 + DAQ—‘,—CQ—xl,\/EQ'

Based on the behavior of continuous Gaussians, one might expect the distribution of x5 to be close to
Dy, e, 5 Where 2 = Xy + Y. This turns out to be the case, under certain smoothness conditions
on the lattices A, A, relative to the Gaussian parameters /%1, v/2s. This was previously shown
in [Pe110, Theorem 3.1], using a specialized analysis of the particular experiment in question.

We show how to obtain the same theorem in a higher-level and modular way, via Theorem 3.1.
First, we show that the joint distribution of (x;, X3) is close to a discrete Gaussian over (A; 4 ¢;) X
(A2 + c2), then we analyze the marginal distribution of x, by applying the linear transformation
(x1,X2) — Xo and analyzing the intersection of A; x A, with the kernel of the transformation.
Interestingly, our analysis arrives upon exactly the same hypotheses on the parameters as [Peil0,
Theorem 3.1], so nothing is lost by proceeding via this generic route.

We further demonstrate the power of this approach—i.e., viewing convolutions as linear trans-
formations of a joint distribution—by showing that it yields all prior discrete Gaussian convolution
theorems from the literature. Indeed, we give a very general theorem on integer combinations of
independent discrete Gaussians (Theorem 4.6), then show that several prior convolution theorems
follow as immediate corollaries.

LWE self-reduction. Recall the LWE distribution (A, b’ = s’A + e’ mod ¢) where the secret
s < Zy and A < Zy™™ are uniform and independent, and the entries of e are chosen independently
from some error distribution, usually a discrete one over Z. As described in [GPV08, ACPS09]
(based on a core technique from [Reg05]), when m =~ n log ¢ or more we can generate unlimited
additional LWE samples (up to small statistical distance) with the same secret s and continuous
Gaussian error, as

(a=AxeZy, b=b'x+é=s'a+ (e'x+¢é) mod )

for discrete Gaussian x <— Dz , and continuous Gaussian “smoothing error” e <— Dy, for suitable
parameters r, 7. More specifically, the error term e'x + ¢ is close to a continuous Gaussian D;,
where t2 = (r|le||)? + 72.

We emphasize that the above procedure yields samples with continuous Gaussian error. If
discrete error is desired, one can then “round off” b, either naively (yielding somewhat unnatural
“rounded Gaussian” error), or using more sophisticated randomized rounding (yielding a true discrete
Gaussian [Peil0]). However, this indirect route to discrete error via a continuous intermediate step
seems cumbersome and also somewhat loose, due to the extra round-off error.

An obvious alternative approach is to directly generate samples with discrete error, by choosing
the “smoothing” term € <— Dy, ; from a discrete Gaussian. However, directly and tightly analyzing
this alternative is surprisingly non-trivial, and to our knowledge it has never been proven that the



resulting error is (close to) a discrete Gaussian, without incurring some loss relative to what is
known for the continuous case.? Using the techniques developed in this paper, we give a modular
proof that this alternative approach does indeed work, for the very same parameters as in the
continuous case. As the reader may guess, we again express the overall error distribution as a linear
transformation on some joint discrete Gaussian distribution. More specifically, the joint distribution
is that of (x, €) where x is conditioned on a = Ax, and the linear transformation is given by [e’ | 1]
(where e is the original LWE error vector). The result then follows from our general theorem on
linear transformations of discrete Gaussians (Theorem 3.1).

Analysis of subgaussian matrices. A distribution over R is subgaussian with parameter s > 0
if its tails are dominated by those of a Gaussian distribution of parameter s. More generally, a
distribution X’ over R is subgaussian (with parameter s) if its marginals (X', u) are subgaussian
(with the same parameter s) for every unit vector u € R". We give precise concentration bounds on
the singular values of random matrices whose columns, rows, or individual entries are independent
subgaussians. We follow a standard proof strategy based on a union bound over an e-net (see,
e.g., [Verl2]), but we precisely track all the constant factors. For example, let R € R™*" be a
matrix with independent subgaussian rows. First, we reduce the analysis of R’s singular values to
measuring how close R is to an isometry, specifically the norm | R'R —1L,|| = sup,, ||(R'R—1I,)u]|
where the supremum is taken over all unit vectors u. Next, we approximate all unit vectors by an
e-net of the unit-sphere and bound the probability that ||Rul|3 is too large by expressing | Rul||3
as a sum of independent terms (namely, |[Ru||3 = >_.(r;, u)? where r; is a row of R). Finally, we
take a union bound over the net to get a concentration bound. Lastly, we give a tighter heuristic for
subgaussian matrices with independent entries from commonly used distributions in lattice-based

cryptography.

1.3 Organization

The rest of the paper is organized as follows. Section 2 reviews the relevant mathematical back-
ground. Section 3 gives our general theorem on linear transformations of discrete Gaussians.
Section 4 is devoted to convolutions of discrete Gaussians: we first analyze joint distributions and
linear transforms of such convolutions, then show how all prior convolution theorems follow as
corollaries. Section 5 gives our improved, purely discrete LWE self-reduction. Finally, Section 6
gives our provable and heuristic subgaussian matrix analysis; the proof of the main subgaussianity
theorem appears in Appendix A.

2 Preliminaries

In this section we review some basic notions and mathematical notation used throughout the paper.
Column vectors are denoted by lower-case bold letters (a, b, etc.) and matrices by upper-case bold

30f course, one can view the discrete Gaussian as a randomly rounded continuous one, but this is equivalent to the
indirect, loose approach described above.



letters (A, B, etc.). In addition, positive semidefinite matrices are sometimes denoted by upper-case
Greek letters like >.. The integers and reals are respectively denoted by Z and R. All logarithms are
base two unless specified otherwise.

Probability. We use calligraphic letters like X', ) for probability distributions, and sometimes
for random variables having such distributions. We make informal use of probability theory,
without setting up formal probability spaces. We use set-like notation to describe probability
distributions: for any distribution X" over a set X, predicate P on X, and function f: X — Y,
we write [f(x) | x < X, P(z)] for the probability distribution over Y obtained by sampling x
according to X', conditioning on P(x) being satisfied, and outputting f(z) € Y. Similarly, we
write { P(z) | © < X'} to denote the event that P(x) is satisfied when x is selected according
to X, and use Pr{z < X’} as an abbreviation for X' (z) = Pr{x = z | x « X'}. We write
f(X) =[f(z) | = + X] for the result of applying a function to a probability distribution. We
let (X ') denote the uniform distribution over a set X of finite measure.

The statistical distance between any two probability distributions X', ) over the same set is
A(X,)Y) :=sup,y|Pr{X € A} — Pr{) € A}|, where A ranges over all measurable sets. Similarly,
for distributions X', ) with the same support, their max-log distance [MW 18] is defined as

Ay (X,)) :=sup|log Pr{X € A} —logPr{Y € A}|,
A
or, equivalently, Ay, (X,)) = sup,|log Pr{X = a} — logPr{}Y = a}|.

Distance notation. For any two real numbers x, y, and € > 0, we say that x approximates y within

relative error € (written x ~. y) if x € [1 — ¢, 1+ €] - y. We also write ~ y as an abbreviation for
the symmetric relation (x ~. y) A (y =, x), or, equivalently, | log x — log y| < log(1 +¢) < e.
For two probability distributions X', ) over the same set, we write X' ~. ) if X'(z) ~. J(z)

for every z. Similarly, we write X ~ Vit X ~. Yand Y ~. X. The following facts are easily
verified:

1. If X ~. ), then Y ~: X (and therefore, X ~ Y)foré =¢/(1—e¢).

2. f X =, Yand Y ~5 Z then X ~_,5,.5 Z, and similarly for ~.

3. For any (possibly randomized) function f, A(f(X), f(V)) < A(X,)Y), and X ~. Y implies
f(X) = (D).
4. f X ~. Y then A(X,)) < ¢/2.

5. X ~ Yifand only if Ay, (X, ) < log(1 + ).

Linear algebra. For any set of vectors S C R", we write span(.S) for the linear span of S, i.e.,
the smallest linear subspace of R™ that contains S. For any matrix T € R"**, we write span(T)
for the linear span of the columns of T, or, equivalently, the image of T as a linear transformation.
Moreover, we often identify T with this linear transformation, treating them interchangeably. A
matrix has full column rank if its columns are linearly independent.
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We write (x,y) = >, «; - y; for the standard inner product of two vectors in R". For any vector
x € R™ and a (possibly empty) set S C R"”, we write x ¢ for the component of x orthogonal to S,
i.e., the unique vector x; ¢ € x + span(S) such that (x,g,s) = 0 forevery s € S.

The singular values of a matrix A € R™*™ are the square roots of the first d = min(m,n)
eigenvalues of its Gram matrix A*A. We list singular values in non-increasing order, as s;(A) >
s9(A) > - > 54(A) > 0. The spectral norm is ||A|| := sup,_q || Ax||2/||x]|2, which equals its
largest singular value s;(A).

The (Moore-Penrose) pseudoinverse of a matrix A € R™ ¥ of full column rank*is A" =
(A'A)"'A’ and it is the unique matrix AT € R**" such that AT A = T and span((A*)!) =
span(A). (If A is square, its pseudoinverse is just its inverse AT = A~1.) For any v € span(A)
we have AATv = v, because v = Ac for some vector c.

The tensor product (or Kronecker product) of any two matrices A = (a; ;) and B is the matrix
obtained by replacing each entry a; ; of A with the block a; ;B. It obeys the mixed-product property
(A®B)(C®D)=(AC) ® (BD) for any matrices A, B, C, D with compatible dimensions.

Positive (semi)definite matrices. A symmetric matrix ¥ = Y is positive semidefinite, written
¥ = 0, if x!'¥x > 0 for all vectors x. It is positive definite, written ¥ = 0, if x'¥x > 0 for all
nonzero x. Positive (semi)definiteness defines a partial ordering on symmetric matrices: we write
Y=Y (and X' < X)) if ¥ — X = 0 is positive semidefinite, and similarly for 3 = ¥'.> For any
two (not necessarily positive semidefinite) matrices S, T € R™**, we write S < T if SS! < TT".

For any matrix A, its Gram matrix A’A is positive semidefinite. Conversely, a matrix ¥ is
positive semidefinite if and only if it can be written as ¥ = SS' for some matrix S; we write
S = \/E and say that S is a square root of 3. Note that such a square root is not unique, because,
e.g., —S = /T as well. We often just write /X to refer to some arbitrary but fixed square root
of X. For positive definite ¥ > 0, observe that S = v/ if and only if ! = (8S*)~! = §~'S~1,

so St =+vX1 ie., \/i_t is equivalent to v/¥~1, and hence \/i_1 is equivalent to v/ E*lt.

Lattices. An n-dimensional lattice A is a discrete subgroup of R”, or, equivalently, the set
A = L(B) = {Bx: x € Z*} of all integer linear combinations of the columns of a full-column-
rank basis matrix B € R"**. The dimension k is the rank of A, and the lattice is full rank if k = n.
The basis B is not unique; any B’ = BU for U € Z*** with det(U) = +1 is also a basis of the
same lattice.

A coset of alattice A C R"isasetof theform A =A+a = {v+a:v e A} forsomea € R".
The dual lattice of A is the lattice AY = {x € span(A) : (x,A) C Z}. If B is a basis for A, then
Bt is a basis for AY. A A-subspace, also called a lattice subspace when A is clear from context,
is the linear span of some set of lattice points, i.e., a subspace S for which S = span(A N S).
A fundamental property of lattices is that if T is a linear transformation for which ker(T) is
a A-subspace, then TA is also a lattice. The proof of this fact relies on the following classical
lemma.

4The pseudoinverse can also be defined for arbitrary matrices, but the definition is more complex, and we will not
need this level of generality.
Notice that it is possible for ¥ = ¥’ and ¥ # ¥, and still X # ¥'.



Lemma 2.1. Let P be a A-subspace. Then any basis for P N A can be extended to a basis for A.

The proof of this lemma is not obvious, but it is used to show the lattice basis theorem (i.e. that
every lattice has a basis). We sketch the proof for completeness, for full details see [Bas10].

Proof sketch. We sketch the proof for dim(P) = k — 1, where k is the rank of A. The full proof
then follows from induction. Let B;_; be a basis for PN A and v € A \ P such that it minimizes
the distance to P.

Note that such a point must exist: consider the fundamental parallelepiped associated to By
and consider a ball around it that contains at least one point in A \ P. Clearly, this ball contains
finitely many lattice points and thus it contains one point v’ that is in A\ P and closest to P. Assume
that there was another point in A \ P outside of this ball that was closer to P. Using the basis By_;
this point can be shifted into the ball without changing its distance to P. This shifted point would
still be in A \ P and closer to P: a contradiction. So v’ is such a point.

We now claim that B = [Bj,_; | v] is a basis of A. To see this, consider the coordinates of a
point w € A in the basis B. If the last coordinate «, is not an integer, subtract |y, |v from it, which
is a point in A \ P and clearly closer to P than v: a contradiction. Thus, a; must be an integer.
Since w — a,v € P N A it follows that the remaining coordinates are also integral. [

Corollary 2.2. For any matrix T and lattice A, if ker(T) is a A-subspace then TA is a lattice.

Proof. Let By be a basis for ker(T) N A and extend it to a basis B for A. Consider B’ = TB.
Clearly, the first & columns of B’ are 0, where k£ = dim(ker(T)). By the rank-nullity theorem

the remaining vectors are linearly independent and by linearity form a basis for the set TA as a
Z-module. O

The Gram-Schmidt orthogonalization (GSO) of a lattice basis B = {b;} is the set B = {b;}
of vectors defined iteratively as Bl- = (b;) L{b1,..b;_1}» 1., the component of b; orthogonal to the
previous basis vectors. (Notice that the GSO is sensitive to the ordering of the basis vectors.) We
define the minimum GSO length of a lattice as bl(A) := ming max; ||b;||2, where the minimum is
taken over all bases B of A.

For any two lattices Ay, Ao, their tensor product A1 ® A, is the set of all sums of vectors of
the form v; ® vy where vi € Ay and vy € A,y. If By, By are respectively bases of A;, A,, then
B; ® By is a basis of A} ® As.

Gaussians. Let D be the Gaussian probability measure on R¥ (for any & > 1) having density
function defined by p(x) = e I*I”, the Gaussian function with total measure Jerr p(x) dx = 1.
For any (possibly non-full-rank) matrix S € R™"**, we define the (possibly non-spherical) Gaussian

distribution
Ds:=S-D=[Sx|x+ D]

as the image of D under S; this distribution has covariance X /(27) where ¥ = SS’ is positive
semidefinite. Notice that Dg depends only on ., and not on any specific choice of the square



root S.° So, we often write D /5 instead of Ds. When ¥ = 5?1 is a scalar matrix, we often write D,
(observe that D = D).

For any Gaussian distribution Dg and set A C span(S), we define D4 g as the conditional
distribution (where S7!(A) = {x : Sx € A})

Das:=[Dsla=[y|y « Ds;y € A] = [Sx|x« D,Sx € A] =S - [D]s-114

whenever this distribution is well-defined.” Examples for which this is the case include all sets A
with positive measure fx cA dx > 0, and all sets of the form A = L + A + ¢, where L C R"is a
linear subspace and A + ¢ C R" is a lattice coset.

For any lattice coset A = A+c (and taking S = I for simplicity), the distribution D, . is exactly
the (origin-centered) discrete Gaussian distribution given by Pr{x <— D4} := p(x)/ > _ 4 p(¥). as
usually defined in lattice cryptography. It also follows immediately from the definition that c+Dy
is the “c-centered” discrete Gaussian D, . that is defined and used in some works. Because of this,
there is no loss of generality in dealing solely with origin-centered Gaussians, as we do in this work.

Lemma 2.3. For any A C R"™ and matrices S, T representing linear functions where T is injective

on A, we have
T -Dys =Drars. (2.1)

Proof. By definition of the conditioned Gaussian and the fact that A = T—!(TA), we have

T -Dys =TS [D]g-14) = TS - [D](rs)-1(ra) = DraTs- O

We now recall the notion of the smoothing parameter [MR04] and its generalization to non-
spherical Gaussians [Peil0].

Definition 2.4. For a lattice A and ¢ > 0, we say 7.(A) < 1if p(AY) <1 +e.

More generally, for any matrix S of full column rank, we write 7.(A) < S if A C span(S) and
n-(STA) < 1, where ST is the pseudoinverse of S. When S = sI is a scalar matrix, we may simply
write 7:(A) < s.

Observe that for a fixed lattice A, whether 7.(A) < S depends only on 3 = SS’, and not the
specific choice of square root S = /3. This is because the dual lattice (STA)Y = S*AY, so for any
dual vector w = S'v where v € AY, p(w) = exp(—7||w||?) = exp(—7v!SS'v) = exp(—7v'Zv)
is invariant under the choice of S. From this analysis it is also immediate that Definition 2.4 is
consistent with our partial ordering of matrices (i.e., S < T when SS' < TTY), and with the
original definition [MRO04] of the smoothing parameter of A as the smallest positive real s > 0 such
that p(sAY) < 1 + . The following lemma also follows immediately from the definition.

®To see this, notice that the probability under S(D) of any vector ¥x € span(SS?) = span(S) in its support is
p({z : Sz = ¥x}) = p(Tix + ker(S)) = p(Stx) - p(ker(T)) because S'x is orthogonal to ker(S) = {z : Sz = 0}.
Moreover, p(ker(S)) = 1 and p(S*x) = p(||S'x||) = p(vxtXx) depends only on .

"For any nonempty set A with zero measure, one can first define A. = A + {x: ||x|| < €}, which has nonzero
measure for any e > 0. Then, [Dg] 4 is defined as the limit of [Dg] 4, as € — 0, if this limit exists.



Lemma 2.5. For any lattice A, € > 0, and matrices S, T of full column rank, we have n.(A) < S
if and only if n.(TA) < TS.

The name “smoothing parameter” comes from the following fundamental property proved
in [MRO04, Reg05].

Lemma 2.6. For any lattice A and € > 0 where n-(A) < 1, we have p(A + ¢) ~. 1/ det(A) for
any ¢ € span(A); equivalently, (D mod A) ~. U = U(span(A)/A).
In particular, A(D mod A,U) < €/2 and Ay (D mod A,U) < —log(l — ¢).

The lemma is easily generalized to arbitrary vectors ¢ not necessarily in span(A).

Corollary 2.7. For any lattice A and £ > 0 where 1.(A) < 1, and any vector c, we have

plcia)
° det(A)’

p(A+c) =~

Proof. Because c 4 is orthogonal to span(A) and ¢’ = ¢ — (¢ 4) € span(A), we have

pcia)
° det(A)’

where p(A + ¢) ~. det(A)~! by Lemma 2.6. O

p(A+c) = p(A+c' +(cia)) = plcia) - p(A+ ) =

Finally, we recall the following bounds on the smoothing parameter.

Lemma 2.8 ((GPV08, Lemma 3.1]). For any rank-n lattice A and ¢ > 0, we have n.(A) <
bI(A) - /In(2n(1 + 1/¢))/m.

Lemma 2.9 ((MP13, Corollary 2.7]). For any lattices A1, Ay, we have
Ner (A1 ® Ay) < 6Z(A1) -1 (A2),

where 1 + &' = (1 + &)™ and n is the rank of \y. (Note that ' ~ ne for sufficiently small ¢.)

Quotients and groups. Lattice cryptography typically involves integer lattices A that are periodic
modulo some integer ¢, i.e., ¢Z™ C A C Z™. These “g-ary lattices” lattices can be equivalently
viewed as subgroups of Z" = Z™/qZ™. Let A € Z{*™ for some n > 1 and define the lattice
A;(A) :={x € Z™: Ax = 0 mod q}. We say that A is primitive if A - Z™ = Z7.

All the results in this paper apply not only to lattices, but also to arbitrary (topologically closed)
subgroups of R™. These are groups of the form G = A + L where A is a lattice and L is a linear
subspace. When considering such groups, one can always assume, without loss of generality,
that A and L are mutually orthogonal because A + L = (A 1) + L. Intuitively, one can think
of groups A + L as lattices of the form A + 0A; where span(A;) = L and § =~ 0. Notice that
lims o n-(A + dAL) = n-(ALL). For simplicity, we will focus the presentation on lattices, and
leave the generalization to arbitrary groups to the reader. Results for the continuous Gaussian
distribution D are obtained as a special case by taking the limit, for 6 — 0, of A, where A is an
arbitrary lattice spanning the support of D.
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Subgaussian distributions. Subgaussian distributions are those on R which have tails dominated
by Gaussians [Verl12]. An equivalent formulation is through a distribution’s moment-generating
function, and the definition below is commonly used throughout lattice-based cryptography [MP12,
LPR13].

Definition 2.10. A real random variable X is subgaussian with parameter s > 0 if for all t € R,

E[627rtX] < e7rs2152

From this we can derive a standard Gaussian concentration bound.

Lemma 2.11. A subgaussian random variable X with parameter s > 0 satisfies, for all t > 0,
Pr{|X| >t} < 2exp(—nt?/s?).
Proof. Let d € R be arbitrary. Then,

Pr{X >t} = Pr{exp(2mdX) > exp(27dt)} < exp(—27dt) - E[exp(2m6X)]
< exp(—276t + m6%s?).

This is minimized at § = ¢/s%, so we have
Pr{X >t} < exp(—nt?/s?).
The symmetric case X < —t is analogous, and the proof is completed by a union bound. [

A random vector x over R" is subgaussian with parameter « if (x,u) is subgaussian with
parameter « for all unit vectors u. If each coordinate of a random vector is subgaussian (with a
common parameter) conditioned any values of the previous coordinates, then the vector itself is
subgaussian (with the same parameter). See [LPR13, Claim 2.1] for a proof.

3 Lattice Projections

We emphasize that the proof of Lemma 2.3 makes essential use of the injectivity of T, and the
lemma does not hold when T is not injective. There are two reasons for this. Consider, for simplicity,
the special case where A = A is a lattice and S = 1. First, the set TA is not necessarily a lattice, and
the conditional distribution D t may not be well defined.® We resolve this issue by restricting T
to be a linear transformation whose kernel is a lattice subspace P = span(P N A). Second, even
when T - D, is well defined, in general it does not equal the discrete Gaussian Dy, . We address
this issue by showing that these distributions are statistically close, assuming that the sublattice
A N P has small enough smoothing parameter.

8For example, if A is the lattice generated by the vectors (1,0) and (v/2, 1), and T(x, y) = z is the projection on
the first coordinate, then TA = Z + +/27Z is a countable but dense subset of R. In particular, ZI cTA p(x) = oo and so
the conditional distribution D 7 is not well defined.
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Theorem 3.1. Foranye € [0, 1) defining € = 2¢ /(1 —¢), matrix S of full column rank, lattice coset
A = A+ a C span(S), and matrix T such that ker(T) is a A-subspace and n.(A Nker(T)) <'S,
we have .

T -Dys ~ Drars.

The proof of Theorem 3.1 (given below) relies primarily on the following specialization to linear
transformations that are orthogonal projections x — x| p.

Lemma 3.2. Forany ¢ € |0, 1), lattice coset A = A + a, and lattice subspace P = span(A N P)
such that n.(A N P) < 1, we have

14¢
AML((DA)LP? DALP) < log 1

p— E’
or equivalently, (D) | p S Dy, , where e =2¢/(1 —¢).

Proof. It is immediate that both (Dy4) | » and D4, are both well-defined distributions over A p,
which is a lattice coset. Forany v € A | p, let p, = Pr{v <= (D4) ,p} and ¢y = Pr{v <~ D4 ,}.
By definition, ¢, = p(v)/p(ALp). In order to analyze p, let Ap = AN P, and select any w € A
such that w | p = v. Then

Dy = p{x € A:x1p=v}) _ p(w + Ap) ~ P(Winp)
¥ p(A) p(A) © p(A)det(Ap)’

where the last step follows by Corollary 2.7. By assumption, span(Ap) = P,SOW, A, =W, p =V
and hence

V) 4
" p(A)det(Ap)
for some constant C' = p(A,p)/(p(A)det(Ap)). Summing over all v € Ay, gives 1 ~. C, or,
equivalently, C' € [1/(1 4 ¢),1/(1 — ¢)]. It follows that

Pv = Qv

1—¢ < < 1+e¢
1+€qv_pv_1_5 Qv
and therefore Ay, ((Da), p,Da,,) < log % .

We now prove the main theorem.

Proof of Theorem 3.1. The main idea is to express A as SA’ for a lattice A’, then use the injectivity
of T'S on the subspace orthogonal to ker(T'S), which contains A’ | iex(Ts)-

Notice that a € A C span(S) and A = A — a C span(S). Therefore, we can write A = SA’
for some lattice coset A’ = A’ + a’ with SA’ = A and Sa’ = a. Since S is injective, by Lemma 2.3

we have
T'DASZT'DSA/,S:TS'DA/. (31)

12



Now let P = ker(TS), so that SP = span(S) N ker(T). In particular, using A C span(S) and the
injectivity of S, we get

A Nker(T) = Anspan(S) Nker(T) = ANSP=SA'NSP=S(A'NP).
Using the assumption ker(T) = span(A N ker(T)) we also get
SP = span(S) N ker(T) = span(S) N span(A Nker(T)) = span(A Nker(T)).
It follows that SP = span(S(A’ N P)), and, since S is injective, P = span(A’ N P). We also have
1:(S(A'N P)) = ne(A Nker(T)) <8,
which, by definition, gives 7.(A’ N P) < 1. So, the hypotheses of Lemma 3.2 are satisfied, and

AML((DA’>LP7 DA,LP) < log

Applying T'S to both distributions we get that

1+e
AML(TS N (’DA/>J_P7 TS : ,DA,J_P) S ].Og 1

J— E :
It remains to show that these are the distributions in the theorem statement. To this end, observe
that TSx = T'S(x p) for any vector x. Therefore, the first distribution equals

TS (D), p =TS - Dy =T -Dgyg =T Dys.

Finally, since T'S is injective on A’ p, we can apply Lemma 2.3 and see that the second distribution

is
TS Dy, = Drsars = Drars. ]

Corollary 3.3 below, recently stated in [DGPY19], is a special case of Theorem 3.1. The
difference is that while Corollary 3.3 assumes that T is a primitive integer matrix and A = A = Z™
is the integer lattice, Theorem 3.1 applies to arbitrary linear transformations T and lattice cosets
A=AN+aCR™

Corollary 3.3 ([DGPY19, Lemma 3]). Foranye € (0,1/2) and T € Z"*™ such that TZ™" = 7."
and n-(Z™ Nker(T)) < r, we have

AML(T : DZ"”,T ) DZ",rT) < 4e.

4 Convolutions

This section focuses on convolutions of discrete Gaussians. The literature on lattice-based cryptog-
raphy has a multitude of convolution theorems and lemmas for discrete Gaussians (e.g., [Reg05,
Peil0, BF11, MP13]), most of which are formally incomparable despite the close similarity of their
statements and proofs. In this section we show all of them can be obtained and generalized solely
via Theorem 3.1 and elementary linear algebra.

First, in Section 4.1 we analyze the joint distribution of a convolution. Then in Section 4.2 we
show how to obtain (and in some cases generalize) all prior discrete Gaussian convolution theorems,
by viewing each convolution as a linear transformation on its joint distribution.
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4.1 Joint Distributions
Here we prove several general theorems on the joint distributions of discrete Gaussian convolutions.
Theorem 4.1. Forany e € [0, 1), cosets Ay, As of lattices A1, A5 (respectively), and matrix T such
that span(T) C span(Ay) and n.(Ay) < 1, we have

[(x1,%2) | X1 = D, , X5 = Dayyms ] ~ Da,
where A = (L) (A; x Ay) and e =2¢/(1 —¢).

Proof. Let P(x1,%z2) = (x1, (X2) | ,,) be the orthogonal projection on the first n; coordinates and
the subspace orthogonal to A, and observe that (Az) , = {a} is a singleton set for some a. For
any fixed x; € Ay, it is straightforward to verify that

[(x1,%2) [ X 4= Dayrrs, | = [x [ x 4= Da, P(x) = (x1,2)].

Therefore, it is enough to show that (Dy,,a) ~ P(D,). Define A = (L) (A1 x Ay) and
Ap = ANker(P) = {0} @ A,. Notice that ker(P) = {0} @ span(Ay) = span(Ap) (i.e., ker(P)
is a A-subspace), and 7.(Ap) = n-(Az) < 1. Therefore, by Theorem 3.1,

P(DA) é DP(A) = DAlx{a} = (DAl,a). ]

As a corollary, we get the following more symmetric statement, which says essentially that if the
lattices of A; and A, are sufficiently smooth, then a pair of J-correlated Gaussian samples over A;
and A, can be produced in two different ways, depending on which component is sampled first.

Corollary 4.2. For any ¢ € [0,1) and 6 € (0,1] with &' = /1 — 0%, and any cosets Ay, Ay of
full-rank lattices Ay, Ay C R™ (respectively) where 1n.(A\1),n-(Aa) < 0, define the distributions

Xl = [[(Xl,Xg) | X1 < DAl , X9 < (S/X1 + DA2—6’X1,5]]
XQ = H(Xl,Xg) | X9 < DA2 , X1 5/X2 +DA1—6’x2,6]]~

Then X, ~ D, s < Xs, where A = Ay x Ay, e =2¢/(1 —¢),and ¥ = (41 °1).

Proof. By Lemma 2.3, the conditional distribution of x, given x; in &} is 6'x1 + 6D 4, /5)— (5 /6)x, -
So, & can be equivalently expressed as

S-[(3) | x1 ¢ Da,, X2 < Diayss)y— /5yl S = (51 41)

Since 7:(A2/d) = n-(A2)/d < 1, we can apply Theorem 4.1 with T = —(0’/6)I, and get that the

first distribution satisfies X; ~ S - D4/, where A’ = (L 1)(A; x (A2/9)). Since S is injective, by
Lemma 2.3 we have )
Xy~8S Doy =Dsas =D, 5

where & = SS' = (1 1). By symmetry, X, ~ D, 5 as well. O
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Corollary 4.2 also generalizes straightforwardly to the non-spherical case, as follows.

Corollary 4.3. For any ¢ € [0, 1), cosets Ay, Ay of lattices Ay, Ny (respectively), and matrices
R, S, S, of full column rank where A; C span(S;), span(RS;) C span(As), and n.(As) < Sy,
we have .

X = [(x1,%x2) | X1 < Da, s, , X2 < Rx1 +Dyy_rxy8,] ® Das,

where A = Ay x Ay, £=2¢/(1 —¢),and S = (g3’ g, )-
Proof. We proceed similarly to the proof of Corollary 4.2. For simplicity, substitute x; with S;x;
where x; < Dsf A Then by Lemma 2.3, the vector x5 in X', conditioned on any value of x;, has

distribution
RSx; + S, - Ds;(AQ—Rslm)'

So, we can express X equivalently as
S-[(%) | x1 « ’DSTAN X2 DS;’(AQ—Rslxl)]L

and since 7.(S3 - Ay) < 1, we can apply Theorem 4.1 with lattice cosets A} = ST A;, A, = S5 A,
and T = —S}RS,. This yields X ~ S - Dy = Dsu s where

A= (1 9)(A] x Ay)
and hence SA’ = A, as needed. O

The following corollary, which may be useful in cryptography, involves Gaussian distributions
over lattices and uniform distributions over their (finite) quotient groups.

Corollary 4.4. Let A, Ay, Ay be full-rank lattices where A C A1 N Ay and n-(A1),n-(A2) < 1 for
some € > 0, and define the distributions

X = [[(Xl,Xg) | X1 < Z/{(Al/A) , Xo < X1 + DA2_X1 mod A]],
XQ = [[(Xl,Xz) | X9 < Z/{<A2/A> , X1 & Xo + IDAI,XQ mod A]]
Then Xy ~ X, where & = 4e/(1—e)2

Proof. We assume the strict inequality 7-(A;) < 1; the claim then follows in the limit. Let
0 € M(A1),1), 6 = v/1—¢"2, and apply Corollary 4.2 to A; = (6/0")A; and Ay = JA..
Notice that the hypotheses of Corollary 4.2 are satisfied because 7.(A;) = on-(A;)/d < & and
N:-(Az) = dn-(A3) < 4. So, the distributions

2

— [[(Xl,XQ) | X1 < DA1 , Xo 5,X1 + DA2_5/X1’5]]
XQI = [[(Xl,XQ) ‘ X9 < DA2 , X1 (SIXQ + DA1,§IXZ’5]]

satisfy A7 ~ X Let f: Ay x Ay — (A1/A, Ay/A) be the function
f(x1,%2) = ((6'/8)x; mod A, x5/6 mod A).
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It is easy to check, using Lemma 2.3, that

f(Xll) — [[(XLXQ) | X1 DA175’/6 mod A, X9 — X1 + DAQ—Xl mod A]]
f(Xé) = [[(XI,XQ) ‘ X9 < ’DA271/5 mod A, X1 < (SIQXQ + ,DA176’2x2,6’ mod A]]

and X; = limg _,y X/ for i = 1,2. Since X] ~ A3 for all ¢’, we have X ~ Xs. l

4.2 Convolutions via Linear Transformations

In this subsection we show how the preceding results can be used to easily derive all convolution
theorems from previous works, for both discrete and continuous Gaussians. The main idea through-
out is very simple: first express the statistical experiment as a linear transformation on some joint
distribution, then apply Theorem 3.1. The only nontrivial step is to bound the smoothing parameter
of the intersection of the relevant lattice and the kernel of the transformation, which is done using
elementary linear algebra. The main results of the section are Theorem 4.5 and Theorem 4.6;
following them, we show how they imply prior convolution theorems.

The following theorem is essentially equivalent to [Peil0, Theorem 3.1], modulo the notion of
distance between distributions. (The theorem statement from [PeilQ] uses statistical distance, but
the proof actually establishes a bound on the max-log distance, as we do here.) The main difference
is in the modularity of our proof, which proceeds solely via our general tools and linear algebra.

Theorem 4.5. Lete € (0,1) definec = 2¢/(1—¢) and &’ = 4e/(1—¢)?, let Ay, Ay be cosets of full-
rank lattices A1, Ao (respectively), let 31, 39 > 0 be positive definite matrices where 1. (Ay) < /3,
and let

X = [(x1,%x2) | x1 < Dy, 57y X2 ¢ X1 +DA27X1,\/272]]'
Ifn-(Ay) < /33 where 31 = X1 + 351 = 0, then the marginal distribution X, of X5 in X
satisfies /
X~ Dy, i
In any case (regardless of n.(Ay)), the distribution X of x, conditioned on any x5 € As satisfies
X2 R X+ Dy, i where X = S1(Z1 + 5) 7 'xp = Tu%5 xe.

Proof. Clearly, Xo = P - X, where P = (0 I). Because 7. (Ag) < /X9, Corollary 4.3 implies
X~D, s andhence P-X~P D, s,

where A = A; x A, and VY = (\/‘/2:1 \/27> Then, Theorem 3.1 (whose hypotheses we verify

below) implies that

P DA,\/E ~ DPA,P\/E - DA2,\/21+22’

where the equality follows from the fact that D is insensitive to the choice of square root, and
R=PVY = (\/21 \/22) is a square root of RR! = X; + Y. This proves the claim about A5.
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To apply Theorem 3.1, for A = A; x Ay we require that ker(P) is a A-subspace, and that
n-(A Nker(P)) = n.(A; x {0}) < /3. For the former, because A, is full rank we have

ker(P) = span(A;) x {0} = span(A; x {0}) = span(ker(P) N A).

For the latter, by definition we need to show that 7.(A’) < 1 where A’ = vE (A x {0}).
Because

! VI we have A’ =S - A; where S = \/2_171
VS (\/_\/_>,hASA1hS<_\/E_21>.

Now S!S = %7+ 5,1 = 550, s0 ||Sv|? = vS!Sv = ||v/Z; 'v|? for every v. Therefore,
AN = S - A; is isometric to (i.e., a rotation of) \/23_1 - Ay, so n-(A") < 1 is equivalent to
775(\/2371 - A1) < 1, which by definition is equivalent to the hypothesis 7. (A1) < v/2s.

To prove the claim about X7** for an arbitrary x, € Ay, we work with D, s using a different

choice of the square root of > = (%i 21%22 ), namely,

VS SWETS: S (vs X
V= m) where VS ( m)

for V33X = =31 (2; 4+ 3y) ' = =235 % this v/3 is valid because

Y4 21T+ 8) 1 = (ST S0 T S - Sa(X 4+ )7
=S+ ST - (BN B )T
— Z]17

and 1 (X, + ¥5) 7! = X35, ! by a similar manipulation. Now, the distribution D 4.5 conditioned
on any xs € Ay is

—1
DAlX{XQ} NSk \/_ D (A x{x2}) = \/E : <Dm_1A1+Xx2’ V E1 + E2 X2)7

where the last equality follows from the fact that the second component of Ve (A1 X {x2}) is

-1, . .. C . . .
fixed because V'YX  is block upper-triangular. So, the conditional distribution of x;, which is the
first component of the above distribution, is

S1(B1 4 22) %2 + D, v = Xa T Day 55
Finally, because X ~D A.v5» the claim on the conditional distribution X7 is established. [

There are a number of convolution theorems in the literature that pertain to linear combinations
of Gaussian samples. We now present a theorem that, as shown below, subsumes all of them. The
proof generalizes part of the proof of [MP13, Theorem 3.3] (stated below as Corollary 4.7).

17



Theorem 4.6. Letc € (0,1), letz € Z™ \ {0}, and fori =1,... ,mlet A; = \; + a; C R" be
a lattice coset and S; € R™" be such that A, = (), A; is full rank. If n.(ker(z' @ I,) N A) < S
where A = Ay X -+ x A, and S = diag(Sy,...,S,,), then

. 1+e¢
AML(Z ZiDAi:Si , DA’,S’) < ]og T

=1

28 St

where A' = %" zA;and S' = \/Y " %
In particular, let each S; = s;1,, for some s; > 0 where bl(diag(s) " (ker(z') N Z™)) ™" > n.(An),
which is implied by ((zi- /s )? + max; - (2:/5:)%) Y2 > n.(An) where i* minimizes |z« /s;| # 0.
Then

1+¢
1—¢’

AML(Z ZiDAi,si s DA/,S’) < log

i=1

where s' = \/Y " (zs;)?and 1 + ¢ = (1 + &)™,

Proof. LetZ =z' ®1,and A = A; x --- X A,,, which is a coset of A, and observe that

Z ZiDAi,Si =7- DA,S-

i=1
Also notice that ZA = A’, and R = ZS is a square root of RR' = >~ | 22S,S!. So, the first claim
follows immediately by Theorem 3.1, as long as ker(Z) is a A-subspace.

To see that this is so, first observe that the lattice Z = ker(z') N Z™ has rank m — 1. Then the
lattice Z ® An has rank (m — 1)n and is contained in ker(Z) N A, because for any v € Z C Z™
andw € An we have Z(v @ w) = (z'v) @ w = 0 and (v® w) € A” C A. So, because ker(Z)
has dimension (m — 1)n we have ker(Z) = span(Z @ An) = span(ker(Z) N A), as desired.

For the second claim (with the first hypothesis), we need to show that 7./ (ker(Z) N A) < S =
diag(s) ® I,. Because Z ® An is a sublattice of ker(Z) N A of the same rank, by Lemma 2.9 and
hypothesis, we have

ne (8™ (ker(Z) N A)) < no((diag(s) ™ ® L) - (£ @ An))
ne((diag(s) ' Z) @ An)

< bl(diag(s)™'Z) - n.(Aq) < 1

<
<

Finally, to see that the first hypothesis is implied by the second one, assume without loss of generality
that ¢* = 1, and observe that the vectors
22 21 Zm <1

(=22 0,00 (=220, 0,...,0), ... (=2 0,...,0, 2Ly

S9 S1 S3 S1 Sm S1

form a full-rank subset of diag(s)~!Z, and have norms at most r = \/ (2 /8 )? + max; £+ (2;/5:).
Therefore, by [MGO02, Lemma 7.1] we have bl(diag(s)™*Z)~' > 1/r > n.(An), as required. [
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Corollary 4.7 (IMP13, Theorem 3.3]). Let z € Z™ \ {0}, and for i = 1,...,m = poly(n)
let A + c; be cosets of a full-rank n-dimensional lattice A and s; > \/2||z||« - 1-(A) for some
e = negl(n). Then >_." zDaic,s, is within negl(n) statistical distance of Dy,s, where Y =
ged(z)A + > . zic; and s = /Y _.(z5;)% In particular, if ged(z) = 1 and ), zic; € A, then

> 2iDpse,.s; is within negl(n) statistical distance of D s.

Proof. Apply the second part of Theorem 4.6 with the second hypothesis, and use the fact that
(1 4 negl(n))P°¥™ is 1 + negl(n). O

Theorem 4.13 from [BF11] is identical to Corollary 4.7, except it assumes that all the s; equal

some s > ||z|| - n.(A). This also implies the second hypothesis from the second part of Theorem 4.6,

because ||z]| > /22 + max; ;- 22,

Corollary 4.8 ([BF11, Lemma 4.12]). Let Ay + t1, Ay + to be cosets of full-rank integer lattices,
and let 51,55, > 0 be such that (s7> + s32)"Y/2 > n.(Ay N Ay) for some ¢ = negl(n). Then
DA, +t,.51 + Daytty.s, i within negl(n) statistical distance of Dy 11 s, where A = A1+Ay, t = t1+to,
and s* = s? + s3.

Proof. The intersection of full-rank integer lattices always has full rank. So, apply the second part
of Theorem 4.6 with the second hypothesis, for m = 2 and z = (1, 1)". O

Corollary 4.9 ([Reg05, Claim 3.9]). Ler ¢ € (0,1/2), let A +u C R"™ be a coset of a full-rank
lattice, and let v, s > 0 be such that (r~2+s72)71/2 > n.(A). Then Dy v, + D; is within statistical
distance 4¢ of D /.

Proof. The proof of Corollary 4.8 also works for any full-rank lattices A; C A,. The corollary
follows by taking A; = A and Ay = limg_,o d"*A = R™. O

5 LWE Self-Reduction

The LWE problem [Reg05] is one of the foundations of lattice-based cryptography.

Definition 5.1 (LWE distribution). Fix some parameters n,q € Z* and a distribution x over Z.
The LWE distribution for a secret s € Z7 is Ls = [(a,s'a+emod q) | a <~ U(Z}), e < X].

Given m samples (a;, b; = s'a;+e; mod ¢) from L, we often group them as (A, b’ = s'A+e'),
where the a; are the columns of A € Z;*™ and the 0;, e; are respectively the corresponding entries
ofbeZ; ecZm.

While LWE was originally also defined for continuous error distributions (in particular, the
Gaussian distribution D,), we restrict the definition to discrete distributions (over Z), since discrete
distributions are the focus of this work, and are much more widely used in cryptography. We refer
to continuous error distributions only in informal discussion.
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Definition 5.2 (LWE Problem). The search problem S-LWE,, , , ., is to recover s given m inde-
pendent samples drawn from L, where s < U(Z}). The decision problem D-LWE,, ; \ ., is to
distinguish m independent samples drawn from L, where s < U(Z}), from m independent and
uniformly random samples from U/ (Z; ™).

For appropriate parameters, very similar hardness results are known for search and decision
LWE, ,m With x € {D,, |Ds]|, Dz}, i-e., continuous, rounded, or discrete Gaussian error.
Notably, the theoretical and empirical hardness of the problem depends mainly on nlog ¢ and
the “error rate” o = s/q, and less on m. This weak dependence on m is consistent with the
fact that there is a self-reduction that, given just m = O(nlogq) LWE samples from Lg with
(continuous, rounded, or discrete) Gaussian error of parameter s, generates any polynomial number
of samples from a distribution statistically close to L£g with (continuous, rounded, or discrete)
Gaussian error of parameter O(sy/m) - n.(Z), for arbitrary negligible . Such self-reductions
were described in [GPVO08, ACPS09, Peil0] (the latter for discrete Gaussian error), based on
the observation that they are just special cases of Regev’s core reduction [Reg05] from Bounded
Distance Decoding (BDD) to LWE, and that LWE is an average-case BDD variant.

The prior LWE self-reduction for discrete Gaussian error, however, contains an unnatural layer
of indirection: it first generates new LWE samples having continuous error, then randomly rounds,
which by a convolution theorem yields discrete Gaussian error (up to negligible statistical distance).
Below we instead give a direct reduction to LWE with discrete Gaussian error, which is more natural
and slightly tighter, since it avoids the additional rounding that increases the error width somewhat.

Theorem 5.3. Let A € Z;*™ be primitive, let b' = s'A + e' mod q for some e € 7™, and
let r,7 > 0 be such that (A (A)) < ((1/r)* + (llell/7)?)~ 2 < r for some negligible . Then
the distribution

[(a=Ax,b=b'x+¢€) | x « Dzmn,, é + Dz

is within negligible statistical distance of Ls with error x = Dy, where t* = (r||e||)? + 7.

Theorem 5.3 is the core of the self-reduction. A full reduction between proper LWE problems
follows from the fact that a uniformly random matrix A € Zg*™ is primitive with overwhelming
probability for sufficiently large m > n, and by choosing r and 7 appropriately. More specifically,
it is known [GPV08, MP12] that for appropriate parameters, the smoothing parameter of Aj(A) is
small with very high probability over the choice of A. For example, [MP12, Lemma 2.4] implies
that when m > Cnlogq for any constant C' > 1 and e ~ ¢, we have 7.(A; (A)) < 21.(Z) <
2¢/In(2(1 + 1/¢’)) /7 except with negligible probability. So, we may choose r = O(/log(1/¢’))
for some negligible ¢’ and 7 = r||e|| to satisfy the conditions of Theorem 5.3 with high probability,
and the resulting error distribution has parameter ¢ = v/2r||e||, which can be bounded with high
probability for any typical LWE error distribution. Finally, there is the subtlety that in the actual
LWE problem, the error distribution should be fixed and known, which is not quite the case here
since ||e|| is secret but bounded from above. This can be handled as in [Reg05] by adding different
geometrically increasing amounts of extra error. We omit the details, which are standard.

Proof of Theorem 5.3. Because A is primitive, for any a € Z; there exists an x* € Z™ such
that Ax* = a, and the probability that Ax = a is proportional to p,(x* + A, (A)). Because
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n:(A; (A)) < r, for each a this probability is the same (up to ~.) by Lemma 2.6, and thus the
distribution of Ax is within negligible statistical distance of uniform over Z;.

Next, conditioning on the event Ax = a, the conditional distribution of x is the discrete
Gaussian Dy-; o1 (a),r- Because b = (s'A + e')x + é = s'a + (e'x + €), it just remains to analyze
the distribution of e’x 4 €. By Lemma 5.4 below with A = A, (A) and A; = Z, the distribution
(€, Dy AL( A),r> + Dy 1s within negligible statistical distance of Dy, as desired. [

We now prove (a more general version of) the core statistical lemma needed by Theorem 5.3,
using Theorem 3.1. A similar lemma in which A, is taken to be R = limy_,+, d~'7Z can be proven
using Corollary 4.9; this yields an LWE self-reduction for continuous Gaussian error (as claimed in
prior works).

Lemma 5.4. Let e € R™, A + x C R™ be a coset of a full-rank lattice, and A1 C R be a lattice
such that (e, \) C Ay. Also let r,7,e > 0 be such that n.(A) < s := ((1/r)> + (|le||/7)?)~ '/

Then
1+¢

1—¢’

Avi({€, Dasxyr) + Doy Daytiexye) < log
where t* = (r]le||)? + 7%
Proof. First observe that

(€, Dasxyr) + Dayi = [€' | 1] - Daxay+(x0),8

where S = (TL" ; ) So, by applying Theorem 3.1 (whose hypotheses we verify below), we get that
the above distribution is within the desired ML-distance of Dy, 4 (¢ x),[ret|7] Where r* = [re’ | 7] is a
square root of r'r = (r|le||)? + 72 = ¢2, as desired.

To apply Theorem 3.1, we first need to show that

K =ker([e' [ 1]) = {(v,~(e,v)) | v € R"}

is a (A x A;)-subspace. Observe that A’ = K N (A x Ay) is exactly the set of vectors (v, v)
where v € A and v = —(e,v) € Ay, i.e., the image A under the injective linear transformation
T(v) = (v,—(e,v)). So, because A is full rank, span(A’) = K, as needed.

Finally, we show that sT < S, which by hypothesis and Lemma 2.5 implies that 7.(T - A) <
sT < S, as desired. Equivalently, we need to show that the matrix

R =SS' - &*TT = (”2 S5 st )

s2el 72 g2¢2

is positive semidefinite, where e = ||e||. If 7> = s then e = 0 and R is positive semidefinite
by inspection, so from now on assume that 72 > s2. Sylvester’s criterion says that a symmetric
matrix is positive semidefinite if (and only if) all its principal minors are nonnegative.’ First,

9 A principal minor of a matrix is the determinant of a square submatrix obtained by removing the rows and columns
having the same index set.
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every principal minor of R obtained by removing the last row and column (and possibly others) is
det((r? — s?)I;) > 0 for some k. Now consider a square submatrix of R wherein the last row and
column have not been removed; such a matrix has the form

— r? — )1 s%e
R:<< 2 )k 2 22)7

s%et 74 — 8%

where € is some subvector of e, hence |[€||* < e2. Multiplying the last column by 7% — s? > 0 and
then subtracting from the last column the product of the first k columns with s - €, we obtain a
lower-triangular matrix whose first k& diagonal entries are 7> — s? > 0, and whose last diagonal
entry is

(7 — s2eH) (r? — s%) — st||e]|? > 7#r? — 72s% — e*r?s? = 0,
where the equality follows from clearing denominators in the hypothesis (1/5)% = (1/r)% + (e/7).
So, every principal minor of R is nonnegative, as desired. [

6 Subgaussian Matrices

The concrete parameters for optimized SIS- and LWE-based trapdoor cryptosystems follow-
ing [MP12] (MP12) depend on the largest singular value of a subgaussian random matrix with
independent rows, columns, or entries, which serves as the trapdoor. The cryptosystem designer will
typically need to rely on a singular value concentration bound to determine Gaussian parameters,
set norm thresholds for signatures, estimate concrete security, etc. The current literature does
not provide sufficiently precise concentration bounds for this purpose. For example, commonly
cited bounds contain non-explicit hidden constant factors, e.g., [Ver12, Theorem 5.39] and [Verl8,
Theorems 4.4.5 and 4.6.1].

In Theorem 6.1 (whose proof is in Appendix A) we present a singular value concentration
bound with explicit constants, for random matrices having independent subgaussian rows. We
also report on experiments to determine the singular values for commonly used distributions in
lattice cryptography. Throughout this section, we use o to denote a distribution’s standard deviation
and m > n > 0 for the dimensions of a random matrix R € R™*" following some particular
distribution. We call a random vector x € R" g-isotropic if E[xx'| = 0°1,,.

Theorem 6.1. Ler R € R™*" be a random matrix whose rows r; are independent, identically
distributed, zero-mean, o-isotropic, and subgaussian with parameter s > 0. Then for any t > 0,
with probability at least 1 — 2¢t* we have

o(vVm —C(s*/o*)(Vn+1)) < su(R) < s1(R) < o(vm + C(s%/0%)(Vn +1)),
where C' = 8¢'+2/\/In9/\/7 < 38.

Comparison. There are two commonly cited concentration bounds for the singular values of
subgaussian matrices. The first is for a random matrix with independent entries.
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X 51 o(v/m+ Cx(s/o)?\/n) observed Cy Sample Var

P 71.26  71.43 99/47 .04
U{—1,1} 10074 10101 99/27 05

D 5z 100.71 101.01 .99/2m .043

Dy om 100.77 101.01 .99/2m .06

X S o(v/m — Cx(s/o)?y/n) observed Cy Sample Var
P 39.60 39.43 .99/4m 017
U{—T,1} 56.00 55.76 099/27 043

D sz 55.92  55.76 .99/2m .036

Dy /x 56.00 55.76 .99/2m .037

Figure 1: Data from fifty random matrices of dimension 6144 x 512 for each distribution X’. The
average largest and smallest singular values are respectively denoted 5; and 5,,, and we recorded the
sample variance for each distribution’s singular values. The third column is the expected singular
value using each distribution’s calculated Cy: 1/2m, 1/2m, and 1/47 for discrete/continuous
gaussians, U{—1, 1}, and P respectively.

Theorem 6.2 ([Ver18, Theorem 4.4.5]). Let R € R"™*" be a random matrix with entries drawn
independently from a subgaussian distribution with parameter s > 0. Then, there exists some
universal constant C' > 0 such that for any t > 0, with probability at least 1 — 2¢t* we have

s1(R) < C-s(vm++vn+1).

The second theorem is for a random matrix with independent subgaussian and isotropic rows.

Theorem 6.3 ([Ver18, Theorem 4.6.1]). Let R € R™*" be a random matrix whose rows r; are
independent, identically distributed, zero-mean, 1-isotropic, and subgaussian with parameter s > Q.
Then there is a universal constant C' > 0 such that for any t > 0, with probability at least 1 — 2¢~t*
we have

vm — Cs*(vn+1) < s,(R) < 51(R) < vV/m + Cs*(v/n +1).

We note that the above theorem is normalized to 0 = 1. Our Theorem 6.1 is a more explicit
version of this theorem for arbitrary o, which scales in the appropriate way in o, since scaling a
subgaussian distribution simply scales its parameter.

6.1 Experiments

Here we present two experiments'® on the singular values of random matrices with independent
entries drawn from commonly used distributions in lattice cryptography. In the first experiment,
we compare random matrices drawn from the discrete Gaussian over Z, the uniform distribution
over {—1,1} (denoted as U/{—1, 1}), the distribution given by choosing 0 with probability 1/2, +-1

10 Whose code is at https://github.com/ngenise/Subgauss_exp.
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each with probability 1/4, which we denote P, and, as a baseline, the continuous Gaussian. In the
second experiment, we sample random matrices with independent entries drawn from U/{—1, 1}
and vary the dimension. Both experiments were done in Sage!!.

From these experiments, we conclude the largest and smallest singular values of random matrices
with independent entries from the above distributions are tightly concentrated around o (y/m + /n),
where m > n are the matrix dimensions and o is the distribution’s standard deviation. In other
words, the largest and smallest singular values of matrices with independent entries from these
distributions behave like the continuous Gaussian since a random matrix with independent, Gaussian
entries, R <— (D, 5-)™*", satisfies

o(vm —+/n) < E[sn(R)] < E[s1(R)] < o(v/m +v/n)

by Gordon’s Theorem [Ver12, Theorem 5.32].

First experiment. For each distribution, we sampled fifty m-by-n (where m = 6144 by n =
512) random matrices and measured their singular values, and assumed the singular values were
approximately

s1 2 o(vm+ Cx(s/a)’v/n)
sn 2 a(v/m — Cx(s/0)*V/n)

where Cly is a small constant dependent on the distribution X. The results are given in Figure 1.
We observed that C'y(s/0)? = 1 for each distribution, as detailed next.

Continuous and discrete gaussians. The continuous Gaussian D; is subgaussian with parameter s,
since E[e%“{ | = e™*s” where X ~ D;. Further, the discrete Gaussian Dy, s is also subgaussian
with parameter s [MP12, Lemma 2.8]. When s exceeds the smoothing parameter 7).(Z) for small &,
the standard deviation of Dy, is very close to the standard deviation s/ V27 of the corresponding
continuous Gaussian D,. Under this approximation of the standard deviation for the discrete
Gaussian, we observed Cgaussian = 1/(27).

Uniform over {—1,1}. Here ¢ = 1 and E[e*™X] = cosh2rt < >, i.e., the subgaussian
parameter is at most /27. We observed that Cy_; 1y = 1/27 in our experiment.

The distribution 'P. By nearly the same analysis, P is subgaussian with parameter s = /27 and has
standard deviation o = 1/+/2. We observed that Cp = 1 /4.

Second experiment. As a second experiment, we sampled 32n-by-n matrices with independent
entries from U/{—1, 1}, and measured the average and variance of the maximum singular value.
Figure 2 shows the results, along with the expected largest singular value according to our heuristic.
We saw the same general behavior for all four distributions.
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Measured s1 Compared to Heuristic
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Figure 2: The empirical mean of the largest singular value (red squares), along with the expecta-
tion under our heuristic (dashed blue line), for N = 50 random 32n-by-n matrices with entries
drawn independently from the distribution X = U/{—1,1}. For n = 50, 100, 200, 500, 1000, the
measured sample variances were respectively 0.099, 0.064, 0.050, 0.048, 0.031, and the measured
constants C'y were 0.92/27,0.96/27,0.97/2m,0.99/27,0.99 /27. (Observe that they approached
1/(2m) from below as n increased.)

6.2 Applications

Here we compare the concrete security of MP12’s underlying SIS problem using two different
bounds on the trapdoor’s singular values when the trapdoor has independent entries drawn from
‘P. These two bounds are Theorem 6.2 under the observed constant for discrete Gaussian entries,
C < 1/+/27 [MP12, Lemma 2.9]'%, misapplied to PP versus the heuristic in the last subsection:

s1(R) =~ o(vV'm/ + V1)

where R € {0,41}™ > is the trapdoor matrix. These two bounds only differ by a factor of 1/+/2,
but we show this 1/ V/2-factor difference results in a 7-bit difference in bit security, or a factor of
128 in adversary’s time complexity, for the parameters chosen in [MP12, Figure 2].

Background on MP12 trapdoors. An SIS trapdoor scheme samples a discrete Gaussian over
a g-ary lattice’s coset, Dy (a) s Where Ag(A) = {x € Z™ : Ax = u € Z"}. Clearly, the main
hardness parameter for a fixed A is the discrete Gaussian width s > 0. In MP12, the SIS matrix is

Uhttps://www.sagemath.org/
12Note that Theorem 6.2 with this constant for Gaussians matches our heuristic from the previous subsection since
the standard deviation of Dz g is approximately s/+/27.
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Parameters Theorem 6.2 with C' = 1/+/27 applied to P  Heuristic in Section 6.1

n 512 512

q 224 224

s 2241 1585
m 24804 24804
Bit Sec. 89 96

) 1.0048 1.0045
k 304 330

Figure 3: The change in concrete security of the underlying SIS problem when the trapdoor is
drawn from P(m—nlega)xnloga We give the smallest BKZ block size k achieving the § needed to
find a vector of length s1/m in (a subspace of) the lattice A (A).

A =[A|G — AR] € Z™ where A € Z*™~"1°¢4 js uniformly random, R «— P(m—nlosa)xnlogg
is a random matrix with entries drawn independently from P serving as the trapdoor, and G =
I,®(1,2,4,... 21 = T, ®g!is the so-called “gadget” matrix for a power-of-two modulus g.

Lets = /s}(R) +1-0, > 0, with oy, = (A} (g")) < VBn.(Z'°87) for some & > 0, be the
width of the discrete Gaussian. In the estimates below, we used ¢ = 27%° and ¢ = 22*. This results
ins=4.5-4/5(s3(R) + 1) by setting o, to the bound in Lemma 2.8.

Security estimate. Here we estimate the time complexity of BKZ when it is used to find a vector
of length sy/m in AqL(A). Recall, BKZ [SE94] is a family of basis reduction algorithms which
reduces to an SVP oracle of dimension k£ < r, where r is the input lattice’s rank. We call k
the BKZ block size. BKZ with block size k is expected to return a basis with shortest vector
length 07 det(A)Y/" where 6y, is the root Hermite factor. An estimate for the root Hermite factor is,
asymptotically, the following function of the block size [Chel3]

k D)

We used the core SVP hardness model (lower bound) [ADPS16] for BKZ. Here, we assume BKZ
only needs one SVP oracle call. Further, we use [BDGL16] for the best known heuristic SVP time
complexities, 2:2926(1+°(1)) operations on a classical computer. Then, we did the following for each
n<d<m:

1. Let A’ € ZZXd represent the first d columns of A. We estimated the shortest vector length
of AL(A) with A’ ~ U(Z!*?) as ~ /d/(2me)q"/* [MRO9, Section 3] and check that it is
shorter than s/m.

2. If so, we record the smallest block size for BKZ applied to A (A’) which results in a vector
of length at most s+/m.

We took the minimum block size over all n < d < m. If k,,,;,, is the resulting block size, then the
scheme has at least .292k,,,;,, bits of security. The results are in Figure 3.
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A Precise Subgaussian Matrix Concentration

In this section we prove Theorem 6.1. We remark that the proof is nearly identical to [Verl12,
Theorem 5.39], except here we carefully track the constants.

A.1 Useful Lemmas

We will need the following lemma.

Lemma A.1. Let X be a subgaussian random variable with parameter s > 0, then

E[| X [*/* < i

< =S 0V

forall k > 0.

Proof. Since | X | is a non-negative random variable, we have
R[] X |*] :/ Pr{|X|F > t}dt < 2/ exp(—mt?*/s?)dt.
0 0

The inequality is by Lemma 2.11. Next, we perform a change of variables. Let u := 7t%/* /s so we
have the following:

E[|X]"] < (%)kk/om exp(—u)u/ " dy = (%)kk-r(/ﬂ/z)l/k.

™

Now the bounds I'(k/2) < (k/2)*/? (from Stirling’s approximation) and k'/* < e'/¢ (calculus) for
all £ > 0 give us

EXkl/k< s 1/e L.
X < eV §
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Claim A.2. Let X be a non-negative random variable. Then, foralli,j € 7", we have cov(X*, X7) =
E[X"] — E[X']E[X’] > 0.

Proof. Recall Jensen’s inequality: ¢(E[Y]) < E[p(Y")] for all random variables Y and all convex
functions . This gives us

E[Xi}(iﬂ')/i < E[X™], E[Xj](iﬂ')/j < E[XH].

Let us raise the first inequality to the i /(i + j)-th power and the second by j /(i + j)-th power. This
gives us

E[X']

i ]E[XHJ'V/(HJ')
E[X] < E[X"

(X I/ ()

and we multiply the two inequalities to get the result. 0
e-Nets An e-net on the n-dimensional unit sphere, S"~! := {x € R" : ||x||, = 1}, is a finite set
N, C S™ ! such that for all y € S™1, there is a vector x in the net within a Euclidean distance

e > 0ofy, ||x —y| < e We have the following fact on the size of an e-net on the unit sphere
[Verl12, Lemma 5.2].

Lemma A.3. Forall € > 0, there exists an e-net N, on the unit sphere S™ ' such that

2 n
[N:| < (— + 1) :
3
When R € R™" is symmetric, we can estimate its norm from a net by the following lemma

[Verl2, Lemma 5.4].

Lemma A4. Let R € R™" be a symmetric matrix, N, C S"~! be an e-net on the n-dimensional
unit sphere for some € € (0,1). Then,

1
R| = Ry,y)| < Rx, x)|.
IR yi‘sﬂ’_l“ Y, ¥)| < 75, max|(Rx, x)|

Approximate isometries and isotropy A random vector over R" is o—isotropic if E[xx!] =
0’1,,. When o = 1, we simply say the random vector is isotropic. Let x be isotropic and y € R"™ be
arbitrary, then E[(x,y)?] = y'E[xx']y = ||y|/3.

Below is a lemma giving a condition which implies a matrix R € R™*" is an approximate
isometry from R" to R, measured by a small 6 > 0 [Ver12, Lemma 5.36].

Lemma A.5. Let R € R™*", § > 0, and |R'R — 1,|| < max(6, §?). Then,

1-0<s,(R)<s(R)<1+404.
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A.2 A Berstein-type Bound

Here we prove two lemmas: a bound on (X? — E[X?])’s moment-generating function for a
subgaussian X, and a Berstein-type concentration lemma needed for the main theorem [Rigl5,
Lemma 1.12].

Lemma A.6. Let X be a subgaussian random variable with parameter s > 0. Then, the random
variable 7 := X* — E[X?| satisfies

E[eQﬂ'tZ] < ecB.ﬂ.t254
forall |t| < 1/(8¢¥<t's?) and Cz = 32e¥/<+2 /7.

Proof. We start with simply expanding the moment generating function and applying Jensen’s
inequality, o(E[X]) < E[p(X)] for any convex function ¢(-).

(2mt)"E[(X? — E[X?])"]

Elexp(2mtZ)] =1+ -
k>2 ’
k-1 k.o, 2k
§1+Z2 (27rt)k'2 E[X }.
k>2 )

The first inequality is given by pairing 281 terms of the form E[X? X %] + E[X*|E[X %], where
i+ j = k, and each term E[ X% X %] £+ E[X%|E[X?] is less than 2E[X ?**] by Claim A.2. Now, we
can use Lemma A.1 to simplify.

|4y Ut B

= k!
4 k 1/e 2 o1 )2k
< 1+Z( mt)"(se k\/| k/+/2m)
k>2 ’
B (4ts2e?/°k)k
— gy W
k>2

Next, we use the bound k! > (k/e)* to get

Elexp(2mtZ)] <1+ Z(4t5261+2/6)k

k>2

— 1+ (4ts%elT2/e)? Z(4t$261+2/6)k.
k>0

And finally, we restrict t € (0, =57 ) to get

) 8g2elt2/e

Elexp(2rtZ)] < 1+ 2(4ts?e!+2/¢)?
< exp(Cp - Tt*s?)

for Cp := 32e2+%/¢ /7 (the last inequality uses 1 + z < e for z > 0). O
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Lemma A.7. Let {X;}} be iid subgaussian random variables with parameter s > 0, and let

X i= = 3 O(X2 —E[X),

then for all t > 0, we have

o 2t
Pe{IX| > 0} <2 exp (~ 4 min {5, S 1)

B S

2+4/e
for Cp = 32e—°,

™

Proof. We proceed with the usual exponential Markov inequality. Fix Cz = 32¢%/¢*2 /_7r as in the
previous lemma. Let § € (0, 1/(8¢%/*1s%)] be arbitrary, Z; := X? —E[X?],and S = nX =, Z.

Pr{S > nt} = Pr{exp(2705) > exp(2mdnt)}
< exp(—2mont) - Elexp(2m0.5)]

= exp(—27r5nt) . HE[GXP(2W5Zi)]

< exp(—2mont + nCpmd?s?).

The first inequality is Markov’s, and the last inequality is from Lemma A.6. Now we minimize the

. . . _ t . 1
exponent as a function of 9. This yields § = Tat and in the case < goirz7ez> We have

¢
Cpst
_ 2
Pr{X >t} <exp <_C£_4>
BS

by substitution. If =l > g7 (equivalently, ¢ > 4€1+;/552 )

_ mt 1
PI‘{X > t} S exp <—TL [m — §:|>

by substitution with § = m. The further restriction on ¢ (t > or equivalently
ke > 1/2) gives us 4 — 5 is always at least 75—, which in-turn is always at least

2+ This proves the lemma. O

4el+2/682

A.3 Proof of Theorem 6.1

Proof. First, we will use a net on the unit sphere to approximate a fixed R’s singular values, then
we will use the Bernstein-like lemma from the previous subsection, Lemma A.7, for a concentration
bound on R’s distribution. And finally, we will use a union bound over the entire net. We define

some constants: Let

2+44/e .
o Cp = 32€T as in Lemma A.7,
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o C:=2/In(9)-Cp = 8'*¥¢/In9//,
o = (f)zC(x/n/m—Ft/\/ﬁ),

e and ¢ := max(§, 6%).

Notice that Lemma A.1’s proof gives us 0 < s, or s/o > 1. When A is symmetric we also
have ||A|| = sup,o |(Ax,x)|/||x||*, because s1(A) is the maximum, in absolute value, of the
eigenvalues of A.

Step 1: approximation. Here we will use a net along with Lemma A.5, which allows us to reduce
the proof to showing | R*R’ —I,,|| < max(§, §?) where R/ := svmR. Let N C S"~' beal/4-net
on the n-dimensional unit sphere. Lemma A.4 tells us
1
mo?

1
< 2max [((=—5R'R — I,)x,x)| = 2max
xeN mao xEN

R'R -1,

1
IRl - 1]
Next, we show with high probability (over R’s rows), we have

max
xeEN

1
—IRx|} — 1] < /2.
mao

Step 2: concentration. Here we use the Bernstein-type lemma, Lemma A.7, to get a concentration
bound on |15 ||Rx||3 — 1] for a fixed x in the net. Express |Rx||3 as a sum indexed by R’s rows:

m

IRx5 = {r:,x)*.

i=1

Now we are concerned with the probability Pr {|L 3" ((r;, x)? — 0?)| < 0?c/2}, and we can use
Lemma A.7 since E[(r;, x)?| = o2 by the definition of isotropic. This matrix, R, has independent,
centered, subgaussian rows with parameter s. Then, we have

1 2. 4.2
Pr {‘E Z((ri,x)Q —oh)| < 025/2} < 2exp (_CEB min {g—sj, %})
4
< 2exp (— mo
mao?
<2 — &
B eXp( 4CBS4 >

4C B 54
from Lemma A.7'3. (The min-max argument results in 62 in both cases § < 1 and § > 1.)
Using the inequality (a + b)? > a® + b* for non-negative a, b gives us

1
P il ) 2 2
r{‘m E ({r;,x) o)
since Cy = 24/In9 - Cpg.

13We consider § > 1 and § < 1 by using Lemma A.7 in this step of the proof.

min {max(d, §%), max(é?, 54)})

< 025/2} < 2exp(—In(9)n — t?)
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Step 3: union bound. Finally, we take a union bound over all x € N and from Lemma A.3 we
have that | V| < 9. This gives us

1
PredxeN: — nX)?—0° > 0%/25 < 9" 2exp(—1 —t
r{ X € mZ(r,x) o >oe/ }_9 exp(—In(9)n )
= 2exp(—t?).

The proof is complete by Lemma A.S. 0
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