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Step-Level Occupant Detection across
Different Structures through Footstep-Induced
Floor Vibration Using Model Transfer

Mostafa Mirshekari, S.M.ASCE"; Jonathon Fagert, P.E., S.M.ASCE?; Shijia Pan?,
Pei Zhang“; and Hae Young Noh, A.M.ASCE?®

Abstract: This paper presents a floor-vibration-based step-level occupant-detection approach that enables detection across different struc-
tures through model transfer. Detecting the occupants through detecting their footsteps (i.e., step-level occupant detection) is useful in various
smart building applications such as senior/healthcare and energy management. Current sensing approaches (e.g., vision-based, pressure-
based, radio frequency—based, and mobile-based) for step-level occupant detection are limited due to installation and maintenance require-
ments such as dense deployment and requiring the occupants to carry a device. To overcome these requirements, previous research used
ambient structural vibration sensing for footstep modeling and step-level occupant detection together with supervised learning to train a
footstep model to distinguish footsteps from nonfootsteps using a set of labeled data. However, floor-vibration-based footstep models
are influenced by the structural properties, which may vary from structure to structure. Consequently, a footstep model in one structure
does not accurately capture the responses in another structure, which leads to high detection errors and the costly need for acquiring labeled
data in every structure. To address this challenge, the effect of the structure on the footstep-induced floor vibration responses is here char-
acterized to develop a physics-driven model transfer approach that enables step-level occupant detection across structures. Specifically, the
proposed model transfer approach projects the data into a feature space in which the structural effects are minimized. By minimizing the
structure effect in this projected feature space, the footstep models mainly represent the differences in the excitation types and therefore are
transferable across structures. To this end, it is analytically shown that the structural effects are correlated to the maximum-mean-discrepancy
(MMD) distance between the source and target marginal data distributions. Therefore, to reduce the structural effect, the MMD between the
distributions in the source and target structures is minimized. The robustness of the proposed approach was evaluated through field experiments
in three types of structures. The evaluation consists of training a footstep model in a set of structures and testing it in a different structure. Across
the three structures, the evaluation results show footstep detection F1 score of up to 99% for the proposed approach, corresponding to a 29-fold
improvement compared to the baseline approach, which do not transfer the model. DOI: 10.1061/(ASCE)EM.1943-7889.0001719. © 2019
American Society of Civil Engineers.

Introduction frequency) is the rate at which a person walks; it is expressed in
steps per minute and can be estimated by detecting and counting
the number of footsteps in a given time. Stride time and step time
are the time between one foot striking to the same foot striking or
the opposite foot striking, respectively, and can be estimated by
detecting the footsteps and finding the time between them. Finally,
the number of footsteps in a given area represent the activity level.
Additionally, existence of footsteps is a sign of the presence of
occupants, which can be utilized for heating, ventilation, and air
conditioning (HVAC) control to minimize energy consumption
while maintaining occupants’ comfort.

Some prior sensing approaches for occupant detection include
vision-based (Snidaro et al. 2005; Mufioz-Salinas et al. 2007),
pressure-based (Savio and Ludwig 2007; Murakita et al. 2004),

Step-level occupant detection is important in various smart building
applications, such as senior/healthcare and efficient energy manage-
ment. Step-level information enables the estimation of temporal
gait-related features, which are important for continuous monitoring
and treatment of diseases such as dementia, chronic obstructive pul-
monary disease, and muscular dystrophy (Oberg et al. 1993; Visser
1983). Some examples of these gait features are cadence, stride
time, step time, and activity level. Specifically, cadence (or step
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radio frequency (RF)-based (Zetik et al. 2006; Li et al. 2012),
acoustic-based (Uziel et al. 2013), and mobile-based (Wang et al.
2016; Saha et al. 2014) approaches. These approaches are poten-
tially accurate in detecting occupants; however, installation and
maintenance requirements limit their applications. Vision-based
sensing is sensitive to visual occlusions such as furniture and col-
umns (Snidaro et al. 2005; Mufioz-Salinas et al. 2007). Pressure-
based and RF-based sensing require dense deployment (particularly
if step-level detection is required) (Savio and Ludwig 2007,
Murakita et al. 2004; Zetik et al. 2006; Li et al. 2012). Acoustic
sensors are sensitive to various kind of environmental noise
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(Uziel et al. 2013). Finally, wearable sensing require the occupants
to wear or carry a device, which might not be possible in some
applications (Wang et al. 2016; Saha et al. 2014).

To overcome these limitations, previous research has introduced
floor-vibration-based sensing for step-level occupant detection
(Mirshekari et al. 2017; Lam et al. 2016). Vibration-based sensing
enables sparse sensing, does not require the occupant to carry or
wear a device, and is not sensitive to visual occlusions. This ap-
proach detects the occupants through recognizing their footstep-
induced vibrations. The main intuition is that the structural vibration
responses caused by the footsteps are different from the ones caused
by other types of excitations such as objects falling on the floor or
a door closing. Due to this difference, a set of labeled vibration data
from footsteps and nonfootsteps can be used to train a footstep
model through supervised learning (Mirshekari et al. 2017; Lam
et al. 2016).

However, the vibration data characteristics also depend on the
underlying structure. Therefore, a footstep model trained in one
structure is not accurate in other structures. In other words, the dis-
tribution of the vibration data is different across various structures
and hence, the footstep model does not transfer well between them.
Furthermore, acquiring labeled data requires a calibration phase in
every structure and different locations even in the same structure,
which is costly and difficult.

This paper presenst a step-level occupant-detection approach
that is robust to structural changes across different structures using
model transfer. To this end, the structural effects on its vibration
responses to footsteps are characterized to develop a physics-driven
model transfer approach. This characterization is used to project the
data into a new feature space in which the structural effect is re-
duced. By lowering the structural effect, the footstep model mainly
represents the excitation differences and is similar across structures
(i.e., transfers between them). In other words, this model transfer
through projection to a new feature space enables one to utilize the
labeled data in a set of source structures to develop a footstep model
for the target structures with no available labeled data. By requiring
the labeled data only from a small number of structures, this ap-
proach significantly reduces the calibration effort.

The main steps of the proposed approach are (1) estimating a set
of bases that project the source and target vibration data to a feature
space with lower structural effect, (2) training a classifier using the
projected labeled data in the source structure and utilizing it to label
the samples in the target structure, and (3) utilizing the classifica-
tion model confidence score for combining the labels from multiple
sources. The main novelty of the presented work is in the model
transfer approach, which can be combined with any classifier. For
demonstration, support vector machines (SVM), which is a widely
used classifier, is used. The proposed system is validated under
different real-world scenarios in multiple buildings including a
campus building and two eldercare facilities.

In summary, the core contributions of this paper are as follows:
* A step-level occupant-detection approach is presented, which is

robust across different structures using footstep-induced floor

vibration.

e Structural effects on the vibration responses are characterized
analytically to develop a physics-driven model transfer approach
that projects the data into a new feature space with reduced struc-
tural effect.

» Step-level occupant detection is evaluated through model trans-
fer in various structures with different structural materials and
characteristics.

The rest of the paper is organized as follows. First, related
works and how this work is distinguished from them are discussed.
Then, the physical intuition behind the proposed approach,
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including analytic physical characterization of model transfer,
are discussed. Next, the approach and its modules are detailed.
Finally, the evaluation procedure, including the experiments con-
ducted and the analysis results, are described and conclusions
are presented.

Related Work

In the recent years, footstep-induced floor vibration sensing has
been used for many occupant-monitoring applications such as
occupant localization (Mirshekari et al. 2016, 2018b; Poston et al.
2017b; Reuland et al. 2017), activity monitoring (Pan et al. 2018;
Madarshahian et al. 2019; Fagert et al. 2017b), occupant identifi-
cation (Pan et al. 2017c), and occupant balance estimation (Fagert
et al. 2017a). This paper introduces a model transfer approach for
step-level occupant detection using this sensing approach. Here,
current floor-vibration-based occupant-detection approaches and
their limitations are first discused. Then, the literature for model
transfer (or transfer learning) is reviewed.

Conventional Learning Approaches for
Floor-Vibration-Induced Occupant Detection

The current floor-vibration-based approaches for occupant detec-
tion use signal processing and machine learning approaches to dis-
tinguish footsteps from nonfootstep excitations. Some examples of
these approaches include (1) statistics-based signal analysis [using
features such as kurtosis (Kog¢ and Yegin 2013; Succi et al. 2001),
chi-squared (Mirshekari et al. 2018b; Poston et al. 2017a), and
autocorrelation (Alyamkin and Eremenko 2011)], (2) matched fil-
tering (Richman et al. 2001; Poston et al. 2017b), and (3) supervised
learning [e.g., neural networks (Subramanian et al. 2010) and sup-
port vector machines (Lam et al. 2016)].

However, these approaches require calibration in every struc-
ture or noise level. For example, statistics-based approaches require
a threshold which may change in various structures. Furthermore,
the matched filtering and supervised learning approaches re-
quire labeled data in every new structure (as well as various loca-
tions in the same structure). Due to these calibration requirements,
these approaches are difficult and expensive to implement in real
applications.

Transfer Learning

Model transfer (or transfer learning) has been introduced in the ma-
chine learning literature to reduce the labeled data (i.e., calibration)
requirements. The idea behind transfer learning for vibration-based
occupant detection is to use the labeled vibration data in a spe-
cific structure (source) to train a footstep model in other structures
(target) in which only unlabeled data are available. In the literature,
this specific setting corresponds to transductive transfer learning
(Pan and Yang 2010). Similar to model transfer, unsupervised learn-
ing approaches assume no labeled data in the structure. However,
they do not utilize the labeled data in other structures (i.e., source
structures), which results in lower model performance. Furthermore,
semisupervised and supervised learning assume that at least some
labeled data are available in the structure (Friedman et al. 2001). The
main categories of transductive transfer learning are instance-based
and feature-based approaches.

Instance-Based Transductive Transfer Learning

The main idea behind instance-based approaches is to assign higher
weights to a subset of source instances that are more likely to
happen in the target structure for model training (Dai et al. 2007,
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Bickel et al. 2007; Sugiyama et al. 2008; Yu et al. 2018). Therefore,
these approaches assume an overlap between the source and target
data distribution in the original data space. In the proposed appli-
cation, various structures have drastically different signal character-
istics that typically do not overlap in the original data space, and
hence instance-based transfer is not suitable.

Feature-Based Transductive Transfer Learning

The feature-based approaches aim to find a feature space (i.e., the
projection of the original data) in which the distributions of data in
the source and target share similarities (Blitzer et al. 2006; Ben-
David et al. 2007; Ling et al. 2008; Pan et al. 2011; Mirshekari
et al. 2018a). It is possible to find such a feature space even if in
the original data space, the source and target distributions are dif-
ferent, and therefore, these approaches are more suitable for the
present problem. To demonstrate this point, consider a set of input
vibration responses Yg € R"*™ and Yy € R"*™ for the source
and target structures, where n; and n, are the number of samples
in the source and target structures and n,, is the length of each input
vector. Assuming n; = n, and to ensure similarity in the projected
space, the aim is to find the solutions for Y¢W = Y7 W where W €
R">" projects the source and target data into a n,-dimensional
feature space.

Here, without loss of generality, consider the simplest case of
n, = 1. Existence of solutions for this equation means that regard-
less of the differences in the original data space, the source and
target distributions in the projected feature space share similarities.
The equation can be rewritten as a homogeneous set of simultane-
ous equations (Yg — Y)W = 0. This set of equations always has
nontrivial solutions as long as there are more unknowns than equa-
tions (n;, > n) (Strang and Strang 2006). This condition is gener-
ally true in the proposed application because the length of the
sample vectors (e.g., number of bins in frequency domain repre-
sentation) are much higher than the number of samples. This proof
shows that there exists a projected space in which the source and
target distribution share similarity. However, this similarity does
not ensure separable classes (e.g., footsteps and nonfootsteps)
and high performance of the model in the projected feature space.

Furthermore, current feature-representation-based approaches
only ensure that the marginal distribution of the data is similar across
the source and target structures. In other words, there is no guarantee
that in the projected feature space, the source structure features for
footsteps are close to the target structure features for the footsteps
and those for nonfootsteps are close to the nonfootsteps. Therefore,
even after projection, the footstep models are not necessarily trans-
ferable across various structures. To overcome these limitations, the
structural effect is reduced, which ensures that the footstep models in
the projected feature space mainly represent the excitation character-
istics. To this end, physical insights are utilized to (1) characterize the
structural effect on the floor vibration response and its distribution,
and (2) introduce a model transfer approach that reduces the struc-
tural effect to make the footstep models useful across various struc-
tures. By mainly representing the excitation effect, the features for
footsteps in the source and target structure are close to each other,
and similarly, the features for nonfootsteps are close in source and
target structures. Hence, in the projected feature space, the footstep
models are transferable across various structures.

Analytic Physical Characterization of
Model Transfer for Occupant Detection

The proposed approach models the footstep floor vibrations to
distinguish the signals caused by them from the ones caused by
nonfootsteps. These floor vibrations depend on the underlying
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structure, and therefore, footstep models trained in one structure
are significantly different from those trained in other structures.
This section first describes the excitation mechanism and structural
effects by showing a set of footstep and balldrop signals in two
structures. Then, the structural effect on the vibration responses are
characterized to transfer the models across various structures.

Structure-Dependent Excitation Mechanism

Intuitively, impulsive excitations cause deformations in the floor
structure. The floor is then restored to its original position due to
the elasticity of the structure. The repeated cycle of applied force
and restoration force results in a deformation cycle and oscillations
in the floor structure, which are commonly referred as vibrations.
Various excitations result in different deformation patterns and
hence vibration signals. Therefore, if one has labeled footstep and
nonfootstep signals from a structure, one can train a classifier to
distinguish them.

However, the vibration signals are also affected by the the
underlying structure and its characteristics. To illustrate this point,
Fig. 1 shows sample balldrop and footstep signals from two struc-
tures. In each structure, the footstep and balldrop are different in
shape, which enables training the footstep model. However, the dif-
ferences between the footstep and the balldrop are not consistent in
these two structures. Therefore, the model trained using the labeled
signals from one of the structures is not applicable to the other
structure. To better understand this problem and the proposed sol-
ution, the rest of this section first analytically describes the effect of
the structure and the excitation type on the vibration signals. Then,
it is shown that the proposed model transfer approach minimizes
the effect of the structural differences on the vibration signals. This
minimization enables the same footstep model from the source
structure to be used for footstep prediction in the target structure.

Structural Effect Formulation

To transfer the models across structures, the structural effects
on the vibration responses are first formulated through the convo-
Iution theorem assuming an linear time-invariant (LTI) system
(Oppenheim et al. 1997). Specifically, in frequency domain, a spe-
cific sample (e.g., ith) can be described

Y; = H;X; (1)

where Y; € R™*! is the vibration frequency representation, in
which n,, is the number of frequency bins and R is the set of real
numbers; X; € R™*! is the input force spectrum; and H; € R"»*"
is the frequency response function (FRF) of the structure, which
can be described as the following diagonal matrix:

hy

np

Minimizing the Structural Effect

The vibration responses depend on the structure and the excita-
tion, as shown in Eq. (1). Therefore, by minimizing the structural
effect, the trained model mainly represents the excitation effect
and transfers across structures. To this end, the rest of this section
shows that the structural effect is correlated to the maximum-mean-
discrepancy (MMD) distance between the source and target struc-
ture in a given kernel space. This insight implies that by minimizing
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Fig. 1. Sample signals of balldrop and footstep impulses in two structures. Differences between the footstep and the balldrop are not consistent in
these two structures. Therefore, the model trained in one structure is not suitable in the other structure.

the MMD distance between the source and target distributions, the
objective of minimizing the structural effect can be achieved, which
enables transferring models across the structures.

To show the aforementioned correlation, the MMD distance is
analytically described with respect to the structural effects. MMD
is a nonparametric distribution distance metric that does not re-
quire an intermediate density estimate and hence does not require
distribution-type assumption (Smola et al. 2007; Gretton et al.
2012). Given the data sets S = {Y;} and T = {Y!} from the
source and target structures, respectively, the empirical estimate of
the MMD can be described as follows (Pan et al. 2008):

MMD(S, T, ¢) = H B I 4 0] NE)
s j=1 =1

H

where ¢ = kernel-induced feature map; n, and n, = number of sam-
ples in the source and target structures; Y; and Y} = ith samples in
the source and target structures; and || - ||, = norm in the reproduc-
ing kernel Hilbert space (RKHS). RKHS is a Hilbert space with two
properties: (1) the feature map of every point is in the feature space,
and (2) it has reproducing property, meaning that the values of the
functions can be evaluated through an inner product (Gretton
2013). The kernel matrix can be defined as K = [¢(Y;)"  ¢(Y;)]
to rewrite the Eq. (3) through the kernel trick as follows (Pan et al.
2011):

MMD(S, T.K) = tr(KL) (4)

where K € R 7)x(ntm) i the kernel matrix for the data set con-
sisting of data from both the target and source structures. The sub-
matrices forming the kernel matrix are shown in Eq. (5)

= (5)

[ Kss Ksr }
KT.S KT.T

where Kgg € R"*" and Ky € R"™ " are the kernel matrices
between the source samples and target samples, respectively;
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Kg 1 € R™ and Ky g € R"*" are the kernels across the samples

in source and target structures; and L. € R (s ) x(nst11) ig 2 matrix
of coefficients, which is found by

1
n—% Yiv Y.l eS
1
Lij = - Yi*Yj eT (6)
ny
1 .

— otherwise

ngn;

Knowing that the trace of a product of two matrices can be re-
written as the sum of their elementwise product, Egs. (5) and (6)
can be used to rewrite Eq. (4)

1
n;

2
s Krg (7)

t'ts

1
MMD(S, T, K) - KS,S + _ZKT.T -
ny n

The distance defined by Eq. (7) is correlated to the structural
effects. To show this, the kernel matrix is first described in terms
of the input force spectrum and frequency response function. For
better understanding, start with the simpler case of assuming a lin-
ear kernel for which ¢(Y;) = Y;. In this case, the MMD distance
from Eq. (3) is equivalent to the Euclidean distance between the
mean of the source and target samples in the original data space.
Using the expression in Eq. (1), the linear kernel matrix for a set of
n samples can be found using

K = XTHTHX (8)

where H € R™*(m%>m) and X € R»*"*" are matrices containing
the FRF and input force spectrum for all the samples and can be
described

H=(H, H, ... H,) 9)
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X
X,

X,

The next step is to rewrite Eq. (7) in terms of the structural
and input responses using the kernel matrix in Eq. (8). Assuming
that the input matrix is similar for the source and target structures
(i.e., X1 = Xg = X) and using the kernel description from Eq. (8),
one can rewrite Eq. (7) as follows:

1
— XTHIHgX —
nS n[nS

1
+7XTH¥HTX (11)
n;

MMD(S, T) = XTHIH; X

Eq. (11) can be rewritten in the following format:

1
MMD(S, T) = XT (;HEHS -

s t'ts

1
HIH, + ?H$HT)X
t
(12)

Eq. (12) represents the distance between the source and the tar-
get structure data distributions. The term HJ Hy shows the cross-
similarity between the structure FRFs. According to this equation,
the MMD between the source and target distributions is negatively
correlated to the cross-similarity of the structures. In other words,
assuming that the norms of Hg and Hy are fixed, a lower distance
corresponds to higher cross-similarity between the structures and
lower structural effect.

To generalize this derivation to other kernels, the more general
description of the kernel, K = [¢(Y;)"  ¢(Y;)], is used. In this
case, Eq. (8) can be rewritten

K = ¢y (HX)" ¢y (HX) (13)

where ¢), = function that maps each column of the matrix using
the ¢ mapping. Using this definition of the kernel matrix, Eq. (11)
can be rewritten

MMD(S, T, 6) = - 6 (HsX) 7 (HsX)

5

2

g

s Ou(HX) gy(HeX)  (14)

1

ou(HsX)T ¢y (HpX)

By defining ¢x(H) = ¢y (XH), Eq. (14) can be rewritten in
the following format:

MMD(S, T, ¢) = %(bMX(HS)T(bMX(HS)

2

n g

+ %¢MX(HT)T¢MX(HT) (15)

¢MX(HS)T¢MX(HT)

In Eq. (15), ¢px(Hg)" prx(Hyp) = cross-similarity of a pro-
jected version of the structure FRFs. Eq. (15) shows that the
MMD between the source and target structure is negatively corre-
lated to the projected version of the cross-similarity of the structures,
assuming that the norms of ¢x(Hy) and ¢yx(Hg) are fixed.
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Therefore, to reduce the structural effects, the proposed model trans-
fer projects the data into a feature space in which the MMD between
the source and target data distributions is minimized.

However, just minimizing the MMD might not be satisfactory
because (1) it might result in a trivial solution for which there is
zero distance between the distributions, and all the data points are
projected to the origin, and (2) in these derivations, it is assumed that
the data are noise-free, which is not the case in real applications. In
these cases, one might end up in a projected feature space in which
the footstep and nonfootsteps are mixed and not distinguishable.
When introducing the proposed method, other objectives will be
discussed, which will be combined with distribution distance min-
imization to overcome these limitations.

Footstep Models before and after Projection

Due to the reduced structural effect, in the projected feature space,
the trained models mainly represent the excitation effects and hence
transfer well between the structures. In other words, in the projected
feature space, the footsteps and nonfootsteps from the source and
target structures are close to other footsteps and nonfootsteps, re-
spectively. Figs. 2(a and b) show the data from a target and source
structure before and after projection. Before projecting the data,
the distance between the data distributions caused by the structural
effect is significant. Therefore, the footsteps models in the target
source structures are not similar. In this figure, the Frequency
features A and B are the log amplitudes of the fast Fourier trans-
form (FFT) at 42 and 260 Hz. These specific frequencies are chosen
for better illustration of the model transfer intuition. Furthermore,
the log transform of the fft amplitudes is used to reduce the right-
skewness of the data and improve the model training. After the
projection, this structural effect and the distance between the dis-
tributions are reduced. Thus, the model trained in the source struc-
ture well represents the data in the target structure.

Model Transfer for Step-Level Occupant
Detection across Structures

This section describes the floor-vibration-based approach for step-
level occupant detection across different structures through model
transfer. The proposed approach has two main modules: (1) im-
pulse-detection module, which measures the structural vibration
and distinguishes possible footstep-induced vibration signals from
the background noise, and (2) structure-informed model transfer
module, which utilizes the data from the source structure to train
a footstep model in the target structure. An overview of the ap-
proach is presented in Fig. 3.

Impulse Detection

The impulse-detection module measures the ambient structural
vibration of the target structure and detects the impulsive vibration
events. To this end, the vertical ambient structural vibrations were
first measured using a geophone sensor placed on the floor. Geo-
phones are low-cost and low-distortion sensors that convert the
velocity of the floor vibration to voltage (I/O Sensor Nederland bv
2006). Then, the vibration signals are amplified using an op-amp to
improve their resolution (Pan et al. 2017b). Depending on the floor
structure, the proposed system has an effective sensing range of
20 m in diameter.

The ambient vibration signal consists of impulsive vibration
events (such as footsteps, object falls, and door closings) and
stationary background noise (such as machinery or measurement
noise). It was observed that the impulsive events have higher
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tually shows the steps of the proposed approach. Gray arrows relate the conceptual figures to the different steps shown in the flow chart. The solid

arrows in the flowchart show the relationship between different steps.

variance than the stationary noise, as shown in Fig. 4. Therefore,
impulsive events are separated through a variance-based detection
algorithm (Mirshekari et al. 2018b). This approach considers a slid-
ing window for the signal and compares the variance of the signal
window o2 with the variance of noise o2 using a hypothesis test.
The noise variance is estimated based on the part of the signal that
does not contain an impulsive excitation. The hypothesis test eval-

uates the null hypothesis Hy:02 = o2 (i.e., the signal is noise)
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against the alternative hypothesis H:02, = o2 (i.e., the signal is
an impulsive event).

This hypothesis test is a chi-squared test because the variance of
the ambient noise signal follows a scaled chi-squared distribution.
Therefore, first, the chi-squared statistics for each signal window,
X2, are found and compared with X2, which is the statistic value
corresponding to the significance levels of «. The significance level
is the probability of having samples with x2-statistics higher than
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Fig. 4. Example of impulse detection showing that the detected impulses can be footsteps or other impulsive excitations such as a door closing.

X2 given the null hypothesis. Then, the null hypothesis is rejected if
X2 > x2 (Baron 2013). Mirshekari et al. (2018b) have given more
details on this impulse-detection approach.

An example of the vibration signal and impulse-detection results
are presented in Fig. 4. In this figure, the output of the impulse-
detection module is shown with the light gray boxes. However,
these separated impulses include both footsteps and other impulsive
vibration events. The next modules distinguish the footsteps from
other impulsive excitations.

Structure-Informed Model Transfer

The main objective of the structure-informed model transfer mod-
ule is to use the labeled data in the source structures to develop a
footstep model in the target structure. This model distinguishes
the footsteps from the other impulsive excitations and therefore en-
ables step-level occupant detection. This objective is achieved by
(1) extracting the frequency features, (2) projecting the features
from the source and target structures to a new feature space in
which the structural effect is reduced, (3) training a footstep model
using the labeled source data in the projected feature space, and
(4) predicting the sample labels in the target structure by combining
the predictions of the models from different source structures.

Frequency Feature Extraction

The proposed model transfer approach takes the frequency represen-
tation of the vibration signals as the original data features. As shown
in Eq. (1), in the frequency domain, the excitation and structure
effect can be simply separated using matrix multiplication, which
enables the formulation of the relationship between the MMD
and the structural effect. Therefore, the features for model training
are developed using the frequency-domain representation, which is
more suitable for the present problem compared with time-domain
and time-frequency-domain representations.

However, directly using the frequency representation estimated
through fast Fourier transform (FFT) has two limitations. First, the
overall amplitude of the measured signals shows how much the
signal is attenuated, which is location-dependent and does not re-
present the excitation type. Therefore, before estimating the FFT
of the signal, the signals are normalized to ensure the same energy

for all the signals by multiplying the signal by constant / V> s?in
which s; is the ith element of the signal. Second, the frequency data
distribution is right-skewed, which is caused by the fact that the
values of signal amplitude in each frequency are positive. This
right-skewness results in a data distribution that is less similar
to Gaussian distribution and reduces the classifier training perfor-
mance. To reduce this right-skewness and improve the classifier
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training, log transform is performed for the frequency data by
finding the logarithm of the signal amplitude in each frequency
(Changyong et al. 2014).

Structure-Based Data Projection

The objective of structure-based data projection is to find a set of

basis that projects the data into a feature space in which structural

effects are minimized while keeping the footsteps and nonfootsteps
separable. Due to reduced structural effects in this projected feature
space, the footstep models trained in various structures are similar
and successfully transfer between the structures. In real-life appli-
cations, minimizing only the structural effects might not be enough
for model transfer because of the noise in the data and the possibility
of ending up with a trivial solution. In these situations, even though
the projected feature space has lower structural effect, the footsteps
and nonfootsteps are not separable, and this results in low model
performance. The following sections further discuss the structural
effect minimization objective and then address the aforementioned
limitations by adding additional terms to the objective function
using the semisupervised transfer component analysis (SSTCA)

(Pan et al. 2011) model transfer framework.

Minimizing the Structural Effect. To minimize the structural ef-

fect, the MMD across the source and target structures is minimized.

Egs. (12) and (15) have shown that the MMD between the source

and target data distributions is correlated to the structural effect

in the kernel space. MMD is a nonparametric distribution distance
metric that does not make distributional assumptions about the
data. Hence, it is more suitable to the present problem compared
with alternative approaches [e.g., Kullback-Leibler (KL) diver-
gence] because the distribution of the vibration data is unknown

(Gretton et al. 2007). This MMD can be defined as (KL ), where

K is the kernel matrix for the data set consisting of the data from the

target and source structures and L is a coefficient matrix. To find a

feature space with lowest structural effect, instead of assuming a

fixed kernel, one can solve for the kernel matrix ming,o¢r(KL)

through semidefinite programming (SDP) (Pan et al. 2008). How-
ever, there are three limitations using this formulation:

e SDP is computationally expensive.

* For each new unseen test sample in the target structure, a new
kernel matrix needs to be computed, which adds to the compu-
tational cost.

* To reduce the dimension of the final projected feature space (and
consider a subspace with lower structural effects), additional
dimensionality reduction approach [such as principal compo-
nent analysis (PCA)] is necessary (Pan et al. 2011).

To overcome these limitations, an alternative representation
of the objective function is formed based on the SSTCA model
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transfer approach (Pan et al. 2011). Assuming positive definite (and
hence invertible) kernel, one can decompose K and rewrite the
objective function

ming 77((KK~/2)(K~'/?K)L) (16)

This decomposition is generally known as empirical kernel
map (Schélkopf et al. 1998). Decompose KK~/2 = KK~1/2W
where K € RUsFn)x(n4n) s g fixed kernel matrix [e.g., linear
or radial basis function (RBF), among others] and W e
Rs+m)x(n+m) i a weight matrix. This decomposition holds
because K, K, K='/2, and K~!/2 are positive definite and invert-
ible. Similarly, decompose K~'/2K = WTK~1/2K. Based on these
decompositions, the objective function is rewritten

ming,tr((KK~2)WWT(K~1?K)L) (17)

Next, simplify the equations by defining W = K~/ 2W, which
results in

miny?r((KWWTK)L) (18)

Finally, the cyclic property of the trace can be used to rewrite the
equation

miny?r(WIKLKW) (19)

This new representation addresses the limitations of the pre-
vious objective function. First, this representation enables find-
ing a close-form solution, which is computationally inexpensive
because it does not require solving the SDP, as will be described
subsequently. Second, for new samples, the corresponding kernel
values can be computed and added to the kernel matrix and there is
no need to resolve the optimization problem. Finally, the dimen-
sions of W can be defined as R(=*")*" to project the kernel
data into a m-dimensional feature space. Therefore, additional
dimensionality-reduction approaches might not be necessary.

However, only minimizing the distance between the distribu-
tions is not enough for successful model transfer. First, the deriva-
tion in Egs. (3)—(15) is based on the assumption that the data are
noise-free. Existence of noise in real life applications might result
in noise-governing low-variance projected features spaces. Second,
it results in the trivial solution for which all the data points are pro-
jected to the origin (i.e., zero distance between the distributions). In
these cases, one ends up with a feature space in which the footsteps
and nonfootsteps are mixed and not separable. To avoid these chal-
lenges, additional terms are added to the objective function.

Specifically, to avoid the challenges regarding the trivial solu-
tion and noisy data, a term is added to preserve the distance pattern
of the samples (i.e., to ensure that the neighbor samples in the origi-
nal data space are close to each other after projection). Furthermore,
to improve the classification accuracy, another term is added to uti-
lize the source label data by maximizing the dependence between
the labels and projected data. The following sections discuss these
additional terms, the final objective function, and the close-form
solution to the objective function.

Maintaining the Data Variation. In the cases of trivial solution
and noisy data, one might end up in projected spaces in which data
have low variance. In these low-variance spaces, even though the
distance between the distributions is small, the footsteps and non-
footsteps are mixed and inseparable, which in turn results in low
classification accuracy. Therefore, the second term in SSTCA aims
to maintain the variation and the distance pattern of the data
through locality preservation. The intuition is that if there are two
samples, Y; and Yj, which are neighbors in the original data space,
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they should be close to each other after projection. To ensure local-
ity preservation, first, the data are considered as a graph with affin-
ity of m;; = exp(—d;;/20). This affinity is then used to form
N = (Y;,Y;), which is the set of sample pairs that are k-nearest
neighbors of each other. Then, one can minimize

Zmij”[WTK]i - [WTK]]'H2 (20)

i,jeN

where || [WTK]; — [WTK];||> = distance between samples Y; and Y
the projected feature space, respectively. Eq. (20) can be rewritten

ir(WTKLKW) (21)

where £ =D — M, where M = [m;;] and D is a diagonal matrix
with entries dj; = >, m;.
Using the Label Information. To improve the classification accu-
racy, the third objective aims to take advantage of the labeled data
in the source structure. To this end, SSTCA maximizes the depend-
ence of the projected data and the labels using the Hilbert-Schmidt
independence criterion (HSIC) which is a nonparametric approach
for estimating the dependence between two sets (Gretton et al.
2005). Specifically, SSTCA considering the HSIC between the
original data set containing all of the data in source an target, D,
and the label set, L, is

HSIC(D, L) (;1—;1)2 tr(CKCKy) (22)

where Ky, is a kernel matrix representing the label dependence;
C is a centering matrix defined as C = T — (1/n, + n,)117T; and
n = number of all the samples in the source and target structure
and is equal to ng + n,. Furthermore, K, can be described

IF{L = '7Kl + (1 - 7)K1/ (23)

where [K|];; = kernel value between the ith and jth sample labels
in the labeled source data; K, = I; and y = trade-off parameter. It
has been shown empirically that v = 0.5 works well on all the data
sets (Pan et al. 2011). Replacing the kernel matrix definition from
Eq. (19) in Eq. (22) and removing the constant coefficient results in

HSIC(D. L) = WTKCK; CKW (24)

Updating the Objective Function and Finding a Solution. Fi-
nally, the three objectives shown in Egs. (19), (21), and (24) are
combined to form the SSTCA optimization problem (Pan et al.
2011) which is

_ A _
min%nize tr(W'KLKW) + putr(W'W) 4+ = 1r(WTKLKW)
n
subjectto WI'KCK; CKW =1 (25)

where A >0 = trade-off parameter; n> = (n; + n,)?> is a nor-
malization term in which n, and n, are the number of samples
in the source and target structures; and t#(WTW) = regulariza-
tion term, which aims to control the complexity of W and avoid
overfitting. The solutions of this problem are the eigenvectors of
(K(L 4+ AL)K 4 pI)'"KCK; CK (Pan et al. 2011). The steps of
structure-informed data projection are summarized in Algorithm 1.
These eigenvectors are the dimension components that can be used
for projecting the data. Furthermore, the order of the corresponding
eigenvalues shows how well the data projected using the dimension
components satisfy the objective function. Therefore, to project the
data into a m-dimensional feature space, the m eigenvectors with
leading eigenvalues are chosen for data projection. The number of
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the projected data dimensions m affects the performance of the
model transfer and is evaluated in the “Evaluation Metric and
Model Parameters” section.

Algorithm 1. Structure-Informed Data Projection

1 Y<[Y%;YY

2: ny<size(Y®, 1); n,<size(Y', 1)

3: Estimate K(Y) (e.g., for linear kernel K(Y) = YYT)
4: for i, j <ng, n, do

5 if Y;, Y; €S then
1
6 Lij<—n—3
7: else if Y;, Y; € T then
1
t
9 else )
ngn;
11: end if
12: end for

> For k-nearest neighbors
> D is Diagonal

13: M = [m;;] < exp(—d;};/20%)
14: D = [d;;]« Z?:l m;;

15: L<~D-M > Laplacian Matrix
16: Estimate the label kernel [Ky];;.
17: K, <1

18: Ky, <K + (1 —v)K,
19: C<I— (1/ng +n,)117T ~
20: eig((K(L + AL)K + pI)'KCKy, CK)
21: return the first m eigenvectors

> Label Dependence Matrix

Footstep Classifier Training in Source. To distinguish the
footstep-induced vibrations from vibration caused by non-
footsteps, binary classifiers are used. Without loss of generality,
SVM, a common classification approach that does not make dis-
tributional assumption about the data, is used. Instead, SVM max-
imizes the distance (i.e., margin) of the sample points to the
decision boundary (Friedman et al. 2001). After finding the suitable
W, the source and target data aare projected by finding the WK.
In this projected space, the structural effects on the vibration data is
minimized, and the source and target data distributions are similar.
Therefore, the SVM classifier is trained on the labeled projected
data from the source structure or structures and is used for predict-
ing the target structure data labels. The output of the SVM classifier
for each vibration sample is a score whose value and sign represent
the distance of the sample to the decision boundary and whether the
sample is a footstep or a nonfootstep, respectively.
Multistructure Sample Labeling. When there are more than one
source structures available, each one of them is used for data pro-
jection and developing SVM classifiers for the target structure. To
improve the accuracy and robustness of footstep classification (and
occupant detection), the scores are combined across these classi-
fiers. To this end, the SVM scores for target samples from these
classifiers from all the source structures are added. The sign and
magnitude of the final score represents the predicted label (footstep
or nonfootstep) and the prediction confidence.

Occupant-Detection Evaluation

To evaluate the performance of the proposed model transfer for step-
level occupant detection, a set of experiments were conducted with
two human participants and in real-world structures. First, the ex-
perimental setup is introducecd and the metrics used for evaluation
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are defined. For evaluation, the step-level occupant-detection results
are presented and analyzed based on the whole approach (as shown
in Fig. 3), which combines the results of multiple source structures.
In addition, the model transfer part is analyzed without combining
the results for multiple sources to show that transferring the model
improves the classification performance regardless of the choice
of the source structure. To this end, the model transfer performance
is evaluated for single-source structure cases. Finally, the approach
is also evaluated for sensitivity to the number of available data in
the target structure and in the source structures, as well as sensitivity
to the dimension of the projected feature space.

Experimental Setup in Three Buildings

To explore the effect of using various types of structure as the
source and target structure, experiments were conducted in three
types of structures, as shown in Fig. 5. These three structures,
located in Pittsburgh, Pennsylania, include (1) a carpeted wooden
floor in the third floor of the Baptist senior care, (2) a carpeted con-
crete hallway on the ground level of the Porter Hall, which is a
campus building at Carnegie Mellon University, and (3) a carpeted
metal deck floor on the second floor of the Vincentian senior care
facility. The first observed natural frequency of these structures are
16.02, 23.83, and 14.84 Hz, respectively. These natural frequency
estimations were obtained using the basic frequency domain (BFD)
or peak-picking approach (Brincker et al. 2000), where the first
observed natural frequency is identified as the first peak in the
Fourier transform of ambient vibration data. The varying natural
frequency of the three structures reinforces the theory that their
vibration responses will vary and justifies the use of the proposed
model transfer approach.

Furthermore, to evaluate how accurate the proposed approach is
in distinguishing footsteps from other impulsive excitations, data
were collected on footsteps as well as other impulsive excitations,
such as door closings, dropping objects (ball and keychain) on
the floor, and hammer striking in the experiments. Specifically,
220, 100, and 290 footsteps and 130, 70, and 190 nonfootsteps in
Baptist, Porter, and Vincentian, respectively, were included. The
impact locations are within 5 m around the sensor. Fig. 6 presents
the experimental setup used for all the structures.

Geophone sensors were used to measure the structural vibration.
Geophones are low-cost and low-distortion sensors that measure
the vertical velocity of floor vibration (I/O Sensor Nederland bv
2006). Fig. 7 shows an example of the sensing node. LMV358 op-
erational amplifiers (Texas Instruments 2014) were used to amplify
the geophone vibration measurements by the orders of 200 x
—2,000x to improve the resolution of the signals while reducing
the signal clipping. The geophone sensor has a frequency range
of 10240 Hz and sensitivity of 28.8 V/m/s (I/O Sensor
Nederland bv 2006). The experiments used a 25-kHz sampling fre-
quency for data collection. The reason for choosing this high sam-
pling frequency is that the detected footsteps will be used with other
applications such as occupant localization, which requires high tem-
poral resolution, as discussed by Mirshekari et al. (2018b). After
amplification, which varies depending on the structure type and
footstep strike energy, the effective sensing range of this system
for footstep detection is up to 20 m in diameter. Amplified signals
are then digitized and transferred to a server using a 24-bit analog/
digital (A/D) converter.

Evaluation Metric and Model Parameters

As the performance metric, the F1 score was used, which has been
commonly used for evaluating classification algorithms. F1 score is
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Sensor

(a)
Fig. 5. Experiment locations: (a) Baptist senior care facility; (b) Carnegie Mellon University (CMU) Porter Hall A18; and (c) Vincentian senior care
facility.
Hallwa— Precisi TruePositives (27)
recision =
TruePositives + FalsePositives
1.5m 3.6m

recision - recall
> F1 — o . Precision - recall (28)

precision + recall

2~3m 0.8m

where TruePositives = number of correctly detected footsteps;

O  Geophone Sensor
—»» Walking Path
<—> Distance Measure

Fig. 6. Experimental setup: sensor configuration and footstep trace
utilized in all the structures.

Fig. 7. Sensing node. The geophone measures the vertical velocity of
vibrations. These measurements are amplified and transferred to a
server for further analysis.

the harmonic mean of the precision and recall rate and can be found
through the following equation (Sasaki et al. 2007):

TruePositives
Recall = 26
ect TruePositives + FalseNegatives (26)
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FalsePositives = number of nonfootstep mistakenly detected as
footsteps; and FalseNegatives = number of missed footstep events.
The F1 score is estimated using the k-fold cross-validation ap-
proach using k = 10. Using the fitcsvm MATLAB version
R2018b function (MATLAB 2018), the training of the SVM model
for 300 samples takes approximately 0.009 s using a MacBook pro
with 8 gigabytes RAM and 2.7 GHz Intel Core i5 processor. With
respect to the SVM parameters, the regularization term C (or the
box constraint) is set as 1. A simple linear kernel is used to ensure
that the SVM model does not overfit to the data in the source struc-
ture. Further, the software divides the input data by an appropriate
scale factor, which is estimated using a heuristic procedure, before
applying the kernel (MATLAB 2018).

Overall Footstep Classification Robustness

This section evaluates the accuracy and robustness of the overall
footstep classification approach. To this end, the robustness of the
proposed approach is discussed and compared with two baseline
approaches in three structures. The two baseline approaches utilize
the time-domain (TD) and frequency-domain (FD) representations
of the signal. Both TD-based and FD-based baseline approaches
first train an SVM classifier in one structure and then test the model
in a different structure (i.e., without model transfer). Then, each
sample in the target structure is labeled by combining the SVM
scores from multiple sources.

Fig. 8(a) shows the comparison of the F1 score for each struc-
ture as the target. For the results of each structure, the other two
structures are the source structures. For example, the Baptist results
represent the case with Baptist as the target structure and Porter and
Vincentian as the source structures. Based on these results, in the
Baptist nursing home, the proposed approach has resulted in 0.96
Fl-score, which is equivalent to a 9.25x and 7.5x reduction in
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Fig. 8. Evaluation results in three structures: (a) Fl-score; (b) recall rate; and (c) precision rate are compared using the proposed transfer-based
approach with two methods that utilize the time-domain and frequency-domain signals in the source without transfer to predict the sample labels in the

target structure.

classification error over the TD-based and FD-based approaches,
which resulted in 0.63 and 0.7 F1 score, respectively. Similarly,
in Porter Hall, the proposed approach results in 0.97 Fl-score
compared with 0.71 and 0.76 Fl-scores using the TD-based and
FD-based approach, which is equivalent to a 9.7x and 8x reduction
in error, respectively. Finally, in Vincentian nursing home, the
proposed approach results in a Fl-score of 0.99 compared with
the F1-scores of 0.71 and 0.84 using the TD-based and FD-based
approaches, equivalent to 29x and 16x reductions in error,
respectively.

These higher improvements in Vincentian are due to larger sep-
aration between the footsteps and nonfootsteps in this structure. To
explore this effect, a metric was defined as the mean of 11y — pi,,f
where pir and 1, are the mean of the fft of footstep and nonfootstep
samples, respectively. This separation metric is 0.029 in Vincentian
compared with 0.019 in Baptist and 0.018 in Porter. The models
trained in the structures with smaller separation metric contain more
information about the lower-confidence samples, which are closer
to the decision surface compared to the models trained in struc-
tures with larger separation metric. Therefore, the models trained in
Baptist and Porter, which have smaller separation metric, perform
well in the Vincentian, which has larger separation metric. This
effect will be described in more detail in the next section, which
discusses model transfer with one source structure.

To provide more detail, Figs. 8(b and c) show the evaluation
results for recall and precision rate, respectively. These figures
show that the baseline approaches generally have higher recall rate
than precision rate. Specifically, the recall rate is between 0.92 and
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1 for TD-based and between 0.84 and 1 for FD-based approaches.
In comparison, the precision rate is between 0.48 and 0.58 for the
TD-based and between 0.59 and 0.72 for FD-based approach. High
recall rate and low precision rate implies that the baseline ap-
proaches cause a large number of false positives and detect nonfoot-
steps as footsteps. This high false positive rate is caused by the
higher variation in the footstep-induced excitations, which results
in distribution imbalance between the footstep and nonfootsteps.
In this case, the model will be biased toward classifying the samples
as footsteps because the higher-variance footstep class account for
more of the data space than the lower-variance nonfootstep class.
In comparison, the proposed approach results in recall rate of
0.98, 0.94, and 1 and precision rate of 0.95, 1, and 0.98 for Baptist,
Porter, and Vincentian, respectively. Consistent improvement in the
F1-score in all the three structures shows that the proposed approach
is more robust to the changes in the structure. Furthermore, the
combined high recall and high precision rates using the proposed
approach shows that it is more robust to the footstep variations.

Model Transfer Evaluation for Different Source
Structures

By reducing structural effects through ensuring a similar data
distribution in the target and source structures, the structure-
informed model transfer enables footstep modeling and classifica-
tion in the target structure with no labeled data. This section focuses
on the model transfer performance by comparing the results of
the proposed approach with the TD-based and FD-based baseline
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Fig. 9. F1 score using one structure as the source: (a) Baptist building; (b) Porter Hall; and (c) Vincentian building. F1-scores for the proposed
transfer-based approach are compared with the baseline approaches when different source targets are utilized.

approaches when there is only one source structure. Figs. 9(a—c)
shows the results in Baptist, Porter, and Vincentian, respectively.

Fig. 9(a) shows the F1-scores for the Baptist as the target struc-
ture. It can be seen that when the source structure is Vincentian, the
proposed approach achieves a F1-score of 0.95 compared with 0.61
and 0.65 using the TD-based and FD-based approaches, respec-
tively, which is a 7.8 x and 7x improvement in error. On the other
hand, when the source structure is Porter, the proposed approach
results in F1-score of 0.89 compared with 0.64 and 0.68 using the
TD-based and FD-based approaches, equivalent to a 3.3x and 2.9x
improvement in error.

Fig. 9(b) shows the Fl-scores for the case with Porter as the
target structure. The proposed approach achieves a F1-score of 0.98
compared with 0.67 and 0.76 using the TD-based and FD-based
approaches, which is equivalent to a 16.5x and 12x improvement
in error when the source structure is Baptist. On the other hand,
when the source structure is Vincentian, the proposed approach re-
sults in Fl-score of 0.94 compared with 0.73 and 0.74 using the
TD-based and FD-based approaches, which correspond to a 4.5x
and 4.3x improvement in error, respectively.

Fig. 9(c) shows the F1-scores for the case with Vincentian as the
target structure. In this case, when the source structure is Baptist,
the proposed approach results in a F1-score of 0.99 compared with
0.67 and 0.79 using the TD-based and FD-based approaches, which
is equivalent to a 33x and 21x improvement in error. On the other
hand, when the source structure is Porter, the proposed approach
results in Fl-score of 0.98 compared with 0.73 and 0.8 using the
TD-based and FD-based approaches, which is equivalent to a 13.5x
and 10x improvement in error, respectively.

The first observation in these results is that the model per-
formance is higher when the Vincentian is the source structure
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compared with when it is the target structure. As discussed in the
previous section, the reason behind this effect is the larger separa-
tion between the footsteps and nonfootsteps in Vincentian. Specifi-
cally, the separation metric is 0.029 in Vincentian compared with
0.019 in Baptist and 0.018 in Porter. Models with a smaller sepa-
ration metric contain more information about the low-confidence
samples, which are closer to the decision surface. Therefore, the
models trained in Baptist and Porter perform well in Vincentian
(which is shown by F1-score of 0.99 and 0.98, respectively). How-
ever, the models trained in Vincentian have lower performance
in Baptist and Porter (shown by Fl-scores of 0.95 and 0.94,
respectively).

The second observation is that using the Baptist as the source
and Porter as the target outperforms using Porter as the source and
Baptist as the target. This is true even though the separation metric
is similar in Baptist and Porter. The reason behind this observation
is that the heterogeneity of the wooden floor in Baptist results in
higher variance in the data distribution. To explore this effect, a
metric was defined as the mean of the o/ where o and p are the
standard deviation and the mean of the frequency representation
(FFT) of the samples in each structure. The values of this metric are
1.29, 1.06, and 1.05 in Baptist, Porter, and Vincentian, respectively.
The higher value of the metric show the higher data variance and
heterogeneity of the data from Baptist. Therefore, the model trained
in Baptist is more informative than the model trained in Porter and
works well in Porter (F1-score of 0.98), whereas the model trained
in Porter has lower performance in Baptist (F1-score of 0.89).

Using more than one source structure improves the robustness
of the results. In other words, the combined source structure case
outperforms the source structure with lower model performance;
however, the improvement over the source structure with higher
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Fig. 10. Sensitivity of Fl-score to the amount of data in the target structures for cases with (a) Baptist building; (b) Porter Hall; and (c) Vincentian
building as the target structure, respectively. As expected, in general, increasing the amount of target data results in better performance (i.e., higher

Fl-score) and lower standard deviation of Fl-scores.

performance is not substantial. Specifically, for Baptist, Vincentian,
and Porter, the Fl-scores are 0.96, 0.99, and 0.97 when using two
source structures, 0.89, 0.98, and 0.94 when using the source struc-
ture with lower performance, which is equivalent to a 2.7x, 2x, and
2x improvement, respectively. However, the F1-scores when using
the source structure with the higher performance are 0.95, and 0.99,
and 0.98 for Baptist, Vincentian, and Porter which are equivalent to
a 1.25x, 0, and —1.5x change in the error, respectively.

In summary, although model transfer performance depends on
the source structure, the proposed model transfer approach results
in a 0.89-0.99 Fl-score and 2.9 x —33x improvement in the error
compared with the baseline approach in different cases of source
and target structures. Therefore, it successfully transfers the foot-
step model between the structures.

Sensitivity to the Amount of Target Data

The amount of the available data in the target structure potentially
affects the performance of the model transfer approach. To evaluate
this effect, 10% of the target data were kept as the test data. Then,
among the rest of the target data, varying amounts of the remaining
target data (unlabeled) were selected and used with the source data
(labeled) for training. The trained model is then used for labeling
the test samples and finding the F1-scores.

Figs. 10(a—c) show the results of this evaluation. As expected,
having a data set with more target data results in higher F1-scores in
the target structure because it better represents the target structure
data distribution in model transfer. Specifically, in Baptist, Porter,
and Vincentian, the F1-score increased from 0.87 and 0.91, and 0.95
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to 0.97, 0.97, and 0.99, respectively. The number of samples nec-
essary to reach to the maximum accuracy is 240, 55, and 85 samples
in Baptist, Porter, and Vincentian, respectively. The reason behind
the need for more target data in Baptist is the higher variance of the
target data distribution caused by higher structural heterogeneity
in Baptist, as discussed in the previous section. Higher structural
heterogeneity results in different characteristics for the impulse
signals in different locations of the structure. Therefore, more sam-
ples are necessary to represent the data distribution in the Baptist
location.

Furthermore, having more target data decreases the variance of
the estimated F1-scores and hence increases the robustness of the
footstep model in the target structure. These variances for Baptist,
Porter, and Vincentian are reduced from 0.07, 0.11, and 0.03 to
0.03, 0.04, and 0.016, respectively. These evaluation results can be
used for determining the amount of target data necessary for differ-
ent applications.

Sensitivity to Amount of Source Data

One of the factors affecting the performance of the model transfer
approach is the amount of the data available in the source structure.
To evaluate this effect, a varying amount of the source data were
kept and the F1-scores in the target data were estimated. Further-
more, to find the variance of the Fl-score, the analysis was re-
peated for 10 subsets of the source data. Figs. 11(a—c) show the
results of evaluation. For the sake of comparison, these figures also
present the same evaluation for the TD-based and FD-based base-
line approaches.
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Fig. 11. Sensitivity of Fl-score to the amount of data in the source structures for cases with (a) Baptist building; (b) Porter Hall; and (c) Vincentian
building as the target structure, respectively. As expected, in general, increasing the amount of source data results in better performance (i.e., higher

F1-score) and lower standard deviation of Fl-scores.

Having a data set with more source data generally results in
higher F1-scores in the target structure because it better represents
the source structure data distribution. In Vincentian, the F1-score is
increased from 0.83 from cases with 15 samples to 0.98 for cases
with 150 samples, respectively. In Porter, the F1-score is increased
from 0.83 from cases with 15 samples to 0.95 for cases with 150
samples, respectively. As discussed in the previous section, Vincen-
tian and Porter, which are the source structures for Baptist results,
are less heterogeneous. Therefore, high accuracy is achieved even
with lower number of source samples for Baptist.

Furthermore, having more source data decreases the variance of
the estimated F1-scores and hence increases the robustness of the
footstep model in the target structure. These variances for Baptist,
Porter, and Vincentian are reduced from 0.03, 0.1, and 0.065 for
cases with 15 source samples to 0.007, 0.01, and 0.007 for cases
with 150 samples. These results show that using 50 or more samples
from the source structure results in the Fl-score greater than 0.9.
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Sensitivity to the Projected Feature Space Dimension

An important factor in the model transfer performance is the num-
ber of dimensions in the projected feature space. The dimension
components for model transfer approach are ordered with respect
to the objective function. Therefore, the effect of the number of
dimensions on model transfer is a trade-off between better satisfac-
tion of the objective function and higher model flexibility. On the
one hand, as the number of dimensions is increased, components
are added for which the objective function is less satisfied, and this
might decrease the model performance. On the other hand, using
more dimensions can potentially result in higher model flexibility
and performance.

The model performance was evaluated through finding the
Fl-score in the target structure using different numbers of di-
mensions. Figs. 12(a—c) show the results of this evaluation. The
general trend of Fl-scores in all the three structures shows an
initial increase, which is caused by higher model flexibility using
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target structure, respectively.

more dimensions. However, after the initial increase, the F1-score
for Vincentian and Baptist decrease, whereas in Porter Hall, the
F1-score does not show significant change.

To understand this trend, the cumulative normalized eigenvalues
are depicted in Fig. 13. As discussed when describing Eq. (25), these
eigenvalues show how well the data projected using a specific di-
mension’s components satisfy the objective function. To make the
eigenvalues comparable across the structures, they were normalized
by dividing them by the summation of the eigenvalues for each struc-
ture. The range of the normalized eigenvalues is between O and 1,
where higher values show higher contribution of the dimension com-
ponent. This figure shows that the first few dimensions have more
contribution compared with Baptist and Vincentian. For example,
four initial dimensions count for 0.82 of the total value in Porter.
The corresponding values for the same number of dimensions in
Baptist and Vincentian are 0.76 and 0.68. The higher contribution
of the initial components with lower noise results in a model that is
less affected by the later noisier dimensions. Therefore, in Porter, the
performance of the model does not decrease by adding more dimen-
sions. Furthermore, the largest decrease is happening in Vincentian,
where the initial dimensions show the lowest contribution.

Furthermore, for Baptist, the trend is mostly decreasing after the
initial part. However, there is an outlier with low Fl-score for the
case of four dimensions, which means that the fourth basis projects
the data into a feature space in which the footsteps and nonfootsteps
are not separable. This effect is caused by higher noise in the
wooden floor, which results in some errors in the model transfer.
In this paper, to ensure good performance in all the structures, the
first two dimensions were chosen for model transfer.
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Sensitivity to the Signal-to-Noise-Ratio

The existence of environmental and measurement noise can affect
the model performance. To evaluate this factor, the relationship be-
tween the signal-to-noise ratio (SNR) and the model F1-score was
studied. Specifically, this relationship for the proposed model trans-
fer approach was compared with the ones using the TD-based and
FD-based approaches. For each impulsive event, SNR values are
computed as the ratio of the summed squared magnitude of the
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Fig. 14. Sensitivity to the SNR. The proposed model transfer approach
has higher Fl-score compared to the baseline approaches in various
SNR ranges.

event signal to that of the noise (of the same length) and are de-
scribed in decibels. Higher SNR values indicate high level of event
signal and low level of noise, and vice versa. The noise consists of
ambient vibration measurements, which does not include impulsive
excitation and footstep events.

Fig. 14 shows the F1-score for 10 different levels of SNR. The
results show that the proposed approach outperforms other ap-
proaches in all SNR ranges, with F1-scores between 0.91 and 1.00.
In comparison, the baseline TD-based and FD-based approaches
result in Fl-score ranges of [0.4, 0.63] and [0.05, 0.92], respec-
tively. Consistent improvement in the performance using the pro-
posed approach compared to the baseline approaches shows that
the proposed approach is more robust to the changes in the SNR.

Discussion of Applicability of Vibration-Based
Sensing

This paper has introduced a vibration-based step-level occupant-
detection approach that is robust across various structures. Fig. 15
shows an example deployment in elder monitoring. In this deploy-
ment, multiple sensors are used to enable further evaluation. How-
ever, in practice, only one geophone sensor is needed to measure
and detect the footsteps in each sensing range. As discussed previ-
ously, the sensing range of these sensors are up to 20 m in common
structure types, including steel, concrete, and wooden structures.
In real-life applications, the exact range may vary by a few meters
depending on the floor type and footstep forces. Further, the com-
mercial scale price of these nodes is estimated to be USD 30, in-
cluding processing units and sensors (Pan et al. 2017a).

Conclusion

This paper has presented step-level occupant detection that enables
detection across different buildings using footstep-induced floor vi-
brations. Step-level occupant detection is important in various smart
building applications such as senior/healthcare and energy man-
agement. To ensure successful transfer across various structures,
the approach first projects the original frequency-based features into
a feature space in which the structural effects are minimized. It has
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Fig. 15. Example real-life implementation for elder monitoring.

been shown that reducing structural effects can be achieved through
minimizing the MMD between the source and target data distribu-
tions. Then, a footstep model was trained in this projected feature
space to predict the samples in the target structure. The proposed
approach was evaluated in three structures and through comparing
with time-domain-based and frequency-domain-based approaches,
which do not transfer the data. The proposed approach results in up
to 29x and 16x improvement compared to the baseline TD-based
and FD-based approaches, respectively. By providing a method to
transfer models between different structures, the proposed system
can significantly reduce labor requirement for occupant sensing in
future smart buildings.
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Notation

The following symbols are used in this paper:

C = centering matrix;

H = frequency response function (FRF) of the structure for
all the samples;

H; = diagonalized frequency response function (FRF) of the
structure for the ith sample;

K = general kernel matrix across the source and target
structures;
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K = fixed kernel matrix across the source and target
structures (e.g., linear kernel);

K 1 = label kernel matrix for labeled source data;

L = matrix of coefficients;
L = graph Laplacian matrix;

n, = number of frequency bins;

n,, n, = number of samples in the source and target structures;
S, T = source and target data set (distribution);

W = feature projection matrix;

X = input force spectrum for the ith sample;

X = input force spectrum for all the samples;

Y}, Y§ = ith samples in the target and source structures;

Y; = vibration frequency representation for the ith sample;

02, = variance of the signal window;

o2 = variance of noise;

¢ = kernel-induced feature map;
X2 = chi-squared statistics for each signal window;
X2 = chi-squared statistics for significance level of «; and
A, i, v = trade-off parameters.
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