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The MAJORANA Collaboration is operating an array of high purity Ge detectors to search for the
neutrinoless double-beta decay of '®Ge. The MAJORANA DEMONSTRATOR consists of 44.1 kg of Ge
detectors (29.7 kg enriched to 88% in ,6Ge) split between two modules constructed from ultra-clean
materials. Both modules are contained in a low-background shield at the Sanford Underground
Research Facility in Lead, South Dakota. We present updated results on the search for neutrinoless
double-beta decay in '®Ge with 26.0 &= 0.5 kg-yr of enriched exposure. With the DEMONSTRATOR’S
unprecedented energy resolution of 2.53 keV FWHM at Qyy, we observe one event in the region of
interest with 0.65 events expected from the estimated background, resulting in a lower limit on the
'®Ge neutrinoless double-beta decay half-life of 2.7 x 102B yr (90%, CL) with a median sensitivity
of 4.8 x 102B yr (90%, CL). Depending on the matrix elements used, a 90%, CL upper limit on
the effective Majorana neutrino mass in the range of 200-433 meV is obtained. The measured
background in the low-background configurations is 11.9 &= 2.0 counts/(FWHM t yr).

PACS numbers: 23.40-8, 23.40.Bw, 14.60.Pq, 27.50.+j

I. INTRODUCTION observed with half-life limits exceeding 1026 yr for some
isotopes. Observation of fififiQv) would establish physics

beyond the Standard Model by demonstrating lepton

A large, international experimental program is under-
way in search of neutrinoless double-beta decay (/3/3(0z/));
see [1-11] for example. While the process of double-beta
decay with the emission of two neutrinos has been exper-
imentally observed in several nuclei, fififiQv) remains un-

number violation and the Majorana nature of the neu-
trino [12]. Furthermore, measurement of the fififiQv) de-
cay rate, which depends on the effective Majorana mass
((m/j/j)), would help constrain the absolute neutrino mass
scale in the light neutrino exchange model [13].



The next-generation of 83(0r) experiments aim to
probe (mgg) down to the level of ~ 15 meV, the mini-
mum allowable mass assuming the inverted neutrino mass
ordering scenario [14]. When combined with results from
other neutrino experiments, 85(0v) experiments will be-
gin to shed light on the nature of the neutrino, even in
the case of non-observation. For normal ordering, next-
generation experiments will have 88(0v) discovery sen-
sitivity in an interesting region of parameter space, and
non-observation would improve existing limits by ~1 or-
der of magnitude [15]. In order to probe (mgg) at the
level of ~15 meV, next-generation experiments will need
to deploy a ~tonne of isotope in a nearly background-free
experiment.

The MajoranNa Collaboration is searching for
BB(0v) decay in "®Ge using modular arrays of high-purity
Ge (HPGe) detectors [16]. The MAJORANA DEMON-
STRATOR is an array of 58 HPGe detectors built with
the goal of demonstrating backgrounds low enough to
justify construction of a tonne-scale Ge-based experi-
ment. "°Ge-enriched HPGe detectors are well-suited for
B8(0r) searches due to the intrinsic purity of Ge, the
well-understood Ge enrichment process, their excellent
energy resolution, and their ability to perform pulse-
shape-based particle identification. The combined Ge
mass of the DEMONSTRATOR is 44.8 kg with 14.4 kg of
natural Ge detectors and 29.7 kg of detectors enriched
to 88.140.7% in "®Ge [17]. The enriched detectors are
P-type, point contact (PPC) detectors [18-20] with low
capacitance and sub-keV energy thresholds, permitting a
variety of low-energy physics studies [21, 22]. The ultra
low-backgrounds achieved with the DEMONSTRATOR also
permit other searches for new exotic physics, for instance
tri-nucleon decay [23]. Results from an initial search for
BB(0v) in "®Ge using an exposure of 9.95 kg-yr with the
DEMONSTRATOR are presented in [24]. Adding to this
initial exposure, here we present results from a total en-
riched Ge exposure of 26.0 kg-yr, including 11.8 kg-yr of
newly unblinded data.

The DEMONSTRATOR’s enriched detectors range in
mass from 0.5 to 1.1 kg. The processes used by Ma-
JORANA to convert the enriched Ge material into detec-
tors achieved an unprecedented yield of 69.8% [17]. As
described in Section IV, these detectors have achieved
an energy resolution of 2.53 + 0.08 keV at 2039 keV,
the double-beta decay Q-value (Qgz). The MAJORANA
DEMONSTRATOR utilizes a number of ultra-low activity
materials and methods to reduce environmental back-
grounds [25], including the use of a total of 1196 kg of
underground electroformed copper (UGEFCu) to con-
struct the detector support structures, the cryostats,
and the inner-most 5 c¢m of shielding surrounding the
cryostats. Carefully selected, commercially available low-
background materials were used for the cabling, cryostat
seals, and wherever electrical and thermal insulation was
required. Low-background front-end electronics were de-
veloped for the DEMONSTRATOR as described in [26, 27].

The DEMONSTRATORs detectors are split between two

modules contained in a low-background shield. A 5-
cm-thick layer of commercially sourced C10100 copper
surrounding the inner UGEFCu shield provides addi-
tional shielding. The copper shielding is contained within
45 cm of high-purity lead shielding, separating the low-
background environment from the higher background
electronics, cryogenic and vacuum hardware, and labo-
ratory environment. The lead shield is enclosed within a
radon exclusion volume that is purged continuously with
liquid-nitrogen boil-off gas. An active muon veto [28] sur-
rounds the radon exclusion volume, and is itself enclosed
in 5 ¢cm of borated polyethylene and 25 cm of polyethy-
lene for neutron moderation. The shielded volume and
all data acquisition (DAQ) and control electronics are
situated in a clean room in the Davis Campus of the
Sanford Underground Research Facility (SURF) [29] in
Lead, South Dakota, at the 4850-foot level (4300 m.w.e).
The parts tracking database used to monitor cosmogenic
exposure and inventory is described in [30].

Each module is equipped with a system to deploy a
228Th line source into the shield for periodic (~weekly)
calibrations. When in use, the line source is contained
within a helical tube surrounding the cryostat. The cal-
ibration system is described in detail in [31].

II. DATA AND EVENT SELECTION

The data presented here are divided into seven data
sets, referred to as DS0 through DS6 (detailed below and
summarized later in Table I). Data set boundaries are
defined by significant changes in the experimental config-
uration that occurred during construction and commis-
sioning. Minor changes to the experimental configuration
or DAQ within a data set are distinguished by sub-ranges
denoted by a letter following the data set number.

Data acquisition for DSO began with module 1 on
26 July 2015 without the inner UGEFCu shield, with-
out UGEFCu shielding along the vacuum penetration
into the shield, and with higher activity Kalrez cryostat
seals. DS1 began when the final UGEFCu shielding was
in place. Module 1 continued to operate alone within
the shield in DS2, when the digitizers were operated in
a mode that pre-summed the region following the rising
edge of the waveform to investigate potential improve-
ments to alpha discrimination with the longer acquisition
window (see Section VI). Both modules were installed in
the shield and operated simultaneously for DS3 (module
1) and DS4 (module 2), but the modules were controlled
with independent DAQ systems without waveform pre-
summing. During DS5, both modules were operated us-
ing the same DAQ system. DS5a had increased electron-
ics noise during the integration of the DAQ systems, com-
pletion of the polyethylene shielding, and optimization of
the grounding scheme. DS5b and DS5¢ were acquired in
the same hardware configuration, but the data blindness
scheme was then imposed for DS5c. In DS6, the wave-
form pre-summing was re-enabled. The hardware con-



figuration and blindness were otherwise unchanged from
DS5c. The DS6 data acquired up to 16 April 2018 is
referred to as DSé6a.

The MAJORANA DEMONSTRATOR implements data
blindness through a prescaling scheme in which 31 hours
of open background data are acquired, followed by a
93 hour period of blind data. All calibration data and
data taken during maintenance and testing are exempt
from the blindness scheme. The data acquired in DS5c
and DSé6a, were not included in the analysis presented
in [24]. Additionally, the blind data acquired during DS1
and DS2, which was not opened for the result in [24],
is analyzed here. Table I summarizes the starting date,
enriched detector mass, and exposure for each data set.

The Ge detector signals are digitized with 14 bit,
100 MS/s digitizers [32] originally developed for the
CRETINA experiment [33]. The waveforms are recorded
in a 20-ps acquisition window at the full sampling rate
with the window divided evenly into the pre- and post-
trigger regions. In DS2 and DS6, each recorded sample
in the region 4 ps after the rising edge is the pre-summed
value of four subsequent 10 ns samples, increasing the to-
tal acquisition window to 38.2 ps. Each detector has a
high-gain and a low-gain signal amplification path that
are digitized independently. The trigger threshold for
each channel is set independently based on its trigger
rate, which depends both on the electronic noise and the
initialization of the on-board trapezoidal filter. Due to
firmware limitations, in cases where the initialized value
of the on-board filter used for triggering is negative (due
to electronics noise or baseline recovery from interactions
in the detectors at the time of initialization) a small
dead time may be induced, which is incorporated into
the live time calculation for each data set. This results
in a detector-dependent reduction in live time, typically
< 0.1%, that is estimated using the fraction of periodic
pulser signals triggering each channel.

In offline analysis, recorded waveforms are grouped
into physics events using a 4-ps coincidence window.
Since events are confined to a single detector
and are contained completely by the digitization win-
dow, events in which multiple detectors trigger are re-
jected. Each waveform is then checked against a set of
data quality metrics that eliminate non-physical wave-
forms and signals from periodic pulsers. The acceptance
of this 'data cleaning’ procedure for physics events is es-
timated to be > 99.9% for all data sets. Events within
1 s of a trigger from the muon veto system are also re-
jected. The data collected during liquid nitrogen fills,
which occur every ~36 hr, are discarded due to micro-
phonic noise. Each fill results in approximately 30 min
of rejected data for the module being filled.

III. ENERGY ESTIMATION

The energy of each event is estimated using standard
Ge detector techniques that measure the calibrated am-

plitude offiltered, pole-zero corrected signals (see [34] for
example). Then, finely tuned and calibrated corrections
that account for ADC non-linearities and charge trap-
ping along the drift path are incorporated to achieve the
measured 2.53 keV resolution at the 2039 keV Q-value,
for the exposure-weighted combination of the enriched
detectors.
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FIG. 1. Color online. An example of the measured inte-
gral non-linearity for a digitizer channel in the MAJORANA
DEMONSTRATOR. The integral non-linearity deviation is less
than ~ 2ADC counts across the full range, but, without cor-
rection, this can result in as much as a 0.8 keV shift near the
Q-value.

The performance of multi-range ADC chips can de-
pend both on the value and rate-of-change of the input
voltage [35]. These effects have been measured for each of
the CRETINA digitizer channels used in the MAJORANA
DEMONSTRATOR using external signals from waveform
generators. Figure | shows the resulting integral non-
linearity for a typical channel, which can amount to as
much as a 0.8 keV shift in the estimated energy near
©9f33 for the high-gain readout. Each waveform acquired
is corrected for the measured integral non-linearity on
the respective channel. The correction reduces the en-
ergy uncertainty due to ADC effects to less than 0.1 keV
based on comparison of the energy estimated using the
high- and low-gain paths which have different ADC non-
linearities.

Drift-path-dependent charge trapping in the crystal
bulk also degrades the energy resolution [36]. To account
for charge trapping effects, the standard pole-zero cor-
rection is modified with an additional term that assumes
exponential trapping of charges along the drift path. The
modified pole-zero time constant (r) is defined as

T T ier ()
where 7Pz is the pole-zero time constant due to the pre-
amplifier (approximately 70 ps) and rC7 is the correction
for charge trapping effects. For each detector, this mod-
ified pole-zero correction is optimized by minimizing the
full-width at half maximum (FWHM) of the 2615 keV



208T1 peak measured in calibration data. The optimal
value of rC7 is typically near 233 ps resulting in an op-
timal value for r near 100 ps.

FIG. 2. Color online. FWHM of the 2615 keV 208T1 calibra-
tion peak from all operating detectors in DS6a before (blue
points) and after (red points) the charge trapping correction.
The detector serial numbers are shown as the horizontal axis
labels with natural detectors grouped on the left and enriched
detectors on the right (serial numbers beginning with ‘B’ and
‘P’, respectively). The horizontal lines indicate the mean reso-
lution for all calibrated detectors, including natural detectors.

The start time, f0, of every waveform is estimated by
applying a fast trapezoidal filter (1.0-ps rise time and 1.5-
[is flat-top time) and determining the threshold crossing
time. The modified pole-zero correction and a slower
trapezoidal filter (4.0 ps rise time and 2.5 ps flat top time)
are then applied to the original waveform. The value
of the ADC-non-linearity-corrected, trapezoidal-filtered
waveform at a fixed-time 0.5 ps from the end of the flat
top, relative to f0, is then used to estimate the energy
of the event at a time beyond the region sensitive to
charge trapping effects. The use of the modified pole-zero
correction results in a 1.4 keV improvement in energy
resolution averaged over all operating detectors, as shown
in Fig. 2 for the 2615 keV 208T1 calibration peak.

IV. ENERGY CALIBRATION

Periodic energy calibrations are used to provide an ini-
tial linear energy scale calibration for each channel based
on the intrinsic resolution from electronics noise at zero
energy and the position of the 2615 keV 208T1 gamma
line. This provides an initial correction for any small
variations over time in the electronics noise or energy
scale. In the second step of the calibration procedure,
the statistics of the combined spectrum of all calibra-
tions in each data set are sufficient to reliably perform
a simultaneous fit to eight peaks in the calibration spec-
trum for a more finely-tuned energy calibration. The

full-energy gamma peaks used are at 239 keV (212Pb),
241 keV P~Ra), 277 keV (2°*T1), 300 keV (2"Pb),
583 keV (2°*T1), 727 keV (2"Bi), 861 keV (2°*T1), and
2615 keV (208T1). Peaks due to single- and double-escape
are excluded due to potential differences in peak shape.
Peaks of relatively low amplitude or in close proximity
to other features in the calibration spectrum are also not
used in the simultaneous fit.

The peak shape is modeled as the sum of a full-
energy Gaussian component and an exponentially modi-
fied Gaussian tail to approximate the peak shape distor-
tion due to incomplete charge collection. The response
function (R) as a function of energy (E) for a mono-
energetic line at energy p is given by
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where a represents the smearing due primarily due to
electronics noise and charge collection statistics, 7 is the
decay constant of the low-energy tail, and / is the frac-
tion of the peak shape contained in the low-energy tail.
For each peak in the calibration data, the background
in the vicinity of the peak is modeled by the sum of a
complimentary error function shifted to the peak energy
(p) with an underlying continuum component approx-
imated with a quadratic polynomial. The complimen-
tary error function accounts for incident-particle-specific
effects, like forward scattering, that are not related to
the detector response. The simultaneous fit to the peaks
in the calibration spectrum is performed using Hybrid
Monte Carlo [37], a gradient-based Markov Chain Monte
Carlo technique. Figure 3 shows an example fit to the
2615 keV 208 T1 peak with all data sets and detectors com-
bined. The FWHM of'the best-fit peak shape is 2.95 keV,
and the value of / in Eqn. 2, the fraction of the peak in
the low-energy tail, takes the value of 0.26.

The combined calibration spectrum from DSO-6 is
shown in the top panel of Fig. 4. Using the fitted peak
shape, the FWHM at each energy is determined numer-
ically, and the FWHM as a function of energy, £, is fit
to

-4

FWHM(S) = ~F1 +F/E + F2E2. (3)

The free parameters Fn, F£; and Fg account respectively
for electronic noise, the Fa.no factor [38], and incomplete
charge collection. The simultaneous fit is performed inde-
pendently for each data set, and the optimal ROI
is then determined using the peak shape parameters eval-
uated at Q/s» and the measured background [15]. The op-
timal ROI width for each data set is shown in Table II.
The center panel of Fig. 4 shows the exposure-weighted
FWHM over all data sets at each of the gamma lines used
in the simultaneous fit, along with a fit to Eqn. 3. The fit
residuals are shown in the bottom panel. The exposure-
weighted average FWHM at Qyy is 2.53 = 0.08 keV.



_____ Gaussian Peak
Low-Charge Tail
Background

Energy (keV)

FIG. 3. Color online. The 2615 keV peak from 208T1 in cali-
bration data with all detectors combined is shown in the blue
points with statistical error bars. The fitted background is
shown in green, and the components of Eqn. 2 are shown in
magenta and black. The solid red curve shows the best fit to
the sum of the background and peak shape. The slight dis-
agreement in the shape above the peak is due to inefficiencies
in the rejection of pileup during calibration runs.

V. MULTI-SITE EVENT REJECTION

PPG Ge detectors have a weighting potential [39, 40]
that is relatively low in the bulk of the crystal and
strongly peaked in the vicinity of the point contact (see
Fig. 5). The pulse-shape for a bulk interaction has a
rise time that is much shorter than the mean drift time,
meaning that pulses originating from multiple interaction
sites may be resolved. Due to the limited range of elec-
trons in Ge (< | mm) at the energies of interest, double-
beta. decays are essentially single-site events. However,
gamma rays of similar energies are likely to interact at
multiple sites within a crystal, resulting in pulse-shape
differences that can be used to discriminate gamma-ray
backgrounds.

Figure 6 shows example single-site and multi-site
2615 keV events from a calibration data set for a PPG de-
tector. While these events have approximately the same
reconstructed energy (E), the maximum current ampli-
tude (A) of the multi-site event (MSB) is degraded rel-
ative to the single-site event (SSE). Calibration data is
used to fit a quadratic polynomial to the mean value of A
as a function of £ for each data set and detector. To dis-
tinguish SSE from MSB, we define the parameter AvsE
as

AVSE = j (po +piE + poE) — AA), (4)

where A is the calibration constant used to convert the
measured energy from ADC to keV and pn, Pi, and po are
the coefficients from the quadratic fit to A as a function
of E. With the energy dependence removed, ; is adjusted
to scale AvsE for each detector such that a cut on the
parameter above the value of -1 is 90% efficient in accept-

ing single-site events from the 1593-keV double-escape
peak (DEP) from the 2615-keV 208T1 gamma-ray. Since
these events are single-site, like /3/3(0z/), their acceptance
is used as a proxy for the acceptance of events.
Figure 7 shows the survival percentage for each detector
in DS6a 208T1 calibration data for events in the DEP,
single-escape peak (SEP), and the continuum in a 100-
keV-wide region centered on the Q-value. Ap-
proximately 6% of SEP events, which are predominantly
multi-site, are retained while 40% of Compton continuum
events are accepted near the ROL

The signal acceptance in the ROI and its un-
certainty are evaluated for each data set utilizing regular
calibrations. The results are listed in Table I. The dom-
inant contribution to the systematic uncertainty arises
from the difference in the position distribution of simu-
lated /3/3(0i/) events and interactions from the calibra-
tion sources, which are used for determining the effi-
ciency. This is estimated using simulations from the
Geant4 [41]-based MaGe [42] framework, in addition to
the siggen [43] package, which is used to simulate detec-
tor signal waveforms. Sub-dominant systematics account
for the time-variation in the SSE acceptance, the differ-
ence between physics and calibration data, and the en-
ergy dependence of the cut acceptance. Additional deta.i
on the multi-site rejection and estimation of the uncer-
tainties can be found in [44].

VI. REJECTION OF a PARTICLE
BACKGROUNDS

The enriched PPG detectors used in the MajoraNA
DEMONSTRATOR have lithiated dead layers over the sur-
face of the crystals, with the exception of the passivated
surface that spans the face with the point contact. The
dead layers have been measured with collimated mBa.
source scans to be approximately 1.I mm thick, result-
ing in a 90 £ 1% active volume. External a particles
with a few MeV of energy have a range of tens of pm
in Ge. Therefore, a particles with the energy of typical
decays incident on the lithiated surface cannot penetrate
the dead layer of the detector and are not a source of
background. However, a particles impinging on the pas-
sivated surface, nominally ~0.1 pm thick, can deposit
energy in an active region of the detector.

Events due to a particles that penetrate the passivated
surface will typically have only a small fraction of the
total collected charge due to electrons since the weight-
ing potential is small along the majority of the surface.
The holes in the immediate vicinity of the passivated sur-
face are strongly trapped and subsequently released on
timescales much longer than the rise time of events in
the bulk, degrading the measured energy. These energy-
degraded, passivated surface a events can then be a po-
tential background near Opp. However, the slow collec-
tion of the holes can be used to discriminate such events
from interactions in the crystal bulk [45].
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FIG. 4. Color online. Top: combined energy spectrum from all DSO-6 calibrations. Vertical lines indicate the gamma lines

used for the final energy calibration in each data set. Center:

exposure-weighted resolution for each gamma peak used in

the calibration and a fit to the exposure-weighted values. The horizontal green line indicates the exposure-weighted average
resolution of 2.53 keV at 2039 keV. Bottom: residuals from the fit in the center panel.

FIG. 5. Color online. The value of the weighting potential
for a typical enriched PPG detector is indicated by the color
scale. The weighting potential is relatively low in the bulk
of the crystal, but quite strong near the point contact at the
bottom center. Lines of equal drift time, separated by 200 ns,
are indicated by the white curves.

Figure 8 shows the single-site bulk event shown in
Fig. 6 compared to an energy-degraded a interaction
on the passivated surface of approximately the same es-
timated energy. The slope between the average value
of 1 /Lis wide regions beginning 2 ps after the time the
waveform reaches 97% of the maximum (f97) and 1 ps

FIG. 6. Color online. Shown in black are example single-site
(solid) and multi-site (dashed) events from the 2615 keV 208T1
peak from calibration data for an enriched PPG detector. The
current waveforms are shown in red with blue horizontal lines
indicating the maximum current. While the amplitudes of
the voltage waveforms are the same, the maximum current
amplitude is significantly lower for multi-site events.

before the end of the waveform (7max), as indicated by
the shaded regions in Fig. 8, is used to compute a sim-
ple discriminant. A cut is defined based on the value of
this slope (A) that accepts 99.9% of Compton continuum
events near Opp in calibration data. For each detector,
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FIG. 7. Color online. The acceptance for each detector in
DS6a calibration data for events from the 1593 keV DEP
and 2104 keV SEP ofthe 2615 keV 208T1 decay are shown in
black and blue respectively. Shown in red is the acceptance of
Compton scattering events from the calibration source with
energy in a 100-keV-wide window centered on the Q-value of
2039 keV. The errors shown are statistical only, and the hor-
izontal lines indicate the mean value for all calibrated detec-
tors, including natural detectors. The detector serial numbers
are shown as the horizontal axis labels with natural detectors
grouped on the left and enriched detectors on the right (serial
numbers beginning with ‘B’ and ‘P’ respectively). Although
the detector B8481 has abnormally high acceptance for events
outside the DEP, it is a natural detector which is not included
in the results of Section VII, except for the purposes of reject-
ing multiple-detector events.

the ‘delayed charge recovery' (DCR) parameter is then
defined by shifting the raw value of the slope at the cut
value to O

DCR A, (9)

trnax 197

where V(¢) is the digitized waveform. Similar to AvsE,
the acceptance in the f3f3(0v) ROI and its uncertainty are
evaluated for each data set (shown in Table I). The sys-
tematic uncertainty includes the detector-averaged varia-
tion in the parameter between periodic calibrations which
is of order 0.1%. The asymmetry in the systematic un-
certainty arises from a bias towards higher acceptance of
SSE compared to Compton continuum events near the
same energy, which is estimated using the 208T1 DEP
compared to side-bands near the peak.

VII. RESULTS

Table I summarizes the key parameters for each data
set described in previous sections as well as the efficiency
for containing the full energy of a f3/3(0is) event within
the active volume of the detector (econt). Decays occur-
ring close to the crystal surface can deposit some energy

10000 11000 12000 13000 14000 15000 16000 17000 18000 19000
Time (ns)

FIG. 8. Color online. The single-site waveform from Fig. 6
(black) compared to an event in the same detector of the
same calibrated energy containing a delayed charge compo-
nent (red). The waveforms are aligned at 97% of the maxi-
mum which is the time reference for the shaded regions that
are used in computing the DCR slope parameter.

within the dead layer, resulting in degradation of the
collected charge. Additionally, bremsstrahlung emission
can result in the escape of energy from the active volume
of the detector. Based on MaGe simulations, these ef-
fects combined result in a f3f3(0is) containment efficiency
of 0.91 = 0.01. The uncertainty accounts for uncertain-
ties in the detector geometry and the difference between
simulation and literature values for bremsstrahlung rates
and electron range.

The efficiencies of the AvsE cut (caz) and DCR cuts
{cDCR) are combined with econt to give the total signal
efficiency (etot) in the second from last column of Table 1.
The total efficiency weighted by exposure for DSO-6 is
0.S10to.rm. As described in Section IV, the ROI for each
data set is optimized based on the measured peak shape
parameters and background index. eres is the fraction of
/3/3(0i/) events falling in the optimal ROI (see Table II)
for a simple counting measurement. The product of the
number of 76Ge atoms (N), the live time (T), the total
signal efficiency, and eres is given in the final column
of the table. Taking the exposure weighted mean over
all data sets, the f3/3(0is) ROI containment efficiency is
eres = 0.900 +£0.007.

As described in Section II, some data sets were ac-
quired with fully open data due to construction and com-
missioning activities. In total, 11.85 kg-yr of the total
26 kg-yr exposure presented here was blinded across the
entire spectrum. A staged unblinding procedure began
on 16 May 2018, with the opening of all data outside of
the 1950-2350 keV window used for background estima-
tion near Opp. The final opening of the +5 keV window
centered on Q/33 was completed on 30 May 2018.

Figure 9 shows the measured energy spectra above
100 keV for the full enriched detector exposure. The
spectrum shown in black has only data cleaning cuts ap-
plied. The spectrum shown in red also has the coinci-



TABLE I. A summary of the key parameters of each data set. The exposure calculation is done independently for each detector.
Symmetric uncertainties for the last digits are given in parentheses. The value of eres varies slightly for each data set, given
the measured peak shape and optimal ROI. The exposure weighted value over all data sets is eres = 0.900 & 0.007.

Data Start Data Set Active Enr. Exposure EAE £tot NTE€Etottres
Set Date Distinction Mass (kg)  (kg-yr) (1024 atom yr)
DSO 6/26/15  No Inner Cu Shield 10.69(16) 1.26(02) 0-901//:% 0.989//:% 0.908(11) 0.808//:% 6.34//%
DS1 12/31/15 Inner Cu Shield added  11.90(17)  2.32(04) 0.901£g% 0.991//:% 0.909(11) 0.811//:% 11.82//%
DS2 5/24/16  Pre-summing 11.31(16) 1.22(02) 0.903//'% 0.986//:% 0.909(11) 0.809//:% 6.24/%
DS3 8/25/16  MI and M2 installed 12.63(19) 1.01(01) 0-900//% 0.990//:% 0.909(11) 0.809//:% 5.18/%/
DS4 8/25/16 Ml and M2 installed 5.47(08)  0.28(00) 0.900//'% 0.992//:% 0.908(10) 0.809//:% 1.47//.//
DS5a  10/13/16 Integrated DAQ (noise) 17.48(25)  3.45(05) 0.900//;% 0.969//:/// 0.909(13) 0.792//:% 17.17/%/
DS5b 1/27/17  Optimized Grounding 18.44(26) 1.85(03) 0.900//:% 0.985//:% 0.909(13) 0.805//:% 9-46//%
DS5c¢ 3/17/17  Blind 18.44(26) 1.97(03) 0.900//:% 0.985//:% 0.908(11) 0.806//:% 10.31//%
DS6a  5/11/17  Pre-summing, blind 18.44(26) 12.67(19) 0.901//:% 0.990//:% 0.908(11) 0.811//:%  65.10//%
Total (DS0-6) 26.02(53) 133.14=6.3
Total (DSI1-4,5b-6) 21.31(41) 110.0T5.1

FIG. 9. Color online. Energy spectrum above 100 keV of
all seven data sets summed together with only data clean-
ing and muon veto cuts (black) and after all cuts (red). The
inset shows the same spectra in the background estimation
window, which spans 1950-2350 keV, with regions excluded
due to gamma backgrounds shaded in green and the 10 keV
window centered on QOpp shaded in blue. The solid blue curve
shows the flat background estimated from the unshaded re-
gions in the inset plus the 90% CL upper limit on the number
of counts in the Opp peak for the measured peak shape pa-
rameters in each data set weighted by exposure.

dence, multi-site, and delayed charge cuts applied, with
the latter two responsible for the majority of the differ-
ence between the spectra. Figure 10 shows the DCR and
AvsE parameters for all of the background data shown
in the data cleaning only spectrum of Fig. 9. Events be-
tween 1950-2350 keV (corresponding to the range in the
inset of Fig. 9) are shown in red. The cut values are
indicated by dashed lines, with the bottom right region
containing accepted events. The DCR cut eliminates the

majority of the background in this energy range, and the
AvsE cut additionally eliminates multi-site events pri-
marily from 208T1.

The inset of Fig. 9 shows the background spectrum
in the energy range from 1950-2350 keV. Made back-
ground simulations using assayed component activities
predict an approximately flat background in this range
with the exception of peaks at 2103 keV, due to the
208T1 single-escape peak, and at 2118 keV and 2204 keV,
due to 214Bi gamma rays. For the purposes of back-
ground estimation in the ROI, +5 keV regions centered
on these peaks, as indicated by green shading in the in-
set of Fig. 9, are excluded. Additionally, a =5 keV wide
window centered at Qpp is excluded, as indicated by the
blue shaded region in the inset. After applying all cuts,
the background predicted in the ROI from the resulting
360 keV window is 6.1 £ 0.8 x 10~3 counts/(keV kg yr)
or 15.4 £ 2.0 counts/(FWHM t yr), using the exposure-
weighted optimal ROI of 4.13 keV. Table II summarizes
the backgrounds in each data set.

Also shown in Table II is the combined background in-
dex from the lower-background configurations, DSI-4,5b-
6. As in [24], DSO is excluded due to the lack of the inner
copper shield, and DS5a is excluded due to excess elec-
tronic noise. The background in the lower-background
configurations is 11.9 = 2.0 counts/(FWHM t y) or
4.74=0.8 x 10~3 counts/(keV kg yr) based on an exposure
of 21.3 kg-yr. Relative to the result with limited statis-
tics presented in [24] of 4.0t3;/ counts/(FWHM t yr), this
result incorporates a factor of 4 more data and includes
blind data selection. The background near the ROI is
largely consistent with 208T! contamination in compo-
nent(s) at larger than assay values. Investigation into
the source of this contamination is ongoing.

The /3/3(Qv) half-life limit set using DSO-6 can be ap-
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FIG. 10. Color online. The distribution of the DCR and AvsE parameters for all background data above 100 keV after
data cleaning cuts. Events with energy between 1950-2350 keV are shown in red. The calibrated cut values are indicated by
the dashed lines. Events falling in the shaded lower-right quadrant of main panel pass both cuts and are then indicated by
blue shading in the projections for events with energy in the range of 1950-2350 keV. For the same energy range, the events
populating the gray shaded regions in the projections pass the cut on the axis projected out but fail the cut on the plotted axis.

TABLE II. The background (BG) within the 360 keV win-
dow defined in the text for each data set. The background
index (BI) is given in units of counts/(keV kg yr). The opti-
mum ROI width for each data set is also given, and the final
column shows the resulting expected number of background
counts within that ROIL. The second from last row provides a
summary for all data sets, and the final row shows the com-
bined total for the lower-background data sets.

Data Window BI ROI ROI BG
Set Counts 10~3  (keV) (counts)
DSO 11 24.3+!I'" 393 0.120
DS1 5 6-0+=™ 421 0.058
DS2 2 434  0.024
DS3 0 <3.6 4.39  0.000
DS4 0 <12.7 4.25 0.000
DS5a 10 s.oxl:6  4.49 0.125
DS5b 0 <1.9 4.33  0.000
DS5c¢ 5 uo+3:° 437  0.061
DS6a 24 53+i:ig 393 0.262
Total 57 6.1 £0.8 4.13  0.653
DS1-4,5b-6 36 4.7+0.8 4.14  0.529

proximated as a Poisson process search in the optimized
ROI. As shown in Table I, the expected number of back-
ground events in the ROI, given the background index,
is 0.65. The lower-limit on the half-life is given by

mpOv " In(2).ZVTetoteres
112 > g )

where S is the upper limit on the number of sig-
nal events and eres is only relevant for the simple
counting experiment. Using the Feldman-Cousins ap-
proach [46] with 0.65 expected background events and
| event observed in the ROI at 2040 keV results in a
76Ge j3j3(0v) half-life lower limit of 2.5 x 1025 yr at 90%
CL.

As in [24], we derive our quoted limit using an un-
binned, extended profile likelihood method in the RooSt-
ats [47-49] framework. As discussed above and shown
in Fig. 9, the background is assumed to be flat be-
tween 1950-2350 keV with 10 keV-wide regions around
potential background peaks removed. While the sup-
posed /3/3(0i/) half-life is common for all data sets, the
peak shape parameters and signal efficiencies are con-
strained to their data set-specific values as Gaussian
nuisance terms. Monte Carlo simulations were per-
formed for the Neyrnan interval construction. Using this
method, the median sensitivity at 90% CL for exclusion



FIG. 11. Color online. The p-value as a function of
/3/3(OR) half-life obtained from the unbinned frequentist
profile-likelihood method for DSO-6 (solid black). The
/3/3(OR) half-life in ,6Ce where the p-value of the observed
MAJORANA DEMONSTRATOR data (solid red line) equals 0.1
corresponds to the lower limit on the half-life. The median
sensitivity is indicated with the dashed black line, and the
shaded bands correspond to the | and 2 «a intervals.

is > 4.8 x 1025 yr as shown in Fig. 11 with /a and 2a con-
tours. The observed lower limit, based on the measured
p-value distribution of the 76Ge j3j3{Qv) decay half-life, is

1% >2.7x 10" yr

at 90% CL, which is also indicated in Fig. 11. The cor-
responding upper limit on the number of f3f3(Ov) events
at 90% CL is 3.8, which is shown by the normalization of
the blue curve above the flat background in the inset of
Fig. 9. The half-life limit is weaker than the median sen-
sitivity by /a, largely due to the proximity to 033 of an
observed event at 2040 keV. As in [24], we choose to quote
the profile likelihood-based result because it has reliable
coverage by construction, based on simulations. CERDA
also follows this approach, which facilitates comparison.
As in [24], a number of alternative statistical analy-
ses were explored. A Bayesian statistical analysis was
performed using Markov chain Monte Carlo simulations
in RooStats with the same likelihood function as above.
With a flat prior on 1/T%, the Bayesian limit on the

half-life is 2.5 x 1025 yr for a 90% credible interval. Fur-
thermore, a modified profile likelihood analysis, known
as the CLg method [50], yields a [3/3(0i/) half-life lower
limit of 2.5 x 1025 yr at 90% CL.

In order to convert the limit on to limits on (nipp),

we assume a range of matrix elements in 76Ce of 2.81 <
Moi, < 6.13 [51-57], phase space factors (Gen,) of 2.36 x
10~15/yr [58] or 2.37x 10~15/yr [59], and a value of g4 =
1.27. A comprehensive review of the relevant matrix-
element theory can be found in [60]. Using these values,
our lower limit on of 2.7 x 1025 translates into a

range of limits on (mpp) < (200 — 433) meV.
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VIII. DISCUSSION

The MAJORANA Collaboration is currently operat-
ing the DEMONSTRATOR, two arrays of HPGe detec-
tors constructed from ultra-low-background components
with the goal of showing that backgrounds can be re-
duced to a value low enough to justify a tonne-scale
f3f3(0is) experiment using 76Ce, ultimately with back-
grounds at the level of < 0.1 counts/(FWHM t y) [61].
For this result, which includes data up to 16 April
2018, the DEMONSTRATOR has accrued 26 kg-yr of en-
riched Ge exposure. The measured energy resolution at
Q33 of 2.53 £ 0.08 keV leads all large-scale /3/3(0i/) ex-
periments to date. The measured background in the low-
background configurations (21.3 kg-yr of the total expo-
sure) is 11.9 = 2.0 counts/(FWHM t y). The measured
background index, in these units (emphasizing the impor-
tance of energy resolution), is second only to the recent
GERDA result [62] of 1.8 or 2.2 counts/(FWHM t y) for
Phase Il BEGE and coaxial style detectors respectively.

With the full exposure of 26 kg-yr, the DEMONSTRA-
TOR has reached a limit on the [3/3(0i/) half-life in 76Ge
of 2.7 x 1025 yr at 90% CL with a median sensitivity of
4.8 x 1025 yr (90% CL). The present leading half-life limit
for 76 Ge has been reported by GERDA [62] at 9 x 1025 yr
(90% CL) from 82.4 kg-yr of exposure. A combined limit
from these two Ge-based experiments would, at present,
exceed 1026 yr.
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