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ABSTRACT
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The Southern Ocean overturning circulation is driven by winds, heat fluxes,

and freshwater sources. Among these sources of freshwater, Antarctic sea-ice

formation and melting play the dominant role. Even though ice-shelf melt

is relatively small in magnitude, it is located close to regions of convection,

where it may influence dense water formation. Here, we explore the impacts

of ice-shelf melting on Southern Ocean water mass transformation (WMT)

using simulations from the Energy Exascale Earth System Model (E3SM)

both with and without the explicit representation of melt fluxes from beneath

Antarctic ice shelves. We find that ice-shelf melting enhances transformation

of Upper Circumpolar Deep Water (UCDW), converting it to lower density

values. While the overall differences in Southern Ocean WMT between the

two simulations are moderate, freshwater fluxes produced by ice-shelf melt-

ing have a further, indirect impact on the Southern Ocean overturning cir-

culation through their interaction with sea-ice formation and melting, which

also cause considerable upwelling. We further find that surface freshening

and cooling by ice-shelf melting causes increased Antarctic sea-ice produc-

tion and stronger density stratification near the Antarctic coast. In addition,

ice-shelf melting causes decreasing air temperature, which may be directly

related to sea-ice expansion. The increased stratification reduces vertical heat

transport from the deeper ocean. Although the addition of ice-shelf melting

processes leads to no significant changes in Southern Ocean WMT, the simu-

lations and analysis conducted here point to a relationship between increased

Antarctic ice-shelf melting and the increased role of sea ice in Southern Ocean

overturning.
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1. Introduction40

The Southern Ocean plays a large role in Earth’s climate system (Morrison et al. 2011; Marshall41

and Speer 2012; Séférian et al. 2012; Heuzé et al. 2013; Merino et al. 2018) as a significant sink for42

atmospheric heat (Roemmich et al. 2015) and anthropogenic carbon dioxide (Sallée et al. 2012),43

hence reducing global warming (Merino et al. 2018). The Southern Ocean also produces the44

densest water mass in the global ocean, Antarctic Bottom Water (AABW), which plays an active45

role in driving the global meridional overturning circulation (MOC). In turn, the freezing and46

melting of Antarctic sea ice are a major control on this overturning circulation. Using a water mass47

transformation (WMT) analysis (Walin 1982), Abernathey et al. (2016) revealed that differential48

brine rejection and sea-ice melting are strong controls on the strength of the MOC by governing49

the upwelling and transformation of Circumpolar Deep Water (CDW), with precipitation playing50

a more minor part.51

Despite a recent sharply decreasing trend from 2014 to 2019 (Parkinson 2019), most observa-52

tional studies report increasing Antarctic sea-ice extent during the last 40 years. Most CMIP553

models, however, simulate a steadily decreasing Antarctic sea-ice extent over the past few decades54

(Flato et al. 2013), failing to capture the observed expansion. Significant effort has gone into55

understanding the cause for this discrepancy, primarily through the investigation of changes in56

atmospheric climate modes and their relation to tropical forcing (Thompson et al. 2011; Turner57

et al. 2009; Stammerjohn et al. 2008; Li et al. 2014; Kwok et al. 2016), ozone depletion (Bitz and58

Polvani 2012; Sigmond and Fyfe 2010), and ocean and sea-ice feedbacks (Zhang 2007). Increased59

Antarctic ice-shelf melting could also be contributing to Antarctic sea-ice expansion through the60

freshening of Southern Ocean surface waters (Jacobs et al. 2002; Jacobs and Giulivi 2010; Bin-61

tanja et al. 2013; Merino et al. 2018). However ice sheet freshwater fluxes are typically not treated62
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realistically in CMIP climate models; freshwater enters the ocean at the ice sheet edge, is dis-63

tributed near the sea surface, and temporal variability enters only through changes in precipitation.64

These simplifications may partially explain the failure of existing climate models to reproduce the65

observed Antarctic sea-ice trends (Turner et al. 2013; Zhang et al. 2019).66

Ice-shelf melt fluxes, though relatively small in magnitude compared to freshwater fluxes from67

sea-ice freezing and melting or precipitation, may have a disproportionate influence on dense wa-68

ter formation because they occur at depth, forming a buoyant plume that contributes to ocean69

overturning. In addition to its direct impacts, ice-shelf melting contributes to freshwater fluxes70

indirectly through its impacts on stratification and circulation, which feeds back on sea-ice forma-71

tion and melting (Hellmer 2004; Donat-Magnin et al. 2017; Jourdain et al. 2017; Mathiot et al.72

2017). While not previously applied to simulations that include thermodynamic interactions with73

ice shelves, the WMT framework (Walin 1982; Abernathey et al. 2016) is an ideal tool for ob-74

taining a more qualitative and quantitative understanding of how Antarctic ice-shelf melt fluxes75

impact Southern Ocean properties and circulation.76

In this study, we investigate the impacts of Antarctic ice-shelf melting on Southern Ocean WMT77

and its indirect impacts on sea-ice formation and melting. Our approach is that of a sensitivity78

study, where a perturbed simulation includes an additional source of freshwater derived from ex-79

plicitly calculating ice-shelf melt fluxes that is not present in the control. Although the amount of80

freshwater added to the perturbed simulation is about an order of magnitude larger than observed81

trends (∼1400 Gt yr−1 ≈ 0.046 Sv, in our simulation vs. ∼155 Gt yr−1 ≈ 0.0049 Sv from observa-82

tions; Bamber et al. 2018), this approach may suggest mechanisms by which increased ice-shelf83

melting, observed in Antarctica during the last few decades (e.g., Shepherd et al. 2004; Khazen-84

dar et al. 2016; Pritchard et al. 2012; Holland et al. 2019), could impact the broader climate. In85

Section 2, we briefly describe the E3SM climate model, the reference data sets used for model86
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validation, and the WMT analysis used herein. Section 3 analyzes the fidelity of E3SM’s Southern87

Ocean climate compared to available reanalysis data sets. Section 4 uses the WMT framework to88

examine interactions between ice-shelf melting and Southern Ocean sea ice processes, and Sec-89

tion 5 provides a detailed analysis of the WMT caused by Antarctic ice-shelf melting. In Section90

6, we present our summary and conclusions from this study.91

2. Data and Methodology92

a. E3SM93

For this study we use the Energy Exascale Earth System Model (E3SM) version 1, a new global,94

coupled Earth system model developed by the U.S. Department of Energy (DOE) (Golaz et al.95

2019; Petersen et al. 2019; Rasch et al. 2019). E3SM v11 features fully coupled ocean, sea-96

ice, river, atmosphere and land components as well as a unique capability for multi-resolution97

modeling using unstructured grids in all of its components. The ocean and sea-ice components98

of E3SM v1 are MPAS-Ocean and MPAS-Seaice respectively, which are built on the Model for99

Prediction Across Scale (MPAS) modeling framework (Ringler et al. 2013; Petersen et al. 2019)100

and share the same unstructured horizontal mesh. The ocean model vertical grid is a structured, z-101

star coordinate (Petersen et al. 2015; Reckinger et al. 2015) and uses 60 layers ranging in thickness102

from 10 m at the surface to 250 m in the deep ocean. The ocean and sea-ice mesh used here contain103

∼230,000 horizontal ocean cells with resolution varying from 30 to 60 km; enhanced resolution104

in the equatorial and polar regions is used to better resolve processes of interest. Within the area105

of interest in this study (south of 60◦S) the ocean and sea-ice horizontal resolution varies from 35106

to 50km. Petersen et al. (2019) provide a more detailed description of the E3SM v1 ocean and107

sea-ice components. The atmosphere component of E3SM v1 is the E3SM Atmospheric Model108

1https://github.com/E3SM-Project/E3SM/
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(EAM), which uses a spectral element dynamical core at ∼100 km horizontal resolution on a109

cubed-sphere geometry. EAM’s vertical grid is a hybrid, sigma-pressure coordinate and uses 72110

layers with a top of atmosphere at approximately 60 km. Golaz et al. (2019), Xie et al. (2018),111

and Qian et al. (2018) provide a detailed description of the E3SM v1 atmosphere component.112

Since there is currently no coupled land ice component, E3SM v1 routes precipitation (snow or113

rain) that falls on Antarctica back to the rest of the climate system as either solid ice or liquid114

runoff, respectively. Snow in excess of 1 m water equivalent (so-called ”snowcapping”) and rain115

are immediately routed to the nearest coastal ocean grid cell and deposited at the surface with a116

small amount of horizontal smoothing. This functions as a crude approximation to unresolved ice117

sheet processes (including surface processes, iceberg calving, and basal melting) in order to keep118

the ice sheet in instantaneous equilibrium with climate forcing, and conserves mass globally to119

avoid having to account for a potentially large water sink in the model.120

A new capability for Earth system models, now available in E3SM, is the extension of the121

ocean domain to include ocean circulation in cavities under Antarctic ice shelves. In these cavi-122

ties, MPAS-Ocean solves the full prognostic equations, which include velocity, temperature, and123

salinity. Based on these fields, diagnostic melt fluxes at the base of the ice shelves are computed124

using coupled boundary conditions for heat and salt conservation, and a linearized equation of125

state for the freezing point of seawater (Holland and Jenkins 1999; Hellmer and Olbers 1989).126

These boundary conditions are used to simultaneously compute the potential temperature, salin-127

ity, and melt rate at the ice shelf base using a velocity-dependent parameterization of the transfer128

of heat and salt across the ocean-ice-shelf boundary layer (Dansereau et al. 2014) with constant,129

non-dimensional heat- and salt-transfer coefficients (Jenkins et al. 2010). The boundary condi-130

tions account only for the conversion of sensible heat from the ocean into latent heat of melting131

ice, ignoring the sensible heat flux into the ice (which is typically . 10% of other terms; Holland132
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and Jenkins 1999). The thermal and haline driving terms are computed using “far-field” potential133

temperature and salinity averaged over the top 10 m of the water column. The freshwater and heat134

fluxes from ice-shelf melting are deposited into the ocean at depth using an exponentially decaying135

distribution over the water column with a characteristic distance from the interface of 10 m. In the136

simulations presented here, melt fluxes are computed directly in the ocean component once during137

each ocean time step, rather than in the coupler. No overflow parameterizations, common in many138

ESMs of similar resolution (Briegleb et al. 2010), are used to redistribute water masses between139

ice-shelf cavities and the continental shelf or between the continental shelf and the deep ocean.140

Given that E3SM does not yet have the ice sheet-ocean coupling needed to model the response141

of the ice sheet to basal melting, we use a static geometry for the ice-shelf cavities and ground-142

ing line. Thus, we are able to model the impact of ice-shelf melt fluxes on ocean circulation and143

stratification, but not the feedback from ocean circulation and ice shelf basal melting on ice-sheet144

stability. Here, we assume that the term “ice-shelf melting” includes both melting and freezing145

(i.e., negative melting) at the base of the ice shelf, but we label it “melting” because that term is146

dominant.147

To better understand and quantify the impact of these additional heat and freshwater fluxes in148

an Earth system model, we have run a pair of fully coupled, pre-industrial (Eyring et al. 2016)149

simulations with E3SM: one with ice-shelf melt fluxes (hereafter, “ISM”)2, and one without (here-150

after, “Ctrl”)3. Previously published E3SM simulations (Golaz et al. 2019; Petersen et al. 2019) do151

not include ice-shelf cavities, but the horizontal and vertical grids are otherwise identical to these.152

Both ISM and Ctrl include the three-dimensional ocean domain below the ice shelves, but in Ctrl153

the ice-shelf base is simply a depressed surface where no heat and freshwater exchange occur.154

2Full name in E3SM archive: 20180612.B case.T62 oEC60to30v3wLI.modified runoff mapping.edison
3Full name in E3SM archive: 20180612.B case.T62 oEC60to30v3wLI.modified runoff mapping.no melt fluxes.edison
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This experimental setup can be thought of as a sophisticated freshwater hosing experiment, where155

the amount, timing, and location of the additional freshwater input to the system is model-state156

dependent. While both simulations have runoff from Antarctic precipitation, the ISM simulation157

has an additional source term of freshwater through ice-shelf basal melting (≈0.045 Sv) that is not158

in the Ctrl simulation (see Table 1 and Fig. 1). This difference in the freshwater budget has the159

effect of an additional heat sink in the ISM simulation, since the freshwater from ice-shelf melting160

is deposited in the ocean at the pressure- and salinity-dependent freezing point. The simulations161

use “cold-start” initial conditions; the ocean is initialized with a month-long spin-up (without ice-162

shelf melting) from rest for initial adjustment, and sea ice is initialized with a 1 meter-thick disk163

of ice extending to 65◦ in both hemispheres. Each simulation was run for 75 years, with model164

data from the last 30 years used for analysis.165

b. Atmosphere, ocean and sea-ice state estimates166

Before investigating the impacts of ice-shelf melting on WMT, we assess E3SM’s simulated167

ocean temperature, salinity, and sea-ice properties over the Southern Ocean. To do this, we com-168

pare E3SM results to several data sets including direct observations, model-based state estimates,169

and interpolated climatologies of the ocean and sea-ice in this region. The Southern Ocean State170

Estimate (SOSE, Mazloff et al. 2010) is a state-of-the-art data-assimilation product that incorpo-171

rates millions of ocean and sea-ice observations while maintaining dynamically consistent ocean172

state variables. Given the sparsity of observations in many regions around Antarctica, SOSE173

offers a comprehensive, physically based estimate of ocean properties that would otherwise be174

entirely uncharacterized. We also use the U.K. Met Office’s observational data sets (EN4; Good175

et al. 2013), the World Ocean Atlas 2018 (WOA18; Locarnini et al. 2018), and the World Ocean176

Circulation Experiment (WOCE)/Argo Global Hydrographic Climatology (WAGHC; Gouretski177
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2018), each of which provides a global data product of the subsurface ocean temperature and178

salinity. For comparison of atmospheric winds over the Southern Ocean, we use zonal wind stress179

from NCEP/NCAR Reanalysis I (Kalnay et al. 1996). For the sea-ice evaluation, we use several180

satellite-derived observational data sets: sea-ice concentration from the SSM/I NASA Team (Cav-181

alieri et al. 1996) and SSM/I Bootstrap (Comiso 1999) and sea-ice thickness from ICESat (Kurtz182

and Markus 2012).183

We note that these ocean and sea-ice data sets represent present-day conditions, whereas the184

E3SM simulations are representative of model conditions for the the pre-industrial climate. While185

there will be uncertainty when comparing pre-industrial simulation output with present-day ob-186

servations, we find that the differences between pre-industrial and present-day control simulations187

are much less than the differences between different model configurations under the same pre-188

industrial forcing. Therefore, as in other studies (e.g., Menary et al. 2018), we feel justified in189

using present-day observations as a metric by which to judge our pre-industrial simulation output.190

Detailed information about each of these data sets, which have been time-averaged as indicated, is191

provided in Table 2.192

c. Surface-flux driven water mass transformation193

Water mass transformation analysis, first introduced by Walin (1982), quantifies the relationship194

between the thermodynamic transformation of water mass properties within an ocean basin and195

the net transport of those same properties into or out of the basin. This relationship has been used196

to infer Southern Ocean overturning circulation based on observations of air-sea fluxes and to197

characterize the thermodynamic processes that sustain the Southern Ocean overturning in models198

(Abernathey et al. 2016). Here, we apply a WMT analysis framework (following Abernathey199

et al. 2016) to aid in our investigation of Southern Ocean interactions between the atmosphere,200
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ocean, sea ice, and ice shelves, and to help identify biases in the E3SM’s representation of these201

processes.202

Southern Ocean water masses are assumed to be primarily transformed by surface heat and203

freshwater fluxes (Abernathey et al. 2016). As sea-ice grows, brine rejection (the result of a204

surface flux of freshwater out of the ocean) and vertical mixing have a tightly coupled relationship205

and contribute along with other surface fluxes to transformations (Abernathey et al. 2016). In206

addition, geothermal heating or internal tide and lee wave-driven mixing can also contribute to207

WMT in Southern Ocean, affecting formation or consumption of AABW (De Lavergne et al.208

2016). Furthermore, Groeskamp et al. (2016) showed that cabbeling and thermobaricity also play209

a significant role in the WMT budget, with cabbeling having a particularly important role in the210

formation of Antarctic Intermediate Water (AAIW) and AABW. Mixing-induced, interior diabatic211

fluxes, however, are not explicitly diagnosed in our simulations. Consequently, we only consider212

the transformation rate induced by surface fluxes.213

The transformation across density surfaces is diagnosed from surface heat and freshwater buoy-214

ancy fluxes:215

Ω(σk, t) =−
1

σk+1−σk

∫∫
A

(
αQnet

ρ0Cp

)
dA+

1
σk+1−σk

∫∫
A

(
βSFnet

ρ0

)
dA, (1)

where variables in Equation 1 are defined in Table 3. In this study, the total WMT into the ocean216

consists of the transformation rate due to net surface heat flux (the first term of right-hand side in217

Equation 1) and the transformation rate due to net surface freshwater flux (the second term of right-218

hand side in Equation 1). The WMT is calculated numerically by discretizing potential density,219

σk, into 400 unevenly spaced bins. The bin spacing, σk+1−σk, varies from 0.025 kgm−3 at low220

densities to 0.0025 kgm−3 at high densities. This density spacing was chosen by Abernathey et al.221
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(2016) who showed that it provides good resolution for high-density, polar water masses. In this222

study, we analyze the WMT rate south of 60◦S.223

All sources of net surface heat and freshwater fluxes are communicated to the ocean component224

through the coupler from the respective model components (e.g. precipitation from the atmosphere225

component). The exception to this are the ice-shelf melt fluxes, which, in the absence of a dynamic226

land-ice component, are calculated directly in the ocean component. Each term is stored separately227

in ocean history files. Here, “surface” implies processes at the atmosphere/ocean interface, but also228

at the sea ice/ocean and ice shelf/ocean interfaces. That is, the surface considered here is always229

the ocean surface regardless of what other model component that surface is in contact with.230

To diagnose the role of different surface freshwater fluxes, we decompose surface net freshwater231

flux, Fnet , into several sources:232

Fnet = FA→O +FI→O +FS→O, (2)

where, FA→O is the freshwater flux from the atmosphere into the ocean, FI→O is that from sea-ice233

into the ocean and FS→O is that from ice shelves into the ocean. FI→O is further decomposed into234

two parts: the freshwater flux from sea-ice formation (Fformation) and that from sea-ice melting235

(Fmelting):236

Fformation =FI→O where FI→O < 0, (3)

Fmelting =FI→O where FI→O > 0. (4)

The water mass formation (WMF) rate is the difference of the transformation rate with respect to237

density surfaces,238

M(σ) =−[Ω(σk+1)−Ω(σk)], (5)

where the over-bar represents an average in time.239
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The transformation and formation rate are computed with respect to surface-referenced potential240

density, but plotted against the neutral density, γn, using a regression relationship between potential241

density and neutral density (Jackett and McDougall 1997; Klocker et al. 2009). This is possible242

because surface-referenced potential density and neutral density have a robust linear relationship243

in the upper ocean (Abernathey et al. 2016). Table 4 shows how the WMT and formation rates244

should be physically interpreted with respect to their sign.245

Since we focus on the region south of 60◦S, we classify Southern Ocean water masses into246

Surface Water (γn < 27.5 kgm−3), Upper Circumpolar Deep Water (UCDW; 27.5 < γn < 28.0247

kgm−3), Lower Circumpolar Deep Water (LCDW; 28.0 < γn < 28.2 kgm−3), and Antarctic Bot-248

tom Water (AABW; γn > 28.2 kgm−3).249

3. Southern Ocean climate in E3SM250

Before looking in more detail at the impacts of ice-shelf melting on WMT in E3SM, we in-251

vestigate the fidelity of ocean temperature and salinity in simulation results from E3SM. In this252

section, we use the Ctrl simulation to investigate the simulated Southern Ocean climate. Here, we253

make comparisons to the Ctrl simulation rather than the ISM simulation for three main reasons.254

First, the Ctrl configuration is closer to the “standard” E3SM configuration that has been used255

to run the CMIP6 DECK experiments (Golaz et al. 2019). Second, while the ISM configuration256

might be considered to represent freshwater fluxes in a more physically realistic way, the state of257

its climate has received less assessment and scrutiny to date. Finally, Ctrl is also the configuration258

more similar to other ESMs used for CMIP experiments.259

Temperature and salinity are the most important characteristics of seawater, in that they control260

ocean density and govern the vertical movement of ocean water. Fig. 2a through d show E3SM’s261

annual mean climatology for temperature and salinity at the sea-surface and at 500 m depth over262
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the Southern Ocean (south of 50◦S). The Southern Ocean is the coldest part of the global ocean,263

and is also relatively fresh, with an area-averaged sea-surface temperature (SST) of 1.50◦C and264

sea-surface salinity (SSS) of 33.6 PSU in E3SM (Fig. 2a and b). At 500 m depth the temperature265

and salinity is relatively warm and salty compared to the sea-surface, with an area-averaged tem-266

perature of 2.43◦C and salinity of 34.5 PSU (Fig. 2c and d). These relatively high temperatures267

can lead to ice shelf melting. In Fig. 2e we compare E3SM’s temperature and salinity with the four268

ocean products described in Section 2, in terms of area-weighted root mean square error (RMSE)269

at the sea-surface and 500 m depth. The scatter diagram shows that the RMSE of temperature and270

salinity at the sea-surface is larger than that at a depth of 500 m, indicating ∼ 0.9◦C and ∼ 0.35271

PSU errors at the sea-surface, and ∼ 0.8◦C and ∼ 0.13 PSU errors at a depth of 500 m.272

To investigate the characteristics of the potential temperature and salinity in the ocean interior,273

Fig. 3 shows the full-depth, volumetric T-S diagram of the Southern Ocean for E3SM and the274

four ocean data products. The volumetric T-S diagram, first introduced by Montgomery (1958),275

presents a census for how much of a water mass has a given set of T-S properties (Thomson and276

Emery 2014). The Southern Ocean near Antarctica has the densest, coldest water in the global277

ocean. This dense water is referred to as AABW and is located at the bottom of the T-S diagram278

(γn > 28.2 kgm−3 in Fig. 3). In general, E3SM has AABW at a similar density to the four ocean279

data products, which may be attributable to the initial conditions given the relatively short model280

spin-up. There are some discrepancies, however, in the CDW and lighter water mass ranges (γn <281

28.2 kgm−3). In the CDW range E3SM has relatively warmer temperatures and lower salinities282

compared to the four ocean products.283

It is also important to characterize how well E3SM represents that total water transported by284

ocean currents. In Fig. 4 we show the horizontal and overturning volume transport in the Southern285

Ocean for E3SM and SOSE. Positive values of the streamfunction in Fig. 4a, d show anticyclonic286
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subtropical gyres, while negative values represent cyclonic subpolar gyres. There is strong east-287

ward transport by the Antarctic Circumpolar Current (ACC) between the subtropical and subpolar288

gyres, as shown by the rapidly increasing contours from approximately 0 to 170Sv in Fig. 4d. The289

results from SOSE suggest that the Weddell gyre transport is almost double that of the Ross Sea290

gyre. In general, E3SM simulates the horizontal volume transport well, as indicated by a reason-291

ably high pattern correlation coefficient of 0.98 between the horizontal circulation patterns from292

SOSE and E3SM (Fig. 4a compared with d). The canonical value of net transport through Drake293

passage, the narrowest choke point of the ACC, is 134 ± 11.2 Sv from observational estimate294

(Whitworth and Peterson 1985; Cunningham et al. 2003), while recently Donohue et al. (2016)295

suggested the transport of 173.3 ± 10.7 Sv from updated observed data. E3SM simulates trans-296

port through the Drake Passage of 127 ± 11 Sv, which is a value that falls within the canonical297

observed range but is significantly lower than the more recent estimate.298

The Meridional Overturning Circulation (MOC), calculated in depth space, does not reflect299

cross-isopycnal flow (Speer et al. 2000). However, it does clearly show the dominant Southern300

Ocean Ekman transport in E3SM and SOSE, which is due primarily to the strong atmospheric301

westerly winds around 50◦S (Fig. 4b and e). Closer to Antarctica, Ekman divergence drives up-302

welling of deep waters (Fig. 4e). E3SM simulates the Southern Ocean overturning circulation303

reasonably well but displays Ekman transport that is stronger (∼41 Sv) compared to SOSE (∼33304

Sv) and shifted equatorward (Fig. 4b), both of which are likely due to stronger westerly winds305

in E3SM around 50◦S (Fig. 4c). Biases in westerly winds are common phenomena in CMIP5306

simulations. Bracegirdle et al. (2013) found that every CMIP5 model shows an equatorward bias307

ranging from 0.4◦ to 7.7◦ in latitude. Also, there is a large spread in climatological zonal wind308

strength in the models compared to reanalysis data.309
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Since buoyancy fluxes from sea-ice formation and melting are the next most dominant terms,310

after westerly winds, in causing CDW to upwell (Abernathey et al. 2016) it is important to311

validate the properties of sea-ice in E3SM. Fig. 5 compares E3SM’s June-July-August (JJA)312

and December-January-February (DJF) mean sea-ice concentration, October-November (ON) and313

February-March (FM) mean sea-ice thickness, and JJA and DJF mean freshwater flux from sea-ice314

into the Southern Ocean with satellite-based observations and SOSE. While E3SM simulates the315

summer sea-ice concentrations well (Fig. 5g and j), close to Antarctica, Southern Hemisphere win-316

ter sea-ice concentrations are higher than observations during the JJA season (Fig. 5a and d). First,317

it is important to keep in mind that these simulations are based on pre-industrial conditions, and318

this may mean that sea-ice concentration should not be expected to match present-day observa-319

tions. Second, this kind of bias is common in CMIP5 models, which while simulating the seasonal320

cycle of sea-ice concentration well, show large variability from model to model in sea-ice extent321

(Flato et al. 2013). There are a number of ways in which sea ice is influenced by and interacts with322

the atmosphere and ocean, and some of these feedbacks are still poorly quantified (Flato et al.323

2013). E3SM has relatively thicker sea ice compared to ICESat (Ice, Cloud, and land Elevation324

Satellite) during October-November and February-March (Fig. 5 middle column). This is a point325

that should be revisited in the future, when improved sea-ice thickness observations from ICESat-2326

become available in the Southern Ocean. E3SM and SOSE are similar with respect to patterns of327

JJA and DJF mean freshwater flux from sea-ice to ocean (Fig. 5 right column), but E3SM shows328

increased sea-ice formation (corresponding to a negative freshwater flux) near Antarctica during329

JJA and increased sea-ice melting (corresponding to a positive freshwater flux) offshore during the330

DJF season compared to SOSE.331
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The above discussion argues that E3SM does a reasonable job of capturing the salient features of332

Southern Ocean water masses, horizontal and overturning circulation, and sea-ice formation and333

melting. We now move on to a comparative analysis of the Ctrl and ISM simulations.334

4. General impacts of ice shelf melting on hydrography, atmosphere, and sea-ice over the335

Southern Ocean336

a. Impacts on the Southern Ocean337

To investigate changes in hydrography over the Southern Ocean due to ice-shelf melting we338

show zonally averaged differences between the Ctrl and ISM simulations for ocean temperature,339

salinity, and potential density, for the specific basins of interest (the Amery ice-shelf sector, and340

the Ross, Amundsen, and Weddell Seas; Fig. 6). The first thing to note is that, in both the Ctrl and341

ISM simulations, isopycnals are weakly domed as they approach the continental shelf, especially342

in the Amery, Ross Sea and Weddell Sea sectors (Fig. 6b, e, k), indicating the presence of a weak343

Antarctic Slope Front. Furthermore, the ISM simulation has relatively fresher surface waters near344

Antarctica, as well as fresher subsurface waters inside the ice-shelf cavities (Fig. 6 left column).345

These salinity differences directly influence the potential density distribution; the ISM simulation346

shows lower densities relative to the Ctrl simulation at the surface as we approach Antarctica and347

in the subsurface over the shelf (Fig. 6 middle column). This behavior in the Amery Ice Shelf sec-348

tor and Amundsen Sea, allows for the transport of relatively warm, deep water toward Antarctic349

ice-shelf cavities rather than ventilation of this water at the ocean surface farther offshore (dashed350

line in Fig. 6b, which continues to the ice shelves rather than impinging on the surface). The on-351

shore transport of warm deep water results in more ice-shelf melting in the Amery and Amundsen352

Sea sectors in E3SM (Fig. 1a). For the Ross and Weddell Seas, the ISM simulation isopycnals im-353
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pinge more on the topography at depth, thus producing a relatively stronger Antarctic Slope Front354

and inhibiting transport of CDW to the continental shelves (relative to the Ctrl simulation). In355

general, surface freshening in the ISM simulation causes a more stratified vertical ocean structure,356

especially near the Antarctic continental shelf (Fig. 7). This prevents convective activity between357

the surface and the ocean depths, resulting in relatively colder temperatures near the surface but358

warmer temperatures at depth.359

b. Impacts on the atmosphere360

Since both the ISM and Ctrl simulations are fully coupled, the atmosphere over the Southern361

Ocean can be affected by ice-shelf melting and/or increased sea-ice volume. In Fig. 8, we show362

30 years of annual mean 2-m air temperature, sea level pressure (SLP), and precipitation from the363

ISM simulation as well as differences in these quantities between the ISM and Ctrl simulations. In364

the Antarctic interior, the air temperature is often below -30◦C, leading to a temperature gradient365

between the Antarctic plateau and the coastal ocean that, together with the slope of the ice sheet,366

lead to katabatic winds that blow from the Antarctic interior to the Southern Ocean. Precipitation367

over the Southern Ocean is relatively small in magnitude, with an annual average of 2–3 mm/day.368

The difference in precipitation between the Ctrl and ISM simulations is small (Fig. 8f). This is369

consistent with the observed small changed in WMT due to precipitation between the ISM and370

Ctrl simulations, which will be shown in Section 5. Fig. 8d shows significant coastal cooling371

only in the western Ross Sea and close to the Filchner Ice Shelf, with offshore cooling in the372

Dronning Maud Land sector. In both the Amundsen/Bellingshausen sector and over broad regions373

of Eastern Antarctica, there is no significant differences in 2-m air temperature either at coast or374

on the Plateau, meaning that the strength of katabatic winds is largely unaffected. According to375

geostrophic balance, the climatological winds are westerlies on the equator side of the low pressure376
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belt (50◦S) and easterlies on the polar side, especially along the Antarctic coast (Fig. 8b). From377

the SLP differences between ISM and Ctrl (Fig. 8e), the anomalies in pressure gradient over East378

Antarctica show enhanced easterlies in the ISM simulation. However, along the coasts of West379

Antarctica, the gradients in SLP are reduced, leading to weakened coastal easterlies. Similarly,380

in regions of westerly winds over the western Southern Ocean, especially over the Amundsen381

and Bellingshausen Seas and near the Weddell Sea, the westerlies are reduced. Even with the382

weakened easterlies and westerlies, the Southern Ocean is colder than the Ctrl simulation, leading383

to more sea-ice production. The pattern of decreased 2-m air temperature is similar to the pattern384

of increased sea-ice concentration (Fig. 8d vs. Fig. 9a), suggesting that increased sea-ice area may385

cause 2-m air temperature to decrease, or vice versa.386

c. Impacts on sea ice387

To investigate the impacts on sea ice over the Southern Ocean, we examine the differences in388

mean annual sea-ice concentration, thickness, and sea-ice to ocean freshwater flux between the Ctrl389

and ISM simulations (Fig. 9). Sea ice concentration in the ISM simulation has increased by an area390

average of 5% and the sea-ice thickness has increased by about 15 cm over the Southern Ocean391

(Fig. 9a, b), compared to the Ctrl simulation. Merino et al. (2018) and Jourdain et al. (2017) found392

thinner sea ice in the Amundsen Sea with more ice-shelf melting, in contrast to our simulations393

with E3SM (see Fig. 9a). This is likely because of the relatively low resolution of E3SM and394

biases in sub-surface temperature in the Amundsen Sea in the E3SM simulations. Further, we find395

that more freezing occurs in the ISM than the Ctrl simulation (Fig. 9c) and that spatial patterns396

of these differences are similar to those for sea-ice concentration and thickness (Fig. 9a and b).397

The ISM simulation shows a similar sea-ice expansion as discussed by Bintanja et al. (2013), who398

argued that the overall increase in observed sea-ice concentration is dominated by increased ice-399
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shelf melting. Increasing sea-ice thickness in the ISM is also consistent with previous results by400

Hellmer (2004) and Kusahara and Hasumi (2014), who performed numerical experiments with and401

without ice-shelf interaction and investigated the impacts on the sea-ice distribution. As suggested402

by Bintanja et al. (2013), ice-shelf melting freshens the surface, which reduces convective activity403

between the fresh surface and the warmer subsurface layers. This cools the upper ocean, which,404

along with fresher surface waters, encourages more sea-ice formation (here, at an average rate405

of -0.05 m/yr; Fig. 9c). Bintanja et al. (2013) did not mention the air-temperature changes from406

their experiments, instead only arguing that there is no relationship between sea ice expansion and407

atmospheric variability such as the Southern Annular Mode (SAM) or stratospheric ozone. We408

find, however, that air temperature has also been changed in the ISM simulation compared to the409

Ctrl simulation, which might be directly related to increased sea-ice extent and volume.410

5. Surface-flux driven water mass transformation and formation from ice-shelf melting411

a. Water mass transformation412

We show the annual mean WMT rate from the Ctrl and ISM simulations in Fig. 10. Broadly413

speaking, there are no significant differences in WMT rates due to the total surface fluxes, which414

are a summation of surface heat and freshwater fluxes (black lines in Fig. 10a). We do, however,415

find important differences in the individual components; if we further separate the WMT rate into416

that caused by distinct sources of freshwater flux (Fig. 10b), we see compensating differences in417

transformation rate between the Ctrl and ISM simulations for each source. First, freshwater flux418

from ice-shelf melting induces a more negative transformation rate (increased buoyancy gain) by419

as much as -1.74 Sv (peaking at a neutral density of 27.4 kgm−3) compared to the Ctrl simulation.420

Second, ice-shelf melting also has a significant, indirect effect on sea ice. The transformation rate421
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due to sea-ice formation and melting increases by as much as 1.79 Sv, at the same high density422

levels affected by ice-shelf melting, but decreases by -0.84 Sv at lower densities (with the largest423

decrease at 26.4 kgm−3). Third, we find no notable changes in the transformation rate by freshwa-424

ter fluxes from the atmosphere and land (E-P-R term) between the two simulations. Meanwhile,425

there is no AABW formation in either the Ctrl or ISM simulations and transformation rates of426

LCDW in the two simulations are minimal. Formation of AABW is notably difficult to represent427

in low resolution of general circulation models (Aguiar et al. 2017). In addition, most CMIP5 mod-428

els have temperature and salinity biases over the entire water column in Southern Ocean, which429

is a factor influencing the density of seawater (Sallée et al. 2013). Both Ctrl and ISM simulations430

have such temperature and salinity biases in the Southern Ocean as shown in Fig. 2.431

In Fig. 11, we plot the climatological annual cycle of WMT rate caused by freshwater fluxes432

from sea-ice formation and melting and from ice-shelf melting. Consistent with Fig. 10, ice-shelf433

melting always produces a negative transformation rate (Fig. 11b), regardless of the season, at a434

neutral density of approximately 27.4 kgm−3. In contrast, the transformation caused by sea-ice435

formation and melting has large seasonal variability (Fig. 11a), with a positive transformation436

rate (buoyancy loss) during the winter and a negative transformation rate (buoyancy gain) during437

the summer. These differences in transformation rate between the two simulations (Fig. 11c)438

show that the ISM simulation has an overall stronger seasonal sea-ice cycle. During winter, the439

ISM simulation has a more positive transformation rate due to sea-ice formation, peaking at a440

neutral density of 27.4 kgm−3 where ice-shelf melting is also influential. During summer, the441

ISM simulation has a more negative transformation rate due to sea-ice melting at lower density442

levels, which compensates for the more positive transformation rate in winter.443
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b. Water mass formation444

Finally, we investigate how ice-shelf melting and sea-ice formation and melting impact water445

mass formation and destruction by decomposing the water mass formation rate into contributions446

from different surface flux processes (Fig. 12). The water mass formation rate is the difference447

of the WMT rate with respect to density and represents volume convergence (for positive values,448

corresponding to downwelling) or divergence (for negative values, corresponding to upwelling)449

within a particular density range (Abernathey et al. 2016). The freshwater flux from ice-shelf450

melting can thus indirectly impact the water mass formation rate through sea-ice formation and451

melting (Fig. 12a). For both the Ctrl and ISM simulation, the combined effects of sea-ice for-452

mation and melting destroy a considerable amount of water mass (corresponding to a negative453

formation rate) in the density range from 26.4 kgm−3 to 27.4 kgm−3 (Surface Water). Yet there454

is additional water mass destruction in this same density range by as much as 2.57 Sv for the ISM455

simulation (Table 5). The freshwater flux from ice-shelf melting directly induces transformation456

(corresponding to a negative formation rate) at relatively high-density levels (UCDW and LCDW)457

and this upwelled water is directly converted to lower densities (Fig. 12b). The total amount of458

upwelling due to ice-shelf melting is approximately 1.77 Sv (Table 5). Fig. 12c-f shows the WMF459

rate for the Southern Ocean divided into the Amery ice-shelf sector, Ross Sea, Amundsen Sea460

and Weddell Sea sectors. It is evident that the Amery ice-shelf sector dominates the WMF rate,461

and that upwelled water here is converted to relatively low densities. This is probably due to rela-462

tively warm water coming up onto the continental shelf in the Amery ice-shelf sector in the ISM463

simulation (Fig. 6g), and thus melt rates are probably too high compared to Rignot et al. (2013)464

(e.g., note large melt biases in Dronning Maud Land region and for the Amery Ice Shelf in Fig. 1).465

The Indian Ocean sector (the Dronning Maud Land region of Antarctica) has a particularly narrow466
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continental shelf, and the model resolution is likely insufficient to separate warmer water in the467

deeper Weddell Sea from colder water trapped on the continental shelf.468

6. Summary and conclusions469

By comparing otherwise identical Earth system model simulations with and without ice-shelf470

melt fluxes we have used E3SM to characterize and quantify the impacts of ice-shelf melting471

and freezing processes on WMT and WMF. We find no significant differences in net Southern472

Ocean WMT due to the differences in total surface fluxes between the two simulations. Yet,473

when we separate the WMT rate into its constituent processes, we find important differences in474

both WMT and WMF rate between the simulations. Meltwater from ice shelves makes Surface475

Water and UCDW water masses in the Southern Ocean lighter (corresponding to a buoyancy gain)476

at relatively high density values. Meanwhile, the freshwater flux from sea-ice formation makes477

these water masses denser (corresponding to a buoyancy loss) at these same high density values.478

Effectively, ice-shelf meltwater is partially counteracting the densification of seawater from brine479

rejection at these densities, with even more of a cancellation likely under future climate scenarios480

in which ice-shelf melting is likely to increase. Ice-shelf melting produces transformation of481

UCDW water masses at relatively high density values where ice-shelf melting is dominant and482

this upwelled water is directly converted to lower density values. Freshwater fluxes produced by483

ice-shelf melting have a further, indirect impact on the Southern Ocean overturning circulation484

through the action of increased sea-ice formation, which also cause considerable upwelling and485

effectively further amplifies the overturning that occurs from the buoyancy of ice-shelf meltwater486

directly. Importantly, we find that this indirect impact is larger than the direct impact.487

We have found that surface freshening by ice-shelf melting increases density stratification near488

the Antarctic coast and hence reduces vertical heat transport from the deeper ocean, trapping489
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warmer water at depth. In some regions, this trapped heat might be expected to reach ice-shelf490

cavities through changes in ocean currents and/or density structure in future climate scenarios491

(Hellmer et al. 2012). Indeed, in some regions of Antarctica, feedbacks between ice-shelf melt-492

ing and trapping of warmer waters have already been observed (Silvano et al. 2018). This more493

stratified ocean makes the sea surface colder, which along with the additional freshwater, results494

in significant Antarctic sea-ice expansion in simulations that include ice shelf melt fluxes. In addi-495

tion, we have also found that air temperature has decreased in the ISM simulation compared to the496

Ctrl simulation, which may be directly related to sea-ice expansion. As air temperatures decrease,497

the sea ice is likely to increase even further in a feedback. Our model configuration does not allow498

us to investigate the trends of Antarctic sea-ice but rather the mean state of sea-ice with ice-shelf499

melting and, as stated previously, the change in freshwater flux between our ISM and Ctrl simu-500

lations is an order of magnitude larger than the observed trend in freshwater input (Bamber et al.501

2018). With these caveats, our findings of sea-ice expansion by ice-shelf melting are consistent502

with the proposal that increased ice-shelf melting over the past decades (e.g., Shepherd et al. 2004;503

Pritchard et al. 2012; Khazendar et al. 2016) could be a cause for the observed sea-ice expansion504

over that same time period.505

Abernathey et al. (2016) assessed the relative contributions of sea-ice freezing and melting,506

together with other modes of air-sea interaction, to Southern Ocean overturning and revealed the507

central role of sea-ice formation and melting in transforming upwelled Circumpolar Deep Water.508

Although we found no significant changes to those conclusions in this study, our results do show509

that the addition of ice-shelf melting to Earth system models increases the importance of sea-ice in510

Southern Ocean overturning. In other words, the increase in Antarctic ice-shelf melting over the511

historical time period (Shepherd et al. 2004; Pritchard et al. 2012; Khazendar et al. 2016; Holland512

et al. 2019) has likely increased the role of sea-ice in Southern Ocean overturning.513
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Silvano et al. (2018) suggested that increased glacial melt water will reduce AABW formation514

by offsetting increased salt flux during sea-ice formation in coastal polynyas. These effects would515

then prevent full-depth convection and the formation of dense shelf water. In this study we have516

used a relatively low resolution version of E3SM, which does not have a good representation of517

Antarctic coastal polynyas. This may explain why we do not find changes in dense water formation518

related to ice-shelf melting. Future E3SM studies will investigate the impacts of ice-shelf melting519

and the inclusion of ice-shelf cavities at higher resolution.520

Whereas Bintanja et al. (2013) put freshwater fluxes from ice-shelf melting at the ocean surface,521

our ISM simulation places that freshwater at the depth of the ice-shelf base, inducing overturning522

that may either enhance or suppress local sea-ice formation, depending on deeper ocean conditions523

(Donat-Magnin et al. 2017; Jourdain et al. 2017; Mathiot et al. 2017). In addition, ice-shelf melting524

is not uniform along the Antarctic coast (Rignot et al. 2013; Depoorter et al. 2013), suggesting the525

possibility for strong regional variation in how ice shelf melting affects sea ice. Care must be taken526

in how Antarctic ice-shelf melt is distributed along the coast in global coupled climate simulations.527

Here, prognostic basal melt fluxes from individually modeled ice shelves influence and are, in turn,528

influenced by regional differences in sea-ice expansion and WMT. In that sense, the E3SM model529

used here captures the important features mentioned above. As highlighted by our results, fully530

coupled models including ice sheets, such as planned for future versions of E3SM, are required for531

investigating potential feedbacks between Antarctic ice-shelves and ocean and sea-ice properties.532

While this study only considers the impacts of ice-shelf melting on the Southern Ocean, iceberg533

melting represents approximately half of the mass flux from the Antarctic ice sheet to the ocean534

(Rignot et al. 2013; Depoorter et al. 2013). Calved icebergs transport freshwater away from the535

Antarctic coast and exchange heat with the ocean, thereby affecting ocean stratification and circu-536

lation, with subsequent indirect thermodynamic effects on the sea-ice system (Hunke and Comeau537
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2011; Stern et al. 2016; Merino et al. 2016). Future work to address these effects should include538

a comprehensive analysis considering the impacts of both melting from ice shelves and calved539

icebergs.540
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Heuzé, C., K. J. Heywood, D. P. Stevens, and J. K. Ridley, 2013: Southern ocean bottom water618

characteristics in cmip5 models. Geophysical Research Letters, 40 (7), 1409–1414.619

Holland, D. M., and A. Jenkins, 1999: Modeling Thermodynamic Ice–Ocean Interactions620

at the Base of an Ice Shelf. Journal of Physical Oceanography, 29 (8), 1787–1800, doi:621

10.1175/1520-0485(1999)029〈1787:MTIOIA〉2.0.CO;2, URL http://journals.ametsoc.org/doi/622

abs/10.1175/1520-0485(1999)029%3C1787:MTIOIA%3E2.0.CO;2.623

29

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



Holland, P. R., T. J. Bracegirdle, P. Dutrieux, A. Jenkins, and E. J. Steig, 2019: West Antarctic ice624

loss influenced by internal climate variability and anthropogenic forcing. Nature Geoscience,625

12, 718–724, doi:10.1038/s41561-019-0420-9.626

Hunke, E. C., and D. Comeau, 2011: Sea ice and iceberg dynamic interaction. Journal of Geo-627

physical Research: Oceans, 116 (5), 1–9, doi:10.1029/2010JC006588.628

Jackett, D. R., and T. J. McDougall, 1997: A neutral density variable for the world’s oceans.629

Journal of Physical Oceanography, 27 (2), 237–263.630

Jacobs, S. S., and C. F. Giulivi, 2010: Large multidecadal salinity trends near the Pacific–Antarctic631

continental margin. Journal of Climate, 23 (17), 4508–4524.632

Jacobs, S. S., C. F. Giulivi, and P. A. Mele, 2002: Freshening of the Ross Sea during the late 20th633

century. Science, 297 (5580), 386–389.634

Jenkins, A., K. W. Nicholls, and H. F. Corr, 2010: Observation and parameterization of ablation635

at the base of Ronne Ice Shelf, Antarctica. Journal of Physical Oceanography, 40 (10), 2298–636

2312, doi:10.1175/2010JPO4317.1.637

Jourdain, N. C., P. Mathiot, N. Merino, G. Durand, J. Le Sommer, P. Spence, P. Dutrieux, and638

G. Madec, 2017: Ocean circulation and sea-ice thinning induced by melting ice shelves in the a639

mundsen s ea. Journal of Geophysical Research: Oceans, 122 (3), 2550–2573.640

Kalnay, E., and Coauthors, 1996: The ncep/ncar 40-year reanalysis project. Bulletin of the Ameri-641

can meteorological Society, 77 (3), 437–472.642

Khazendar, A., and Coauthors, 2016: Rapid submarine ice melting in the grounding zones643

of ice shelves in West Antarctica. Nature Communications, 7, 13 243–13 243, doi:10.1038/644

ncomms13243.645

30

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



Klocker, A., T. J. McDougall, and D. R. Jackett, 2009: A new method for forming approximately646

neutral surfaces. Ocean Science, 5 (2), 155–172.647

Kurtz, N., and T. Markus, 2012: Satellite observations of antarctic sea ice thickness and volume.648

Journal of Geophysical Research: Oceans, 117 (C8).649

Kusahara, K., and H. Hasumi, 2014: Pathways of basal meltwater from antarctic ice shelves: A650

model study. Journal of Geophysical Research: Oceans, 119 (9), 5690–5704.651

Kwok, R., J. Comiso, T. Lee, and P. Holland, 2016: Linked trends in the South Pacific sea ice edge652

and Southern Oscillation Index. Geophysical Research Letters, 43 (19), 10–295.653

Li, X., D. M. Holland, E. P. Gerber, and C. Yoo, 2014: Impacts of the north and tropical atlantic654

ocean on the antarctic peninsula and sea ice. Nature, 505 (7484), 538.655

Locarnini, R., and Coauthors, 2018: World ocean atlas 2018, volume 1: Temperature. Mishonov656

Technical Ed.657

Marshall, J., and K. Speer, 2012: Closure of the meridional overturning circulation through South-658

ern Ocean upwelling. Nature Geoscience, 5 (3), 171.659

Mathiot, P., A. Jenkins, C. Harris, and G. Madec, 2017: Explicit representation and parametrised660

impacts of under ice shelf seas in the z * coordinate ocean model nemo 3.6, geosci. model dev.,661

10, 2849–2874. gmd-10-2849-2017.662

Mazloff, M. R., P. Heimbach, and C. Wunsch, 2010: An eddy-permitting Southern Ocean state663

estimate. Journal of Physical Oceanography, 40 (5), 880–899.664

Menary, M. B., and Coauthors, 2018: Preindustrial control simulations with hadgem3-gc3. 1 for665

cmip6. Journal of Advances in Modeling Earth Systems, 10 (12), 3049–3075.666

31

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



Merino, N., N. C. Jourdain, J. Le Sommer, H. Goosse, P. Mathiot, and G. Durand, 2018: Impact of667

increasing Antarctic glacial freshwater release on regional sea-ice cover in the Southern Ocean.668

Ocean Modelling, 121, 76–89.669

Merino, N., J. Le Sommer, G. Durand, N. C. Jourdain, G. Madec, P. Mathiot, and J. Tournadre,670

2016: Antarctic icebergs melt over the Southern Ocean: Climatology and impact on sea ice.671

Ocean Modelling, 104, 99–110.672

Montgomery, R. B., 1958: Water characteristics of Atlantic Ocean and of world ocean. Deep Sea673

Research (1953), 5 (2-4), 134–148.674

Morrison, A. K., A. M. Hogg, and M. L. Ward, 2011: Sensitivity of the southern ocean overturning675

circulation to surface buoyancy forcing. Geophysical research letters, 38 (14).676

Parkinson, C. L., 2019: A 40-y record reveals gradual antarctic sea ice increases followed by677

decreases at rates far exceeding the rates seen in the arctic. Proceedings of the National Academy678

of Sciences, 201906556.679

Petersen, M. R., D. W. Jacobsen, T. D. Ringler, M. W. Hecht, and M. E. Maltrud, 2015: Evaluation680

of the arbitrary Lagrangian-Eulerian vertical coordinate method in the MPAS-Ocean model.681

Ocean Modelling, 86 (0), 93 – 113, doi:http://dx.doi.org/10.1016/j.ocemod.2014.12.004, URL682

http://www.sciencedirect.com/science/article/pii/S1463500314001796.683

Petersen, M. R., and Coauthors, 2019: An evaluation of the ocean and sea ice climate684

of e3sm using mpas and interannual core-ii forcing. Journal of Advances in Model-685

ing Earth Systems, 11 (5), 1438–1458, doi:10.1029/2018MS001373, URL https://agupubs.686

onlinelibrary.wiley.com/doi/abs/10.1029/2018MS001373, https://agupubs.onlinelibrary.wiley.687

com/doi/pdf/10.1029/2018MS001373.688

32

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



Pritchard, H. D., S. R. M. Ligtenberg, H. a. Fricker, D. G. Vaughan, M. R. van den Broeke,689

and L. Padman, 2012: Antarctic ice-sheet loss driven by basal melting of ice shelves. Nature,690

484 (7395), 502–505, doi:10.1038/nature10968.691

Qian, Y., and Coauthors, 2018: Parametric sensitivity and uncertainty quantification in the ver-692

sion 1 of E3SM Atmosphere Model based on short perturbed parameter ensemble simulations.693

Journal of Geophysical Research: Atmospheres, 123 (23), 13–046.694

Rasch, P., and Coauthors, 2019: An overview of the atmospheric component of the energy ex-695

ascale earth system model. Journal of Advances in Modeling Earth Systems, doi:10.1029/696

2019MS001629.697

Reckinger, S. M., M. R. Petersen, and S. J. Reckinger, 2015: A study of overflow simulations698

using mpas-ocean: Vertical grids, resolution, and viscosity. Ocean Modelling, 96, Part 2, 291 –699

313, doi:http://dx.doi.org/10.1016/j.ocemod.2015.09.006, URL http://www.sciencedirect.com/700

science/article/pii/S146350031500164X.701

Rignot, E., S. Jacobs, J. Mouginot, and B. Scheuchl, 2013: Ice-shelf melting around antarctica.702

Science, 341 (6143), 266–270.703

Ringler, T., M. Petersen, R. Higdon, D. Jacobsen, P. Jones, and M. Maltrud, 2013: A multi-704

resolution approach to global ocean modeling. Ocean Modelling, 69 (0), 211–232, doi:http://705

dx.doi.org/10.1016/j.ocemod.2013.04.010, URL http://www.sciencedirect.com/science/article/706

pii/S1463500313000760.707

Roemmich, D., J. Church, J. Gilson, D. Monselesan, P. Sutton, and S. Wijffels, 2015: Unabated708

planetary warming and its ocean structure since 2006. Nature climate change, 5 (3), 240.709

33

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



Sallée, J.-B., R. J. Matear, S. R. Rintoul, and A. Lenton, 2012: Localized subduction of anthro-710

pogenic carbon dioxide in the Southern Hemisphere oceans. Nature Geoscience, 5 (8), 579.711

Sallée, J.-B., E. Shuckburgh, N. Bruneau, A. J. Meijers, T. J. Bracegirdle, Z. Wang, and T. Roy,712

2013: Assessment of southern ocean water mass circulation and characteristics in cmip5 mod-713

els: Historical bias and forcing response. Journal of Geophysical Research: Oceans, 118 (4),714

1830–1844.715
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TABLE 1. Antarctic freshwater fluxes to the ocean for each simulation, averaged over last 15 years. Standard

deviations are in parentheses. The runoff term includes a solid ice (excess snow from snowcapping) and liquid

(rain) term, determined by precipitation over Antarctica. The ISM simulation has an additional freshwater term

from explicit ice-shelf melt fluxes, adding about 50% to the total Antarctic runoff over Ctrl.

771

772

773

774

Ctrl ISM

Runoff 0.087 (0.042) Sv 0.080 (0.041) Sv

Ice-shelf melting 0 Sv 0.045 (0.003) Sv

Total 0.087 (0.042) Sv 0.125 (0.041) Sv
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TABLE 2. Atmosphere, ocean and sea-ice estimation data sets used in this study.

Data sets Variables Periods Reference

NCEP/NCAR Reanalysis I Zonal wind stress 2005-2010 (Kalnay et al. 1996)

SOSE

Temperature, Salinity,

2005-2010 (Mazloff et al. 2010)Zonal and meridional components of velocity,

Sea-ice to ocean freshwater flux

EN4 Temperature, Salinity 1995-2018 (Good et al. 2013)

WOA18 Temperature, Salinity 1995-2018 (Locarnini et al. 2018)

WAGHC Temperature, Salinity 1985-2016 (Gouretski 2018)

SSM/I NASATeam Sea-ice concentration 1979-2009 (Cavalieri et al. 1996)

ICESat Sea-ice thickness 2003-2008 (Kurtz and Markus 2012)
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TABLE 3. Definition of parameter in Equation 1 and 5

Parameter Description Units

Ω WMT rate Sv

M WMF rate Sv

σk Surface-referenced potential density kgm−3

t Time s

α Thermal expansion kgm−3 K−1

Qnet Downward surface heat flux Wm−2

Cp Specific heat of seawater (3,994) Jkg−1 K−1

β Haline coefficient of contraction kgm−3 PSU−1

Fnet Downward surface freshwater flux kgm−2 s−1

S Sea surface salinity PSU

ρ0 Constant reference density of seawater (1,035) kgm−3

A Horizontal ocean surface area of interest m2
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TABLE 4. Interpretation of WMT and formation rate.

Positive Negative

Transformation rates Denser Lighter

Lose buoyancy Gain buoyancy

Formation rates Water convergence Water divergence

Downwelling motion Upwelling motion
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TABLE 5. Thirty-year annual mean of transformation anomaly caused by either freshwater flux from ice-shelf

melting or from sea-ice formation and melting. Rows show results from the ISM and Ctrl simulations, and their

differences. Values in parentheses represent the standard deviation over 30 years of the annual mean (indicating

the level of interannual variability) of upwelled water in each simulation.

775

776

777

778

Ice-shelf melting Sea-ice formation and melting

ISM -1.77 (0.12) Sv -19.04 (1.75) Sv

Ctrl N/A -16.47 (1.56) Sv

ISM - Ctrl -1.77 Sv -2.57 Sv
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FIG. 1. Top left: melt rates (m a−1) from Antarctic ice-shelves from the ISM simulation, averaged over ten

years near the end of the simulation. Top middle: satellite-derived melt rates (Rignot et al. 2013). Top right: the

difference between the previous panels. Each panel uses the coastline and grounding line as seen by E3SM to

give the reader a sense of the resolution of the model. Bottom: A time series of the total Antarctic melt flux with

present-day estimates and those inferred if the AIS were in steady state (rather than losing mass) from Rignot

et al. (2013). The steady-state value may be the more appropriate comparison for pre-industrial conditions.
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FIG. 2. Spatial distribution of annual mean sea-surface (a) temperature, (b) salinity; 500 m depth (c) tempera-

ture, (d) salinity from E3SM (30-year average from the Ctrl simulation); and (e) scatter diagram of RMSE (root

mean square error) for sea-surface and 500 m depth temperature and salinity between E3SM and four ocean

products from SOSE, EN4, WOA18, and WAGHC.
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FIG. 3. (a) Definition of water masses in this study and volumetric probability density functions (PDFs) of

Southern Ocean annual mean temperature and salinity for the region south of 60◦S and over the entire depth

range from (b) E3SM Ctrl, (c) SOSE, (d) EN4, (e) WOA18, and (f) WAGHC. The units are the percentage of

the total volume of the region with the given properties. Summation of PDFs are displayed in the upper right

corner of each figure (with difference relative to 100% indicating the percentage of values falling outside of the

T and S ranges plotted here). Dashed contour lines denote neutral density, γn. We also define Surface Water (γn

< 27.5 kgm−3), but that is located outside of this T-S diagram.
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FIG. 4. Mean vertical integrated transport streamfunction (Sv) from (a) E3SM (Ctrl simulation) and (d) SOSE.

The zero contour is the Antarctic coast and the contour interval is 10 Sv. Positive values denote anticyclonic

subtropical gyres and negative values denote cyclonic polar gyres. Southern Ocean overturning streamfunction

(Sv) from (b) E3SM and (e) SOSE for latitude-depth spaces. The contour interval is 5 Sv. Positive values

represent counterclockwise and negative represent clockwise circulations. (c) Zonally averaged zonal wind

stress for E3SM and NCEP/NCAR Reanalysis I. Positive values of wind stress means westerly winds (West to

East) and negative values are easterly winds (East to West).
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FIG. 5. June-July-August mean sea-ice concentration (a and d), October-November mean sea-ice thickness

(b and e), and June-July-August mean freshwater flux from sea-ice into ocean (c and f) from E3SM (30-year

mean from the Ctrl simulation), SSM/I NASATeam, ICESat, and SOSE (6-year mean). December-January-

February mean sea-ice concentration (g and j), February-March mean sea-ice thickness (h and k), and December-

January-February mean freshwater flux from sea-ice into ocean (i and l) from E3SM (30-year mean from the

Ctrl simulation), SSM/I NASATeam, ICESat, and SOSE (6-year mean). The figures only display sea-ice with

concentration greater than 0.15 (15%) and thickness greater than 10cm.

879

880

881

882

883

884

885

49

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



FIG. 6. Vertical cross sections of differences in zonally averaged (left) salinity, (middle) potential density,

and (right) ocean temperature between the ISM and Ctrl simulations (ISM - Ctrl) for the Amery Ice-shelf sector

[60◦E-90◦E], Ross Sea [165◦E-165◦W], Amundsen Sea [90◦W-120◦W], and Weddell Sea [60◦W-30◦W]. Solid

lines are isohaline, isopycnals, and isotherms for the Ctrl simulation and dashed lines are for the ISM simulation.
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FIG. 7. Vertical density stratification (N2 = −(g/ρ0)dρ/dz) in the (a) Amery ice-shelf sector [60◦E-90◦E],

(c) Ross Sea [165◦E-165◦W], (e) Amundsen Sea [90◦W-120◦W], (g) Weddell sea [60◦W-30◦W] from the ISM

simulations (left) and differences between the ISM and Ctrl simulations (ISM - Ctrl) (right). The stippled area

represents non-significant differences at the 95% confidence level from Student’s t-test.
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FIG. 8. Annual mean (a) 2m temperature, (b) sea level pressure and (c) precipitation from the ISM simulation

and differences between the ISM and Ctrl simulations (ISM - Ctrl) in (d) 2m temperature, (e) sea level pressure

and (f) precipitation. The stippled area represents non-significant differences at the 95% confidence level from

Student’s t-test.

894

895

896

897

52

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0683.1.



FIG. 9. Differences between the ISM and Ctrl simulations (ISM - Ctrl) in annual mean sea-ice concentration

(a), sea-ice thickness (b), and freshwater flux from sea-ice freezing (c). For freshwater flux by sea-ice formation

(c), negative values represent more sea-ice freezing and positive values mean less sea-ice freezing. Area averaged

values for each field are displayed in the middle of each plot. The stippled area represents non-significant

differences at the 95% confidence level from Student’s t-test.
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FIG. 10. WMT rates due to individual surface-flux types from the ISM simulation (dashed lines) and the

Ctrl simulation (solid lines) over the Southern Ocean south of 60◦S. (a) The decomposition of transformation

from surface heat flux and freshwater flux into the Southern Ocean, and their sum. (b) The decomposition

of transformation rate from surface freshwater flux into E-P-R (Evaporation, Precipitation, and Runoff), sea-

ice formation and melting, and ice-shelf melting. Note the runoff term (R) has a solid ice and liquid water

component, with both distributed to coastal grid cells.
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FIG. 11. Climatological annual cycle of WMT rate caused by freshwater flux from sea-ice formation and

melting (a) and from ice-shelf melting (b) for the ISM. (c) Differences of WMT rate caused by freshwater flux

from sea-ice formation and melting between two simulations, as a function of time (x-axis) and neutral density,

γn (y-axis).
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FIG. 12. Water mass formation rates in the Ctrl and ISM simulations by freshwater flux component (a and

b), summed in 0.1 kgm−3 neutral density bins. Water mass formation rate by freshwater flux from (a) sea-ice

formation and melting and (b) ice-shelf melting. Regional water mass formation rate by ice-shelf melting over

the (c) Amery ice-shelf sector [60◦E-90◦E], (d) Ross Sea [165◦E-165◦W], (e) Amundsen Sea [90◦W-120◦W],

and (f) Weddell Sea [60◦W-30◦W]. Regional water mass formation rates are only plotted above 26.5 kgm−3

neutral density level, shown as the dotted line in (b).
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