Verification of Hierarchical Artifact Systems

Data-driven workflows, of which IBM’s Business Artifacts are a prime exponent, have been successfully
deployed in practice, adopted in industrial standards, and have spawned a rich body of research in academia,
focused primarily on static analysis. The present work represents a significant advance on the problem of
artifact verification, by considering a much richer and more realistic model than in previous work, incorporating
core elements of IBM’s successful Guard-Stage-Milestone model. In particular, the model features task hierarchy,
concurrency, and richer artifact data. It also allows database key and foreign key dependencies, as well as
arithmetic constraints. The results show decidability of verification and establish its complexity, making use
of novel techniques including a hierarchy of Vector Addition Systems and a variant of quantifier elimination
tailored to our context.
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1 INTRODUCTION

The past decade has witnessed the evolution of workflow specification frameworks from the
traditional process-centric approach towards data-awareness. Process-centric formalisms focus
on control flow while under-specifying the underlying data and its manipulations by the process
tasks, often abstracting them away completely. In contrast, data-aware formalisms treat data as
first-class citizens. A notable exponent of this class is IBM’s business artifact model pioneered in [52],
successfully deployed in practice [12, 14, 20, 25, 67] and adopted in industrial standards. Business
artifacts have also spawned a rich body of research in academia, dealing with issues ranging from
formal semantics to static analysis (see related work).

In a nutshell, business artifacts (or simply “artifacts”) model key business-relevant entities, which
are updated by a set of services that implement business process tasks, specified declaratively by
pre-and-post conditions. A collection of artifacts and services is called an artifact system. IBM
has developed several variants of artifacts, of which the most recent is Guard-Stage-Milestone
(GSM) [22, 40]. The GSM approach provides rich structuring mechanisms for services, including
parallelism, concurrency and hierarchy, and has been incorporated in the OMG standard for Case
Management Model and Notation (CMMN) [15, 47].
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Artifact systems deployed in industrial settings typically specify very complex workflows that
are prone to costly bugs, whence the need for verification of critical properties. Over the past
few years, an active line of research on the verification of artifact systems has emerged. Rather
than relying on general-purpose software verification tools suffering from well-known limitations,
the aim of this work, described below, has been to identify practically relevant classes of artifact
systems and properties for which fully automatic verification is possible. This is an ambitious goal,
since artifacts are infinite-state systems due to the presence of unbounded data. Approaches to
this problem rely critically on the declarative nature of service specifications, bringing into play a
novel marriage of database and computer-aided verification techniques.

In previous work [21, 26], the verification problem was studied for a bare-bones variant of artifact
systems, without hierarchy or concurrency, in which each artifact consists of a flat tuple of evolving
values and the services are specified by simple pre-and-post conditions on the artifact and database.
More precisely, the problem considered was to statically check whether all runs of an artifact
system satisfy desirable properties expressed in LTL-FO, an extension of linear-time temporal logic
where propositions are interpreted as IFO sentences on the database and current artifact tuple. In
order to deal with the resulting infinite-state system, in [26], a symbolic approach was developed
to allow a reduction to finite-state model checking and yielding a pSPACE verification algorithm
for the simplest variant of the model (no database dependencies and uninterpreted data domain).
In [21] the approach was extended to allow for database dependencies and numeric data testable
by arithmetic constraints. Unfortunately, decidability was obtained subject to a rather complex
semantic restriction on the artifact system and property (feedback freedom), and the verification
algorithm has non-elementary complexity.

The present work represents a significant advance on the artifact verification problem on several
fronts. We consider a much richer and more realistic model, called Hierarchical Artifact System
(HAS), abstracting core elements of the GSM model. In particular, the model features task hierarchy,
concurrency, and richer artifact data (including updatable artifact relations). We consider properties
expressed in a novel hierarchical temporal logic, HLTL-FO, that is well-suited to the model. Our
main results establish the complexity of checking HLTL-FO properties for various classes of HAS,
highlighting the impact of various features on verification. The results require qualitatively novel
techniques, because the reduction to finite-state model checking used in previous work is no longer
possible. Instead, the richer model requires the use of a hierarchy of Vector Addition Systems with
States (VASS) [16]. The arithmetic constraints are handled using quantifier elimination techniques,
adapted to our setting.

We next describe the model and results in more detail. A HAS consists of a database and a
hierarchy (rooted tree) of tasks. Each task has associated to it local evolving data consisting of a
tuple of artifact variables and an updatable artifact relation. It also has an associated set of services.
Each application of a service is guarded by a pre-condition on the database and local data and
causes an update of the local data, specified by a post condition (constraining the next artifact
tuple) and an insertion or retrieval of a tuple from the artifact relation. In addition, a task may
invoke a child task with a tuple of parameters, and receive back a result if the child task completes.
A run of the artifact system consists of an infinite sequence of transitions obtained by any valid
interleaving of concurrently running task services.

In order to express properties of HAS’s we introduce a subset of LTL-FO called hierarchical
LTL-FO (HLTL-FO). Intuitively, an HLTL-FO formula uses as building blocks LTL-FO formulas
acting on runs of individual tasks, called local runs, referring only to the database and local data,
and can recursively state HLTL-FO properties on runs resulting from calls to children tasks. The

, Vol. 1, No. 1, Article . Publication date: May 2018.



Verification of Hierarchical Artifact Systems :3

language HLTL-FO closely fits the computational model and is also motivated on technical grounds
discussed in the paper. A main justification for adopting HLTL-FO is that LTL-FO (and even LTL)
properties are undecidable for HAS’s.

Hierarchical artifact systems as sketched above provide powerful extensions to the variants
previously studied, each of which immediately leads to undecidability of verification if not carefully
controlled. Our main contribution is to put forward a package of restrictions that ensures decidability
while capturing a significant subset of the GSM model. This requires a delicate balancing act aiming
to limit the dangerous features while retaining their most useful aspects. In contrast to [21], this
is achieved without the need for unpleasant semantic constraints such as feedback freedom. The
restrictions are discussed in detail in the paper, and shown to be necessary by undecidability results.

The complexity of verification under various restrictions is summarized in Tables 1 (without
arithmetic, page 40) and 2 (with arithmetic, page 42). As seen, the complexity ranges from PSPACE
to non-elementary for various packages of features. The non-elementary complexity (a tower of
exponentials whose height is the depth of the hierarchy) is reached for HAS with cyclic schemas,
artifact relations and arithmetic. For acyclic schemas, which include the widely used Star (or
Snowflake) schemas [42, 64], the complexity ranges from pspACE (without arithmetic or artifact
relations) to double-exponential space (with both arithmetic and artifact relations). This is a
significant improvement over the previous algorithm of [21], which even for acyclic schemas
has non-elementary complexity in the presence of arithmetic (a tower of exponentials whose
height is the square of the total number of artifact variables in the system). Moreover, we recently
implemented a verifier that can handle HAS with acyclic schemas, and has excellent performance,
demonstrating the practical potential of our approach. The implementation relies on the techniques
developed in the present paper and is described in [2].

The paper is organized as follows. The HAS model is presented in Section 2. We present its
syntax and semantics, including a representation of runs as a tree of local task runs, that factors
out interleavings of independent concurrent tasks. The temporal logic HLTL-FO is introduced in
Section 3, together with a corresponding extension of Biichi automata to trees of local runs. Section
4 justifies the restrictions imposed on the HAS model by showing that lifting any of them leads
to undecidability of verification. In Section 5 we prove the decidability of verification for HAS
without arithmetic, and establish its complexity. To this end, we develop a symbolic representation
of HAS runs and a reduction of model checking to state reachability problems in a set of nested
VASS (mirroring the task hierarchy). In Section 6 we show how the verification results can be
extended in the presence of arithmetic. Finally, we discuss related work in Section 7 and conclude.
The appendix provides more details, proofs and tables of notations.

2 FRAMEWORK

In this section, we present the syntax and semantics of Hierarchical Artifact Systems (HAS’s). The
formal definitions are illustrated with an intuitive example of the HAS specification of a travel
booking business process inspired by Expedia [34]. At a high level, the example captures a process
where a customer books flights and/or makes hotel reservations.
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2.1 Syntax of HAS

We begin with the underlying database schema. We assume familiarity with the notions of key and
foreign key (e.g., see [56]), as well as first-order formula (FO), existential FO (3FO), and quantifier-free
FO (e.g., see [45]).

DEFINITION 1. A database schema DB is a finite set of relation symbols, where each relation R of
DB has an associated sequence of distinct attributes containing the following:

o a key attribute ID (present in all relations),

o a set of foreign key attributes {Fi, ..., Fy}, and

o a set of non-key attributes {A4, ..., Ap} disjoint from {ID, Fy, ..., Fp}.
To each foreign key attribute F; of R is associated a relation R; of DB and the inclusion dependency
R[F;] € R;[ID] (stating that the projection of R on F; is included in the projection of R; on ID). It is
said that F; references R;. We denote by attr(R) the set of attributes of R.

The domain Dom(A) of each attribute A depends on its type. The domain of all non-key attributes
is numeric, specifically R. The domain of each key attribute is a countable infinite domain disjoint
from R. For distinct relations R and R’, Dom(R.ID) N Dom(R’.ID) = (). The domain of a foreign key
attribute F referencing R is Dom(R.ID). We denote by DOM;4 = UrepgDom(R.ID). Intuitively, in
such a database schema, each tuple is an object with a globally unique id. This id does not appear
anywhere else in the database except in foreign keys referencing it. An instance of a database
schema DB is a mapping D associating to each relation symbol R a finite relation D(R) of the same
arity as R, whose tuples provide, for each attribute, a value from its domain. In addition, D satisfies
all key and inclusion dependencies associated with the keys and foreign keys of the schema. The
active domain of D, denoted adom(D), consists of all elements of D (id’s and reals). A database
schema DB is acyclic if there are no cycles in the references induced by foreign keys. More precisely,
consider the labeled graph FK whose nodes are the relations of the schema and in which there is
an edge from R; to R; labeled with F if R; has a foreign key attribute F referencing R;. The schema
DB is acyclic ! if the graph FK is acyclic, and it is linearly-cyclic if each relation R is contained in at
most one simple cycle. A main reason for considering these special schemas is that they lead to
significantly improved complexity of verification. The most restricted, acyclic schemas, still capture
Star and Snowflake schemas [42, 64], widely used in storing business process data. As mentioned
earlier, the verifier described in [2] exhibits excellent perfomance on HAS with acyclic schemas.

ExXAMPLE 2. The HAS of the travel booking business process has the following database schema:
e FLIGHTS(ID,price,comp_hotel_id)
HOTELS(ID,unit_price,discount_price)

In the schema, the ID’s are key attributes, price, unit_price, discount_price are non-key at-
tributes, and comp_hotel_id is a foreign key attribute satisfying the inclusion dependency:

FLIGHTS[comp_hotel_id] € HOTELS[ID].

Intuitively, each flight stored in the FLIGHTS table has a hotel compatible for discount. If a flight is
purchased together with a compatible hotel reservation, a discount is applied on the hotel reservation.
Otherwise, the full price needs to be paid. The schema is acyclic, since FLIGHTS[comp_hotel_id] C
HOTELS[ID] is the only inclusion dependency in the schema.

The assumption that the ID of each relation is a single attribute is made for simplicity, and
multiple-attribute IDs can be easily handled. The fact that the domain of all non-key attributes is

Here a cycle is a sequence of relations {R; };<;<x Where k > 2, Ry = Ry and there is a foreign key reference from R;_; to
R; for every i > 1.
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numeric is also harmless. Indeed, a uninterpreted domain on which only equality can be used can
be easily simulated. Note that the keys and foreign keys used on our schemas are special cases of
the dependencies used in [21]. The limitation to keys and foreign keys is one of the factors leading
to improved complexity of verification and still captures most schemas of practical interest.

We next proceed with the definition of tasks and services, described informally in the introduc-
tion. The definition imposes various restrictions needed for decidability of verification. These are
discussed and motivated in Section 4.

Similarly to the database schema, we consider two infinite, disjoint sets VAR;; of ID variables and
VARR of numeric variables. We associate to each variable x its domain Dom(x). If x € VAR;4, then
Dom(x) = {null} U DOM;4, where null ¢ DOM;4 U R (null plays a special role that will become
clear shortly). If x € VARg, then Dom(x) = R. An artifact variable is a variable in VAR;; U VARg. If
x is a sequence of artifact variables, a valuation of X is a mapping v associating to each variable in
x an element of its domain Dom(x).

DEFINITION 3. A task schema over database schema DB is a triple T = (J?T,ST,§T,)Z“T1,J‘C§M
where X1 is a sequence of distinct artifact variables, ST is a relation symbol not in DB with associated
arity k, 57 is a sequence of k distinct ID variables in X and 32“T1 and XL . are subsequences of x* called

out
the input and output variables of T.

We denote by J?l.Td = %7 N VAR;4 and Xﬂg = %7 N VARg. We refer to ST as the artifact relation or
set of T. Intuitively, an artifact relation is an updatable set where a task can insert/retrieve tuples.
As we shall see, tuples of artifact relations are restricted to contain values from DOM;,. The data
stored in the artifact variables and relations together represent the current state of a task.

ExAMPLE 4. ManageTrips is a task in the travel booking artifact system. This task models the
process whereby the customer creates, stores, and retrieves candidate trips. A trip consists of a flight
and/or hotel reservation. The customer can also choose one of the candidate trips and finalize the
booking. The task has the following artifact variables:

e ID variables: flight_id, hotel id,
e numeric variables: amount_paid, status.

It also has an artifact relation TRIPS storing candidate trips (flight_id, hotel_id). ManageTrips
has no input/output variables.

DEFINITION 5. An artifact schema is a tuple A = (H, DB) where DB is a database schema and
H is a rooted tree of task schemas over DB with pairwise disjoint sets of artifact variables® and distinct
artifact relation symbols.

The rooted tree H defines the task hierarchy. Suppose the set of tasks is {Ti,...,Tx}. For
uniformity, we always take task T; to be the root of H. We denote by <¢/ (or simply < when
H is understood) the partial order on {Ti, ..., T} induced by H (with T; the minimum). For a
node T of H, we denote by tree(T) the subtree of H rooted at T, child(T) the set of children of
T (also called subtasks of T), desc(T) the set of descendants of T (excluding T). Finally, desc*(T)
denotes desc(T) U {T}. We denote by Sy (or simply S when H is understood) the relational schema
{8Ti | 1 < i < k}. An instance of S is a mapping associating to each ST € S a finite relation over
DOM,; 4 of the same arity.

ExAMPLE 6. The travel booking artifact system has the following 4 tasks: T;:ManageTrips, T,:AddHotel,
T5:AddFlight and T,:BookTrip, which form the hierarchy represented in Fig. 1.

%In examples we sometimes use for convenience the same artifact variable names in several tasks, with the understanding
that they represent distinct variables.

, Vol. 1, No. 1, Article . Publication date: May 2018.



T1: ManageTrips

[ T2: AddHotel ] [ T3: AddFlight ] [ T4: BookTrip ] [ T5: CancelTrip ]

Fig. 1. Tasks hierarchy.

The process implemented by the above tasks can be described informally as follows. At the root
task ManageTrips, the customer can add a flight and/or hotel to the trip by calling the AddHotel or
the AddFlight tasks. The customer can also store candidate trips in the artifact relation TRIPS and
retrieve previously stored trips. After the customer has made a decision, the BookTrip task is called to
book the trip and the payment is processed. After the payment, the customer can decide to cancel the
flight and/or the hotel reservation using the CancelTrip task and receive a refund.

DEFINITION 7. An instance of an artifact schema A = (H,DB) is a tuple I = (#, stg, D, S) where
D is an instance of DB, S an instance of S, v a valuation ofozl %Ti, and stg (standing for “stage”) a
mapping of {T1, ..., Ty} to{init, active, closed}.

The stage stg(T;) of a task T; has the following intuitive meaning in the context of a run of its
parent: init indicates that T; is inactive and available to be called, active says that T; has been
called and has not yet returned its answer, and closed indicates that T; has returned its answer. As
we shall see, T; cannot be called while its stage is closed, but the model provides a way to reset
the stage to init. Thus, T; can be called multiple times during a run of its parent. However, only
one instance of T; can be active at any given time.

ExampLE 8. Fig. 2 shows an example of an instance of the travel booking business process specified
in HAS. The only active task is ManageTrip.

ManageTrips: active DB:
T T EEEEEEEEEEEmE—- Tl lAUTe:, & T E, e  ATE e, T EEEEmEEm—-— ~
|{ Artifact Variables: TRIPS (Artifact Relation): ‘I |{ FLIGHTS: HOTELS: 1
. . . . . 1
1 q 9 q I 1 ID price  comp_hotel_id ID price  discount_price
i fightid hotel id @MU status fIgiLE | (e o !
\ P Fo ol 1 1 FO | $500 Ho HO | $100 $80 .
1 . . [
WA H 0.0 | "Shopping ol Ho 11 F1 $200 H1 H1 | $120 $100 !
1 1o
]

AddHotel, AddFlight: closed BookTrip, CancelTrip: init

Fig. 2. An instance of the travel booking schema.

We proceed with the definition of conditions, used to specify task services. We denote by C
an infinite set of relation symbols, each of which has a fixed interpretation as the set of real
solutions of a finite set of polynomial inequalities with integer coefficients. By slight abuse, we
sometimes use the same notation for a relation symbol in C and its fixed interpretation. For a given
artifact schema A = (H, DB) and a sequence x of variables, a condition on X is a quantifier-free
FO formula over DB U C U {=} whose variables are included in x. The special constant null
can be used in equalities with ID variables. For each atom R(x, y1, . . ., Ym, 21, - - - , 2,) Of relation
R(ID, Ay, ..., Am,Fi,...,Fy) € DB, {x,2z1,...,2,} € VARjgand {y1,...,ym} C VARR. Atoms over
C use only numeric variables. If « is a condition on %, D is an instance of DB and v a valuation of x,
we denote by DUC |= a(v) the fact that DU C satisfies a with valuation v, with standard semantics.
For an atom R(7) in « where R € DB and § C %, if v(y) = null for any y € 7, then R(7) is false. As
will become apparent, although conditions used in HAS are quantifier-free, 3FO conditions can be
simulated by adding variables to 7, so we use them as shorthand whenever convenient.
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ExaMPLE 9. The following 3FO formula indicates that the customer in the travel booking process
has chosen a pair of compatible flight and hotel and paid the discounted amount:

Jq3p13p,FLIGHTS(flight_id, g, hotel_id) A HOTELS(hotel_id, p1, p2) A amount_paid = g + p,.

We next define services of tasks. We start with internal services, which update the artifact
variables and artifact relation of the task.

DEFINITION 10. Let T = <fT,ST,§T,J?£,J?gut) be a task schema of an artifact schema A. An
internal service o of T is a tuple (x,{, §) where:

e 7 and ), called pre-condition and post-condition, respectively, are conditions over x*

e 5 C {+ST(5T),-ST(5T)} is a set of artifact relation updates; +ST (57) and —ST (57) are called
an insertion and retrieval of 5T, respectively.

Intuitively, an internal service of T can be called only when the current instance satisfies the
pre-condition. The update of variables % is valid if the next instance satisfies the post-condition.
Variables can be changed arbitrarily during a service activation, as long as the post condition holds.
This feature allows services to also model actions by external actors who provide input into the
workflow by setting the value of non-propagated variables. Such actors may even include humans
or other parties whose behavior is not deterministic. For example, a bank manager carrying out a
“loan decision” action can be modeled by a service whose result is stored in a variable and whose
value is restricted by the post-condition to either “Approve” or “Deny”. Note that deterministic
actors can be modeled by simply using tighter post-conditions.

As will be seen in the formal definition, +S” (57) causes an insertion of the current value of 57
into ST, while —S7(57) causes the removal of some non-deterministically chosen tuple of ST and
its assignment as the next value of 5. In particular, if § = {+S7(57), —S7(57)}, the tuple inserted
by +S7(57) and the one retrieved by —S”(57) are generally distinct, but may be the same as a
degenerate case.

ExampLE 11. The ManageTrips task has 3 internal services: Initialize, StoreTrip and RetrieveTrip.
Initialize creates a new trip with flight_id = hotel_id = null. When RetrieveTrip is called, a
previously stored trip is chosen non-deterministically and removed from TRIPS for processing, and
(flight_id, hotel_id) is set to be the chosen tuple. When StoreTrip is called, the current tuple
(flight_id,hotel_id) is inserted into TRIPS. The latter two services are specified as follows.

StoreTrip:

Pre: flight_id # null vV hotel_id # null
Post: flight_id = null A hotel_id = null A
status = “Shopping”

Update: {+TRIPS(flight_id,hotel_id)}

RetrieveTrip:

Pre: flight_id = null A hotel_id = null
Post: status = “Shopping”

Update: {—TRIPS(flight_id, hotel_id)}

Fig. 3. Examples of two services.

As seen above, internal services of a task cause transitions on the data local to the task. Interactions
among tasks are specified using two kinds of special services called the opening-services and closing-
services. Specifically, each task T is equipped with an opening service o7 and a closing service 5.
Each non-root task T can be activated by its parent task via a call to 7 which includes passing
parameters to T that initialize its input variables J?iTn. When T terminates (if ever), it returns to the
parent the contents of its output variables ¥/, via a call to o1 Moreover, calls to o2 are guarded by
a condition on the parent’s artifact variables, and closing calls to o7 are guarded by a condition on
the artifact variables of T.
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DEFINITION 12. Let T, be a child of a task T in A.
(i) The opening-service o7 of Tc is a tuple (7, fin), where 7 is a (pre-)condition over %1, and fin isa
1-1 mapping from xiﬁc tox! (called the input variable mapping). We denote range(fin) by x§ I (the
variables of T passed as input to T, ).
(ii) The closing-service 0; ofT is a tuple (v, fous), where 1 is a (pre-)condition over X', and fo,;

is a 1-1 mapping from xout

toxT (called the output variable mapping). We denote range( fyu;) by xT -
referred to as the returned variables from T,. It is required that x%" 1N x =0.

Requiring x 7.4 0 xiTn = () means that a returning child task cannot overwrite the input variables
of the parent task so that the values of the input variables stay unchanged throughout an execution
of the task. While the definition allows the return of numeric variables, it turns out that for the
purpose of verification one can assume that only ID variables are returned. One can additionally
assume that the sets of variables returned by different subtasks are disjoint. The discussion of
the simplifications is postponed to Section 3, since they must be considered in the context of the

property language HLTL-FO.

For uniformity of notation, we also equip the root task Ty with a service o7 with pre-condition
true that initiates the computation by providing a valuation to a designated subset xl.Trll of Tt
(the input variables of Ty), and a service o7 whose pre-condition is false (so it never occurs
in a run). For a task T we denote by Xt the set of its internal services, £9° = %1 U {07,071},
2 = 39U {02, 0%, | T € child(T)}, and 25 = S7U {02} U {of. | T, € child(T)}. Intuitively, £
consists of the services observable in runs of task T and E‘; consists of services whose application
can modify the variables x7.

ExampLE 13. The opening-service o7, of the BookTrip task has pre-condition flight_id # nullA
hotel_id # null Astatus = “Shopping”, meaning that both the hotel and flight have been chosen by
the customer but are not yet paid. The input variables x + of BookTrip are {flight_id, hotel_id},
which are mapped by the mapping fi, to variables {fl 1ght_1d hotel_id} of ManageTrips. The
closing-service o7, of the BookTrip task has pre-condition status = “Paid”, meaning that the trip

was successfully paid. The output variables xaut of BookTrip are {status, amount_paid}, which are
mapped by fou: to the identically named variables {status, amount_paid} of ManageTrips (the
returned variables xg ' from BookTrip).

DEeFINITION 14. A Hierarchical Artifact System (HAS) is a triple T = (A, %, I1), where A is an
artifact schema, 3. is a set of services of tasks in A including o and of. for each task T of A, and I1 is

a condition over xl.T,; (where T; is the root task).

2.2 Semantics of HAS

We next define the semantics of HAS. Intuitively, a run of a HAS on a database D consists of
an infinite sequence of transitions among HAS instances (also referred to as configurations, or
snapshots), starting from an initial artifact tuple satisfying pre-condition II, and empty artifact
relations. At each snapshot, each active task T can open a subtask T, if the pre-condition of the
opening service of T, holds, and the values of a subset of 7 are passed to T as its input variables.
T, can be closed if the pre-condition of its closing service is satisfied. When T, is closed, the values
of the return variables of T, are sent to T. An internal service of T can only be applied after all
active subtasks of T have returned their answer.
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Verification of Hierarchical Artifact Systems 9

Tree of Local Runs. Because of the hierarchical structure, and the locality of task specifications,
the actions of concurrently active children of a given task are independent of each other and can
be arbitrarily interleaved. To capture just the essential information, factoring out the arbitrary
interleavings, we first define the notion of local run and tree of local runs. Intuitively, a local run
of a task consists of a sequence of services of the task, together with the transitions they cause
on the task’s local artifact variables and relation. The tasks’ input and output are also specified.
A tree of local runs captures the relationship between the local runs of tasks and those of their
subtasks, including the passing of inputs and results. Then the runs of the full artifact system
simply consist of all legal interleavings of transitions represented in the tree of local runs, lifted
to full HAS instances (we refer to these as global runs). We begin by defining instances of tasks
and local transitions. For a mapping M, we denote by M[a + b] the mapping that sends a to b and
agrees with M everywhere else.

T o T =T =T
,SH,80 %, X

DEFINITION 15. Let T = (X . Xou) be atask inT and D a database instance over DB.
An instance of T is a pair (v,S) where v is a valuation of ' and S an instance of ST. For instances
I'=WS)andI’ = (v',S’) of T and a service o € Zf}bs, there is a local transition I — T’ if the

following holds. If ¢ is an internal service {r, '), then:
DUC |En(v)and DUC |= ¢(v')
v/(y) = v(y) for eachy in ii{]
if§ = {+ST(s7)}, then S’ = SU {v(57)}, 3
if6 = {-ST(s1)}, thenv'(sT) € S and S’ = S — {v'(57)},
if6 = {+ST(57), =ST(sT)}, then v'(5T) € SU{v(sT)} and S’ = (SU {v(s1)}) - {v'T)},
if6 =0 thenS" =S.
Ifo = o7 = (7, fin) is the opening-service for a child T, of T then DUC |= 7(v),v’ = v and§’ = S.
Ifo = cri thenS = 8", v'|(xT — X%CT) =v|xT - )E%CT) and v'(z) = v(z) for every z € )?%CT N VAR;4
for which v(z) # null. Finally, ifoc = of thenI’ = I.

ExAMPLE 16. Figure 4 shows two local transitions obtained by calling internal services StoreTrip
and RetrieveTrip of ManageTrips. Figure 5 illustrates a transition caused by closing a sub-task.

ManageTrips: active

ManageTrips: active e — e — ManageTrips: active
- ————————— ¢ Artifact Variables: N
( Artifact Variables: N e | 7 Adtifact Variables:
amount_

flight_id hotel_id status

i ! ‘
l ¢ l ! ' | '

. . . amount_ id 1 1
 fiight id hotel id . status | : GEL X , flight_id  hotel_id a":)‘;‘i‘é‘t— status :
: , o | 1 null null 0.0 ‘Shopping' | 1 1 1
! FO HO 0.0 Shopping :StoreTripI TRIPS (Avtifoct ot N | RetrieveTripl F1 H1 0.0 'Shopping' |1
i K 1 rtifact Relation): | 1 1
I TRIPS (Artifact Relation): 1=, 1 » | TRIPS (Artfact Relation): 1
! o . 1 . flight_id hotel_id . . |
1 flight_id = hotel_id 1 | 1 1 flight_id = hotel_id 1
1 1 | FO null 1 1 1
] FO null ] | 1 ] FO null 1
1 1 | F1 H1 1 1 1
1 F1 H1 1 1 1 1 FO HO 1
A T . 4 \ FO HO 1 e S 7z

N 7

Fig. 4. Two transitions caused by the StoreTrip and the RetrieveTrip services.

REMARK 17. Recall that tuples retrieved from artifact relations are selected non-deterministically.
For example, the RetrieveTrip service above extracts an arbitrary trip from the TRIPS relation. However,
it may be useful to be able to select a particular trip for retrieval. While this capability is not explicitly
provided, it can be simulated. Extracting the trip with a specified flight_id can be done as follows:

3 All artifact relation operations preserve the order of variables/attributes.
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| flight_id hotel_id paid status | If BookTrips: acive \I | flight_id hotel_id paid status e Eo?)k_'l'er;- R ,
1 1 1 1 :

. : . 1 1
1 F1 H1 0.0 'Shopping' | 1 o . . amount_ ! Close-BookTrip | F1 H1 $200.0 | 'Paid' |1
' {1 fight i hotelia @2 status 1 \ 1} fight_id ~hotel_id a'"‘;‘i‘g‘— status !
| TRIPS (Artifact Relation): ! ! > | TRIPS (Artifact Relation): 1 P H
1 e - [ H1 $2000 | ‘Paid' |! 1 e - [ H
I flight_id hotel_id et I I flight_id  hotel_id 1 H
1 1 1 [ e
| FO Ho \ \ FO Ho \
e N . Ncmmmmme e e .

Fig. 5. Transition caused by a closing service.

(1) an internal service retrieves a trip non-deterministically

(2) a subtask T is called and returns the desired flight_id

(3) the retrieved trip and the chosen flight_id are passed to another subtask T’ which checks
whether the trip has the chosen flight_id. The run blocks (so is invalidated) if this is not the
case.

We now define local runs.
DEFINITION 18. Let T = (x7, 87,57, 5T )’cOTut) be a non-root task inT and D a database instance

over DB. A local run of T over D is a tripiz T = Vins Vour, {Ii> 0i) Yo<i<y ), where:
e y e NU{w}
e foreachi > 0,1; = (v;,S;) is an instance of T and o; € Z‘%bs
® V;, is a valuation ofil.Tn
® 0y =07 and Sy = 0,
° voliiTn = Vin, Vo(z) = null forz € VAR;y — 5(12 and vy(z) = 0 forz € VAR — 5(51
e if for somei, o; = o} theny € Nandi =y — 1 (and pr is called a returning local run)
® Vour = Vy-1 |3EOTUt if pr is a returning run and L otherwise
o asegment of pr is a subsequence {(I;, 0;)}icj, where J is a maximal interval [a,b] C {i | 0 <
i <y} such that no o; is an internal service of T forj € [a+ 1,b]. A segment ] is terminal if
Yy € Nandb =y — 1 (and is called returning if o, = o7 and blocking otherwise). Segments
of pr must satisfy the following properties. For each child T, of T there is at most one i € ]|
such that o; = o7 . If ] is not blocking and such an i exists, there is exactly one j € ] for which
oj = O';C, and j > i. If ] is blocking, there is at most one such j.

. Ti
o forevery0 <i<y,l;_y — I.

Local runs of the root task Ty are defined as above, except that v;y, is a valuation of)El.T; such that
DUC 10, and voyy = L (the root task never returns).

For a local run as above, we denote y(pr) = y. Note that by definition of segment, a task can
call each of its children tasks at most once between two consecutive services in 27° and all of the
called children tasks must complete within the segment, unless it is blocking. These restrictions
are essential for decidability and are discussed in Section 4.

Observe that local runs take arbitrary inputs and allow for arbitrary return values from its
children tasks. The valid interactions between the local runs of a tasks and those of its children is
captured by the notion of tree of local runs.

DEFINITION 19. A tree of local runs is a directed labeled tree Tree where each node is an occurence
of a local run pr for some task T and every edge connects a local run of a task T with a local run of a
child task T, and is labeled with a non-negative integer i (denoted i(pr,)). In addition, the following
properties are satisfied. Let pr = (vl.Tn, vE A, 0i)}o<i<y) be a node of Tree, where I; = (v;,5;),1 > 0.
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Let i be such that o; = or, the opening service of some child T, of T. There exists a unique edge labeled
i from pr to a node pr, = (Vin, Vour, {}, 0/)}o<i<y’) of Tree, and the following hold:

o Vi(fin(z)) = vin(z) for every z € fi{f where fiy, is the input variable mapping of o3.

e pr, is a returning run iff there exists j > i such that o; = of. ; let k be the minimum such j.

Then for every z € ’Egﬁt if either (1) vi_1(four(2)) = null* or (2) variable z is numeric, then
Vi(fout(2)) = Vour(2), where fou, is the output variable mapping of o7, .

Finally, for every node pr of Tree, if pr is blocking then there exists a child of pr that is not returning
(so is infinite or blocking).

The above definition is illustrated in Fig. 6. Note that a tree of local runs may generally be rooted
at a local run of any task of I'. We say that Treeis full if it is rooted at a local run of T;.

Root

Open-T2 Open-T2 Open-T3

Fig. 6. A tree of local runs.

Global runs. Intuitively, a global run of I’ on database instance D over D8 is an infinite sequence
p = {(I;, 0i)}i0, where each I; is an instance (v;, stg;, D, S;) of A and o; € , resulting from a tree
of local runs by interleaving its transitions, lifted to full HAS instances. Let D be a database and Tree
a full tree of local runs over D. For a local run p = (Vin, Vours {(Im» Om) Ym<y) (Where I, = (v, Spp))
and i <y, we denote by o(p, i) = 0y, v(p, i) = v;, and S(p, i) = S;. Let < be the pre-order on the set
{(p,i) | p € Tree,0 < i < y(p)} defined as the smallest reflexive-transitive relation containing the
following:

(1) for eachnode pand 0 < i < j < y(p), (p,i) < (p,J))

(2) for each edge in Tree from pr to pr, labeled i, (pr,i) < (pr.,0) and (p1.,0) < (pr, Q).
Additionally, if pr, is returning and m is the smallest j > i for which o(pr,j) = afc, then
(p1..¥(p1.)) = (pr,m) and (pr, m) < (pr., y(p1.))-

Let = be the equivalence relation induced by < (i.e., a = b iff a < b and b < a). Note that all
classes of ~ are singletons except for the ones induced by (2), which are of the form {(p1, i), (p2, j)}
where o(p1,i) = 0(pz,j) € {07, 07} for some task T. For an equivalence class ¢ of ~ we denote by
o(¢) the unique service of elements in ¢. A linearization of < is an enumeration of the equivalence
classes of ~ consistent with <. Consider a linearization {¢;};>o of <. Note that ¢, = (pr,,0) and let
v(pr,,0) = V. A global run induced by {¢;};>¢ is a sequence p = {(I;, 0;)}i>0 such that o; = o(e;)
and each I; is an instance (7;, stg;, D, S;) of A, defined inductively as follows. For i = 0,

e (") = vy(#") (and arbitrary on other variables)
o stgo = {T1 — active,T; — init |2 <i < k}
e So={STi—>0|1<i<k}.

4 Although an ID variable with non-null values cannot be overwritten by a returning child task, it can be reset to null later
by an internal transition.
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For i > 0, I; is defined as follows. Suppose first that ¢; = {(p, j)} where p is a local run of task T
and o(p, j) is an internal service of T. Then ¥; = #;_1[x! + v(p,/)(XT)], S; = Si_1[ST + S(p,j)],
and stg; = stg;_1[T +— init | T € desc(T)]. Now suppose ¢ = {(pr, j), (p1,,0)}, where T is a child
of T, pr and pr, are local runs of T and T, and o(¢) = a}’c. Then #; = 7;_1[xTc — v(pr,, 0)(xTe)],
Si = Si—1[STe + 0], and stg; = stg;_1[T. — active]. Finally, suppose ¢ = {(pr,j), (p1,,¥ — 1)}
where o(¢) = 07‘:6. Then ¥; = 7;4[x7 — v(pr,j)(xT)), stg; = stgi_1[T. — closed], and S; =
Sl;l[STC — 0]

We denote by L(Tree) the set of global runs induced by linearizations of <. The set of global
runs of I' on a database D is Runsp(T') = (J{L(Tree) | Tree is a full tree of local runs of ' on D}
and the set of global runs of T is Runs(I') = (Jp Runsp(T).

3 HIERARCHICAL LTL-FO

In order to specify temporal properties of HAS’s we use an extension of LTL (linear-time temporal
logic). Recall that LTL is propositional logic augmented with temporal operators X (next), U (until),
G (always) and F (eventually) (e.g., see [33]). Their semantics is reviewed in Appendix A.1. An
extension of LTL in which propositions are interpreted as FO sentences has previously been defined
to specify properties of sequences of structures [60], and in particular of runs of artifact systems
[21, 26]. The extension is denoted by LTL-FO. In order to specify properties of HAS’s, we shall
use a variant of LTL-FO, called hierarchical LTL-FO, denoted HLTL-FO. Intuitively, an HLTL-FO
formula uses as building blocks LTL-FO formulas acting on local runs of individual tasks, referring
only to the database and local data, and can recursively state HLTL-FO properties on runs resulting
from calls to children tasks. This closely mirrors the hierarchical execution of tasks, and is a natural
fit for this computation model. In addition to its naturalness, the choice of HLTL-FO has several
technical justifications. First, verification of LTL-FO (and even LTL) properties is not possible for
HAS’s.

THEOREM 20. It is undecidable, given an LTL-FO formula ¢ and a HAST = (A, 3, 11), whether
T |= ¢. Moreover, this holds even for LTL formulas over X (restricting the sequence of services in a
global run).

The proof, provided in Appendix A.2, is by reduction from repeated state reachability in VASS
with resets and bounded lossiness, whose undecidability follows from [48]. Essentially, when
defined on global runs, LTL is expressive enough to encode the transitions of a VASS using the
interleavings of multiple tasks. When combined with resets of counters, which can be simulated by
opening/closing of tasks, verification becomes undecidable.

Another technical argument in favor of HLTL-FO is that it only expresses properties that are
invariant under interleavings of independent tasks. Interleaving invariance is not only a natural
soundness condition, but also allows more efficient model checking by partial-order reduction [53].
Moreover, HLTL-FO enjoys a pleasing completeness property: it expresses, in a reasonable sense,
all interleaving-invariant LTL-FO properties of HAS’s. This is discussed at the end of the section.

To illustrate the difference between LTL-FO and HLTL-FO, we exhibit a simple LTL property
that is not expressible in HLTL.

ExXAMPLE 21. Referring to our travel booking example, suppose that the opening services of AddFlight
and AddHotel have preconditions flight_id = null and hotel_id = null, respectively. Thus, the
two tasks may be active at the same time. Suppose that AddFlight has an internal service ChooseFlight
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and AddHotel has an internal service ChooseHotel. Consider the LTL property
G ((O'demght AF 04 jamorer) — ( “ChooseHotel U ChooseFlight ))

stating that whenever the AddFlight task is called before the AddHotel task, the hotel is not chosen
before the flight. Clearly, this property is violated by the example, because it is not invariant with
respect to legal interleavings of services. Indeed, when AddFlight and AddHotel are simulteneously
active, their internal services may interleave arbitrarily. Such properties are conveniently filtered out
by HLTL, which only expresses interleaving-invariant properties.

We next define HLTL-FO. We first define the propositional version of the language, HLTL.
Similarly to LTL-FO, HLTL-FO formulas are obtained by interpreting the propositions as statements
about instances of tasks in a run.

DEFINITION 22. Let T = (A, 3, II) be an artifact system where A = (H,DB). An HLTL formula ¢
over a task T of H is an expression defined as follows:

9u=33" | PY | [Ylr. | Xo | U@ | Fo | Go | (0A9) | (-9)
where P;e is a finite set of propositions and y is an HLTL formula over task T, € child(T). Additionally,
P?, N P?, = 0 for all distinct T’, T" in H. The set of HLTL formulas over T is denoted HLTL(T).

Intuitively, a formula [{/]7, holds in a given configuration if T makes a call to T, and the run of
T, resulting from the call satisfies .

For an HLTL formula ¢, we denote P’i( = Uren P? . An HLTL-FO formula over task T is
obtained from an HLTL formula over T by interpreting each proposition in P;: as a quantifier-free
FO formula referring to the variables and artifact relations of the tasks, and a fixed specified set of
global variables. Informally, a proposition of P;f mapped by f to a quantifier-free FO formula holds

in a given configuration of T if the formula is true in that configuration. We next formally define
HLTL-FO formulas.

DEFINITION 23. Let T = (A, X,II) be an artifact system where A = (H,DB). Let § be a finite
sequence of variables in VAR;4 U VAR, disjoint from \ Jrcq %7, called global variables. Let Cr be the
set of conditions on T U{ extended by allowing atoms of the form ST (2) in which all variables in z are
ing N VAR;4. An HLTL-FO formula over task T using global variables i is a pair (¢, f) (denoted for
conciseness ¢y ) where ¢ is an HLTL formula over T and f is a mapping on Pf}p{ such that f(p) € Cr for
every p € PY,. An HLTL-FO formula over T is an expression Yior, where ¢ is an HLTL-FO formula
over task Ty using global variables {.

Since HLTL-FO properties depend on local runs of tasks and their relationship to local runs
of their descendants, their semantics is naturally defined using the full trees of local runs. We
first define satisfaction by a local run in the tree, of HLTL-FO formulas with no global variables.
This is done recursively. Let Tree be a full tree of local runs of ' over some database D. Let ¢f
be an HLTL-FO formula for task T, with no global variables. If we associate to each expression
[¥]7, in ¢ a distinct proposition [w]l}:(’p , ¢ can be viewed as an LTL formula using propositions
in PY USSP U{[y)} " | ¢ € HLTI(T,), T. € child(T)}. Let pr = (Vin, Vour» {(Ii» 01)}i<y ) be a local
run of T in Tree. For each configuration (I}, o), we define the truth assignment induced on the
propositions of ¢ by the function f. A proposition ¢ € Z‘%’” holds in (I}, ;) if ¢ = 0. For p € P2, its
induced truth value is that of the FO formula f(p) in I;. Finally, the induced truth value of [1//]1;:01’
in (Ij, 0j) is true iff o; = o}’c and the local run of T, connected to pr in Tree by an edge labeled
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j satisfies the HLTL-FO formula ¢/¢. The formula ¢y is satisfied if the sequence of induced truth
values of its propositions via f satisfies ¢. Note that pr may be finite, in which case a finite variant
of the LTL semantics is used [24] (see Appendix A.1).

A full tree of local runs satisfies an HLTL-FO formula ¢f over Tj if its root (a local run of Ty)
satisfies ¢¢. Finally, let ¢7() be an HLTL-FO over T; with global variables 7. Then Y{jgs(7) is
satisfied by Tree, denoted Tree |= Vios (), if for every valuation v of 7, Tree satisfies ¢¢v where f”
is obtained from f by replacing each y in f(p) by v(y) for every p € P. Finally, T satisfies Vjpr(7),
denoted I' |= Vijor(§), if Tree |= Vijpr (7)) for every database instance D and tree of local runs Tree
of "' on D.

The semantics of HLTL-FO on trees of local runs of a HAS also induces a semantics on the global
runs of the HAS. Let V¢ (7) be an HLTL-FO formula and p € £(Tree), where Tree is a full tree
of local runs of T. We say that p satisfies Vijor(7) if Tree satisfies Vijor (7). This is well defined in
view of the following easily shown fact: if p € L(Tree;) N L(Tree;) then Tree; = Tree,.

ExaMPLE 24. The following property of the travel booking workflow can be specified in HLTL-FO: if
a discount is applied to the hotel reservation, then a compatible flight must be purchased without
cancellation. One typical way to defeat the policy would be for a user to first book the flight and the
hotel with the discount price, but next cancel the flight trying to avoid paying a penalty. Detecting
such bugs can be subtle, especially when they involve multiple tasks. The following HLTL-FO property
of task ManageTrips says “if BookTrip is called and the discount is applied, then if CancelTrip
is called next and the customer cancels the flight, then the hotel discount must also be canceled and
deducted from the flight refund”. The property is specified as the formula @r, where

p=G (Discounted - X (o%’s:Cancemip — [G(CancelFlight — Refund)]Tg,:CancelTrip)) ,

CancelFlight is the name of the service for canceling only the flight in CancelTrip, and f interprets
the proposition Discounted as the subformula defined in Example 9, and Refund as the formula

Jq3p:3p, FLIGHTS(flight_id, g, hotel_id) A HOTELS(hotel_id, p1,p2) A
amount_refunded = q — (p; — p2)-

Simplifications. Before proceeding, we note that several simplifications to HLTL-FO formulas
and HAS specifications can be made without impact on verification. First, although useful at the
surface syntax, the global variables, as well as set atoms, can be easily eliminated from the HLTL-FO
formula to be verified (Lemma 67 in Appendix A.3). It is also useful to note that one can assume,
without loss of generality, two simplifications on artifact systems regarding the interaction of tasks
with their subtasks: (i) for every task T, the set of variables passed to subtasks is disjoint with the
set of variables returned by subtasks, and (ii) all variables returned by subtasks are non-numeric
(Lemma 68 in Appendix A.3). In view of the above, we henceforth consider only properties with no
global variables or set atoms, and artifact systems simplified as described.

Checking HLTL-FO properties using automata. We next show how to check HLTL-FO prop-
erties of trees of local runs of artifact systems. Before we do so, recall the standard construction
of a Biichi automaton B, corresponding to an LTL formula ¢ [58, 63]. The automaton B, has
exponentially many states and accepts precisely the set of w-words that satisfy ¢. Recall that we
are interested in evaluating LTL formulas ¢ on both infinite and finite runs. It is easily seen that for
the B,, obtained by the standard construction there is a subset Qfi" of its states such that B, viewed
as a finite-state automaton with final states Qff" accepts precisely the finite words that satisfy ¢
(details omitted).

, Vol. 1, No. 1, Article . Publication date: May 2018.



Verification of Hierarchical Artifact Systems :15

Consider now an artifact system I' and let ¢ be an HLTL-FO formula over I'. Consider a full
tree Tree of local runs. For task T, denote by @7 the set of sub-formulas [{/], occurring in ¢ and by
27 the set of truth assignments to these formulas. For each T and € 2%7, let B(T, n) be the Biichi
automaton constructed from the formula

(Apearn=1 ¥) A (Ayeor.nmr=o 7¥)
and define the collection of automata 8, = {B(T,n) | TeH,ne z‘br}_

We now define acceptance of Tree by B,. An adornment of Tree is a mapping « associating
to each edge from pr to pr, a truth assignment in 2%7. Tree is accepted by B, if there exists an
adornment « such that:

o for each local run pr of T with no outgoing edge and incoming edge with adornment 7, pr is
accepted by B(T, 1)

o for each local run pr of T with incoming edge labeled by 5, a(pr) is accepted by B(T, ),
where a(pr) extends pr by assigning to each configuration (p;, cr?c) the truth assignment
in 227 adorning its outgoing edge labeled j. (Recall that in configurations (I}, o;) for which
oj # crgc, all formulas in ®r, are false by definition.)

e a(pr,) is accepted by the Biichi automaton B, where a(pr,) is defined as above.

Extended w. n1 Extended w. n2 Extended w. n3
Root (========~ it Rttt e

Accepted by B(Tz, n1) Accepted by B(T2, nz) Accepted by B(Ts, ns)

Fig. 7. A tree of local runs accepted by B,.

The definition of acceptance is illustrated in Figure 7. The following can be shown.

LemMA 25. A full tree of local runs Tree satisfies ¢y iff Tree is accepted by B,,.

HLTL-FO vs. interleaving-invariant LTL-FO. We next show that HLTL-FO expresses, in a
reasonable sense, all interleaving-invariant LTL-FO properties. We consider a notion of interleaving-
invariance of LTL-FO formulas based on their propositional structure, rather than the specifics of
the propositions’ interpretation (which may lead to “accidental” invariance). In view of Lemma 67,
we consider only formulas with no global variables or set atoms. We first recall the logic LTL-FO,
slightly adapted to our context. Let I' = (A, %,II) be a HAS where A = (H,DB). An LTL-FO
formula ¢f over T’ consists of an LTL formula ¢ with propositions P U ¥ together with a mapping
f associating to each p € P a condition over ! for some T € H (and we say that f(p) is over T).
Satisfaction of ¢ on a global run p = {(I;, 0;)}i>¢ of T on database D, where I; = (v, stg;, D, S;), is
defined as usual, modulo the following:

e f(p) over T holds in (I;, 0;) iff stg;(T) = active and the condition f(p) on v;(x7) holds;
e proposition ¢ in X holds in (I;, 0;) if 0 = 0;.

Thus, the information about (I, o;) relevant to satisfaction of @y consists of o;, the stage of each
task (active or not), and the truth values in I; of f(p) for p € P.
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We now make more precise the notion of (propositional) invariance under interleavings. Consider
an LTL-FO formula ¢ over I'. Invariance under interleavings is a property of the propositional
formula ¢ (so independent on the interpretation of propositions provided by f). Let P U ¥ be the
set of propositions of ¢ and let Pr denote the subset of P for which f(p) is a condition over x.
Thus, {Pr | T € H} is a partition of P. We define the set L(T') of w-words associated to T, on
which ¢ operates. The alphabet, denoted A(T'), consists of all triples (k, stg, o) where o € 3, k is a
truth assignment to the propositions in P, and stg is a mapping associating to each T € H its stage

(active, init or closed). An w-word {(k;, stg;, 0;)}i»0 over A(T) is in L(T) if the following hold:

(1) foreachi > 0,if 0; € Zg, then k; and k;_; agree on all P; where T # T;

(2) the sequence of calls, returns, and internal services obeys the conditions on service sequences
in global runs of T;

(3) for each i > 0 and T € H, stg;(T) is the stage of T as determined by the sequence of calls
and returns in {o;};<;.

The formal definition of (2) and (3) mimics closely the analogous definition of global runs of HAS’s
(omitted). Consider an w-word u = {(k;, stg;, 0;)}io in L(I'). We define the partial order <, on
{i | i = 0} as the reflexive-transitive closure of the relation consisting of all pairs (i, j) such that
i < jand for some T, 0;,0; € Zf}bs. Observe that 0 is always the minimum element in <,,. A
linearization of <, is a total order on {i | i > 0} containing <,. One can represent a linearization
of <, as a sequence {i; | j > 0} such that i, <, iy, implies that n < m. For each such linearization
a, we define the w-word u, = {(Kj,@j, 0i;)}j=0 in L(T) as follows. The stage function is the one
determined by the sequence of services. The functions «; are defined by induction as follows:

® Ko = Ko;
e ifj>0ando; € Z‘ST then &; = kj—1[Pr — k;,(Pr)]

Intuitively, u, is obtained from u by commuting actions that are incomparable with respect to <,
yielding the linearization a. We note that the relation <,, is the analog to our setting of Mazurkiewicz
traces, used in concurrent systems to capture dependencies among process actions [31, 32, 49].

DEFINITION 26. An LTL-FO formula @7 over T is propositionally invariant with respect to inter-
leavings if for everyu € L(T') and linearization  of <, , u |= ¢ iff us = ¢.

We can show the following (see Appendix A.4).

THEOREM 27. HLTL-FO expresses precisely the LTL-FO properties of HAS’s that are propositionally
invariant with respect to interleavings.

4 RESTRICTIONS AND UNDECIDABILITY

We briefly review the main restrictions imposed on the HAS model and motivate them by showing
that they are needed to ensure decidability of verification. Specifically, recall that the following
restrictions are placed:

(1) in an internal transition of a given task (caused by an internal service), only the input
parameters of the task are explicitly propagated from one artifact tuple to the next

(2) each task may overwrite upon return only null variables in the parent task

(3) the artifact variables of a task storing the values returned by its subtasks are disjoint from
the task’s input variables

(4) an internal transition can take place only if all active subtasks have returned

(5) each task has just one artifact relation
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(6) the artifact relation of a task is reset to empty every time the task closes
(7) the tuple of artifact variables whose value is inserted or retrieved from a task’s artifact relation
is fixed

(8) each subtask may be called at most once between internal transitions of its parent

These restrictions are placed in order to control the data flow and recursive computation in the
system. Lifting any of them leads to undecidability of verification, as stated informally next.

THEOREM 28. Foreachi,1 < i < 8, let HASY) be defined identically to HAS but without restriction
(i) above. It is undecidable, given a HAS?) T and an HLTL-FO formula @y over ', whetherT' |= ¢f.

The proofs of undecidability for (1)-(7) are by reduction from the Post Correspondence Problem
(PCP) [54, 57]. They make no use of arithmetic, so undecidability holds even without arithmetic
constraints. The only undecidability result relying on arithmetic is (8). Indeed, restriction (8) can
be lifted in the absence of numeric variables, with no impact on decidability or complexity of
verification. This is because restriction (2) ensures that even if a subtask is called repeatedly, only a
bounded number of calls have a non-vacuous effect.

The proofs using a reduction from the PCP rely on the same main idea: removal of the restriction
allows to extract from the database a path of unbounded length in a labeled graph, and check that
its labels spell a solution to the PCP. For illustration, the proof of undecidability for (2) using this
technique is sketched in Appendix B.

We claim that the above restrictions remain sufficiently permissive to capture a wide class of
applications of practical interest. This is confirmed by numerous examples of practical business
processes modeled as artifact systems, that we encountered in our collaboration with IBM The
restrictions limit the recursion and data flow among tasks and services. In practical workflows,
the required recursion is rarely powerful enough to allow unbounded propagation of data among
services. Instead, as also discussed in [21], recursion is often due to two scenarios:

e allowing a certain task to undo and retry an unbounded number of times, with each retrial
independent of previous ones, and depending only on a context that remains unchanged
throughout the retrial phase (its input parameters). A typical example is repeatedly providing
credit card information until the payment goes through, while the order details remain
unchanged.

e allowing a task to batch-process an unbounded collection of records, each processed in-
dependently, with unchanged input parameters (e.g. sending invitations to an event to all
attendants on the list, for the same event details).

Moreover, we recently showed in [2] that HAS and HLTL-FO can express a realistic benchmark of
workflows obtained from existing sets of business process specifications and properties by extending
them with data-aware features. The benchmark was then used to evaluate the performance of a
verifier we implemented using the techniques developed in the present paper.

5 VERIFICATION WITHOUT ARITHMETIC

In this section we consider verification for the case when the artifact system and the HLTL-FO
property have no arithmetic constraints. We show in Section 6 how our approach can be extended
when arithmetic is present.

The roadmap to verification is the following. Let T' be a HAS and ¢ an HLTL-FO formula over
I. To verify that every tree of local runs of I satisfies ¢r, we check that there is no tree of local
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runs satisfying ¢y, or equivalently, accepted by B_,,. Since there are infinitely many trees of local
runs of T due to the unbounded data domain, and each tree can be infinite, an exhaustive search
is impossible. We address this problem by developing a symbolic representation of trees of local
runs, called symbolic tree of runs. The symbolic representation is subtle for several reasons. First,
unlike the representations in [21, 26], it is not finite state. This is because summarizing the relevant
information about artifact relations requires keeping track of the number of tuples of various
isomorphism types. Second, the symbolic representation does not capture the full information
about the actual runs, but just enough for verification. Specifically, we show that for every HLTL-FO
formula ¢y, there exists a tree of local runs accepted by B, iff there exists a symbolic tree of runs
accepted by 8B,,. We then develop an algorithm to check the latter. The algorithm relies on reductions
to state reachability problems in Vector Addition Systems with States (VASS) [16].

One might wonder whether there is a simpler approach to verification of HAS, that reduces it to
verification of a flat system (consisting of a single task). This could indeed be done in the absence
of artifact relations, by essentially concatenating the artifact tuples of the tasks along the hierarchy
that are active at any given time, and simulating all transitions by internal services. However, there
is strong evidence that this is no longer possible when tasks are equipped with artifact relations.
First, a naive simulation using a single artifact relation would require more powerful updating
capabilities (e.g. resetting artifact relations to be empty) than available in the model. Adding these
capabilities would result in a model expressive enough to simulate vector addition systems with
resets where verification is undecidable [48]. Moreover, Theorem 20 shows that LTL is undecidable
for hierarchical systems, whereas the results in this section imply that it is decidable for flat ones
(as it coincides with HLTL for single tasks). While this does not rule out a simulation, it shows
that there can be no effective simulation natural enough to be extensible to LTL properties. A
reduction to the model of [21] is even less plausible, because of the lack of artifact relations. Note
that, even if a reduction were possible, the results of [21] would be of no help in obtaining our
lower complexities for verification, since the algorithm provided there is non-elementary in all
cases.

We next embark upon the development outlined above.

5.1 Symbolic Representation

We begin by defining the symbolic analog of a local run, called local symbolic run. The symbolic
tree of runs is obtained by connecting the local symbolic runs similarly to the way local runs are
connected in trees of local runs.

Each local symbolic run is a sequence of symbolic representations of an actual instance within a
local run of a task T. The representation has the following ingredients:

(1) an equality type of the artifact variables of T and the elements in the database reachable from
them by navigating foreign keys up to a specified depth A(T). This is called the T-isomorphism
type of the variables.

(2) the T-isomorphism type of the input and return variables (if representing a returning local
run

)

(3) for each T-isomorphism type of the set variables of T together with the input variables, the

net number of insertions of tuples of that type in S7.

Intuitively, (1) and (2) are needed in order to ensure that the assumptions made about the database
while navigating via foreign keys in tasks and their subtasks are consistent. The depth h(T) is
chosen to be sufficiently large to ensure the consistency. (3) is required in order to make sure that a
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retrieval from ST of a tuple with a given T-isomorphism type is allowed only when sufficiently
many tuples of that type have been inserted in ST.

We now formally define the symbolic representation, starting with T-isomorphism type. Let X7
be the variables of T. We define h(T) as follows. Let FK be the foreign key graph of the schema DB
and F(n) be the maximum number of distinct paths of length at most n starting from any relation
Rin FK. Let h(T) = 1 + |xT| - F(§) where § = 1if T is a leaf task and § = maxy, echitd(t) M(T¢)
otherwise.

Note that when the schema DB is acyclic, the maximum depth h(T) is trivially bounded since
starting from any arbitrary entry in the database, the longest path obtained by navigations with
the keys/foreign keys has length bounded by the number of relations in DB. However, this is not
the case when DB is cyclic, as the paths can be infinite. The maximum depth A(T) of navigations is
now determined by the number of variables in each task and the height of the hierarchy. Intuitively,
when T is a leaf task, the maximum depth is bounded by the number of variables in T because
the longest navigation path is obtained when all variables are used to form the path. When T is a
non-leaf task, a path can be obtained by chaining the navigation paths in multiple child tasks by
passing input and return variables, which gives the above recursive definition of h(T). We explain
this in more detail in the proof of Lemma 47.

We next define expressions that denote navigation via foreign keys starting from the set of

id variables J‘Cl.Td of T. For each x € #!, and R € DB, let xg be a new symbol. An expression is a

id
sequence &;.&. ... &,, where & = xg for some x € 321.7;1 and R € DB, &, is an attribute of R, and for
each i, 2 < i < m, & is a foreign key and &;4; is an attribute in the relation referenced by ;. We

define the length of &.&,. . .. &, as m. A navigation set Et is a set of expressions such that:

e for each x € ide, &Er contains at most one expression xg (R € DB)
e &7 consists of all expressions xg.w where xg € Er and the length of xg.w is at most A(T).

In other words, the expressions in &7 denote all possible ways of navigating via foreign keys from
a given subset of J?l.Td, by paths of length at most A(T). In particular, note that S is closed under
prefix. We can now define T-isomorphism type. Let &7 = E7 U %7 U {null, 0}. The sortof e € Er
is numeric if e € )?é U {0} or e = w.a where a is a numeric attribute; its sort is null if e = null or
e=x¢€ 321.7;1 and xg ¢ &t for all R € DB; and its sort is ID(R) for R € DB ife = xg, ore = x € 321.7;1
and xg € &7, or e = w. f where f is a foreign key referencing R.

DEFINITION 29. A T-isomorphism typet consists of a navigation set E1 together with an equivalence
relation ~ over EX. such that:

o ife ~, ¢’ thene and e’ are of the same sort;

o forevery {x,xg} C EF, x ~¢ Xp;

e foreverye of sortnull, e ~; null;

o ifu~,vandu.f,v.f € & thenu.f ~; v.f.

We call an equivalence relation ~, as above an equality type for 7. The relation ~ is extended
to tuples componentwise.

The intuition underlying the above definition is the following. First, the relation ~; is an equiva-
lence relation over the navigation set &1 extended with the variables 7 and the constants. Two
expressions can be equal in ~; only when they are of the same sort, meaning that they are both
numeric, nulls or navigations ending with foreign key attributes referencing the ID of the same
relation. Second, for an ID variable x, if an expression xg appears in &7, this means that x contains
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a tuple id of relation R, and x and x are essentially the same. Finally, if two expressions u and v are
equal, then the key and foreign key dependencies require that expressions u. f and v. f extending
u and v with the same expression f must also be equal.

Note that 7 provides enough information to evaluate conditions over . Satisfaction of a
condition ¢ by an isomorphism type 7, denoted 7 |= ¢, is defined as follows:

e x =yholdsinr iff x ~; y,

® R(X,y1,.-sYns21,---,2Zm) holds in 7 for relation R(id, ay, . . ., an, fi,- .., fm) Where the a;’s
and f;’s are numeric and foreign key attributes respectively, iff {xg.ay, ..., Xr.an,xg.f1,. .-,
XR-fm} € Er,and (Y1, .- -3 Yn» 215+ - - » Zm) ~r (XR-A15 -« -, XR-Anys XR-f15+ - - XR-fm)-

e Boolean combinations of conditions are standard.

ExaMPLE 30. Figure 8 shows an example of a T-isomorphism type. The database schema con-
tains two relations R(ID, A) and S(ID, B, C) where A is a foreign key attribute referencing ID of S
and {B, C} are numeric attributes. The task T contains 3 ID variables {x,y, z}. The T-isomorphism
type has the following expressions: variables {x,y, z}, constants {0,null} and a set of navigations
{xr.A yr.A, xp.A.B,yr.A.B, xg.A.C, yr.A.C}. Since the schema is acyclic, the navigation depth h(T)
is bounded by the depth of the foreign key graph. The edges in Fig. 8 represent the equality type ~,
where two expressions e and e’ are connected if e ~; e’. Note that since xg.A ~ yr.A, to ensure that
the FDs are satisfied, we must also have xg.A.B ~; yr.A.B and xg.A.C ~; yr.A.C in ~,.

X]—&  [xxA] (x=AB (xr.A.C)
y—m. |
@) — (null (yrAl  [yr.AB lyr.A.C|

Fig. 8. A T-isomorphism type.

Let 7 be a T-isomorphism type with navigation set & and equality type ~;. The projection of ¢
onto a subset of variables z of T is defined as follows. Let &7|z = {xg.e € Er|x € z} and ~, |z
be the projection of ~; onto zU &r|zZ U {null, 0}. The projection of = onto zZ, denoted as 7|z, is a
T-isomorphism type with navigation set &7|z and equality type ~, |Z. Furthermore, the projection
of T-isomorphism onto Z up to length k, denoted as 7|(z, k), is defined as 7|z with all expressions
in &t|z with length more than k removed.

We apply variable renaming to isomorphism types as follows. Let f be a 1-1 partial mapping
from %7 to VAR;q U VARg such that f(ile) C VAR;q, f(J?ﬂg) C VARg and f(x7)nxT = (. For a
T-isomorphism type 7 with navigation set Er, f(r) is the isomorphism type obtained as follows.
Its navigation set is obtained by replacing in &7 each variable x and xg in &7 with f(x) and f(x)g,
for x € dom(f). The relation ~¢;) is the image of ~; under the same substitution. As we shall
see, variable renaming and projection are applied to an isomorphism type when a subset of the
variables of a task are passed as input variables to a child task. Projection is also used when a tuple
is inserted in an artifact relation.

As noted earlier, a T-isomorphism type captures all information needed to evaluate a condition
on X7. However, the set ST can contain unboundedly many tuples, which cannot be represented by
a finite equality type. This is handled by keeping a set of counters for projections of T-isomorphism
types on the variables relevant to ST, that is, (J?Ijr; UsT). We refer to the projection of a T-isomorphism
type onto (3?51 U 5T) as a TS-isomorphism type, and denote by TS(T) the set of TS-isomorphism
types of T. We will use counters to record the number of tuples in ST of each TS-isomorphism type.

We can now define symbolic instances.
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DEFINITION 31. A symbolic instance I of task T is a tuple (t,¢) where t is a T-isomorphism type
and ¢ is a vector of integers where each dimension of ¢ corresponds to a TS-isomorphism type.

We denote by ¢(7) the value of the dimension of ¢ corresponding to the TS-isomorphism type 7
and by ¢[7 + a] the vector obtained from ¢ by replacing ¢(¢) with a.

ExAMPLE 32. Examples of symbolic instances can be found in Fig. 9, where the task schema is the
same as the one in Example 30 and the database schema is a single relation R(ID, A) with a single
numeric attribute A. The symbolic instances consist of the T-isomorphism types and collections of
counters of TS-isomorphism types.

DEFINITION 33. A local symbolic run pr of task T is a tuple (Tin, Tour, {(Ii, i) Yo<i<y ), where:

each I; is a symbolic instance (z;,¢;) of T

each o; is a service in Z%bs

y € NU{w} (if y = w then pr is infinite, otherwise it is finite)

Tin, called the input isomorphism type, is a T-isomorphism type projected to iiﬁ. And t;y ETT0f

T=T,.

e at the first instance I, T0|3?i7r; = Tin, foreveryx € x
X ~g 0. Also & = 0 and oy = 07.

e if for some i, 0; = of then pr is finite and i = y — 1 (and pr is called a returning run)

® 7oy is L if pr is infinite or finite but o,y # oy, and it is T),_ll(a’ci{1 U )?OTut) otherwise

e asegment of pr is a subsequence {(I;, 0;)}icj, where J is a maximal interval [a,b] C {i | 0 <
i <y} such that no oj is an internal service of T for j € [a + 1,b]. A segment ] is terminal if
y € Nandb =y — 1. Segments of pr must satisfy the following properties. For each child T. of
T there is at most one i € J such that o; = oT"C. If ] is not terminal and such i exists, there is
exactly one j € J for which oj = o7 , and j > i.If ] is terminal, there is at most one such j.

o forevery0 < i <y, is asuccessor of I;_; under o; (see below).

T
id

T

_ T _ T
=X, X ~g, null, and foreveryx € xp —%

in’

The successor relation is defined next. We begin with some preliminary definitions.

A TS-isomorphism type 7 is input-bound if for every s € 57, s +; null implies that there exists an
expression xg.w in 7 such that x € 32{1 and xg.w ~; s. We denote by TS;;(T) the set of input-bound
types in TS(T). Informally, a TS-isomorphism type is input-bound if the values of all the variables
in 57 are uniquely determined by the values of the input variables of T. Since the values of the
input variables are fixed in a local run of T, tuples §7 reachable from them in the same run by
given navigations are unique. Therefore, the counter values for these TS-isomorphism types cannot

exceed 1, and are treated as special cases when updated, as shown below.

For #,#’ € TS(T), update & of the form {+S7(57)} or {-ST(57)} and mapping ¢;;, from TS;(T)
to {0, 1}, we define the mapping a(3, 7, ¢, ¢;) from TS(T) to {—1,0, 1} as follows. Informally, the
vector a(8, 7, 7', C;p) specifies how the current counters need to be modified to reflect the update 6.
Note that a, is the mapping sending TS(T) to 0.

o if § = {+ST(57)}, then a(8,%,%’,¢;p) is ag[# + 1] if % is not input-bound, and Go[# +>
(1 = ¢;p(7))] otherwise
o if § = {-ST(s7)}, then a(é, 7, %', ¢p) = ao[#’ +— —1]
o if § is {+ST(57), =ST(57)} then a(8, %, %', ¢ip) = a(6*, %, 7, ¢ip) + a(6~, #, £/, &i) where 6+ =
{+87(57)} and 6~ = {-ST(5")}.
Next, we define the successor relation of symbolic instances. For symbolic instances I = (z, ¢) and
I' =(z/,¢"), I is a successor of I by applying service o’ iff:
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e If ¢’ is an internal service (r, , §), then for 7 = Tl(x uUsHand?’ =7 I(x ush),
- Tlxi = z"|xm,
-Tlrand7’ =,
-¢’ >0andé =c¢+a(d,t,17’,¢p), where ¢;p, the restriction of ¢ to TS;(T).

e If ¢’ is an opening service (z, fi,) of subtask T, then r=7 |Frand¢ =cC.

e If ¢’ is a closing service of subtask T, then for ¥/, = % — {x € JZ']I: T|x ~
c

c null},

|xconst - T|XL‘OHS[ and ¢’ = c.
e If 0’ is the closing service of. = (7, four) of T, then 7 |= 7 and (7, ¢) = (7', ).

ExAMPLE 34. Figure 9 shows an example of two symbolic transitions. There is a single database
relation R(ID, A), the task T has 3 variables {x,y,z} and 5T = {y, z}. There is no input variable. The
two applied services are “insert_yz” and “retrieve_yz”:

e The pre-condition of insert_yz is x = y, the post-condition is x = null Ay = null A z = null,
and the set update is {+S” (y, z)}. So when applying insert_yz, the current tuple (y, z) is inserted
to ST and the values of all variables are set to null.

o The pre-condition of retrieve_yz is True, the post-condition is x = null, and the set update is
{=ST(y, z)}. So when applying retrieve_yz, a tuple (y, z) will be retrieved from ST, the variables
{y, z} are set to the retrieved tuple, and x is set to null.

Denote by (11, ¢1), (12, C2) and (13, C3) the 3 symbolic instances. In order for (2, ;) to be a valid successor
of (r1,¢1) by applying insert_yz, the T-isomorphism types t; and T, must satisfy the pre-condition
and post-condition of insert_yz respectively, and the counter vector ¢, must be obtained from ¢; by
incrementing the counter for the projection 71|{y, z} by 1. Similarly, in order to apply retrieve_yz,
7, and T3 must satisfy the pre-condition and post-condition of retrieve_yz, and the counter for the
projection 13|{y, z} must be decremented by 1 in 5.

T isomorphism type: T isomorphism type: T-isomorphism type:

retrieve_yz

m A

Fig. 9. Two local symbolic transitions.

Note that there is a subtle mismatch between transitions in actual local runs and in symbolic
runs. In the symbolic transitions defined above, a service inserting a tuple in ST always causes the
correspoding counter to increase (except for the input-bound case). However, in actual runs, an
inserted tuple may collide with an already existing tuple in the set, in which case the number of
tuples does not increase. Symbolic runs do not account for such collisions (beyond the input-bound
case), which raises the danger that they might overestimate the number of available tuples and allow
impossible retrievals. Fortunately, the proof of Theorem 37 shows that collisions can be ignored at
no peril. More specifically, it follows from the proof that for every actual local run with collisions
satisfying an HLTL-FO property there exists an actual local run without collisions that satisfies
the same property. The intuition is the following. First, given an actual run with collisions, one
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can modify it so that only new tuples are inserted in the artifact relation, thus avoiding collisions.
However, this raises a challenge, since it may require augmenting the database with new tuples. If
done naively, this could result in an infinite database. The more subtle observation, detailed in the
proof of Theorem 37, is that only a bounded number of new tuples must be created, thus keeping
the database finite.

DEFINITION 35. A symbolic tree of runs is a directed labeled tree Sym in which each node is a
local symbolic run pr for some task T, and every edge connects a local symbolic run of a task T with a
local symbolic run of a child task T, and is labeled with a non-negative integer i (denoted i(p1.)). In
addition, the following properties are satisfied. Let pt = (Tin, Tous> {(Ii» 0i) }o<i<y) be a node of Sym.
Let i be such that o; = o7 for some child T, of T. There exists a unique edge labeled i from pr to a
node pr, = (t{,, To:» 1}, 0{)}o<i<y’) of Sym, and the following hold:

o7/ = l.:ll(ri)|(i;“, h(T.)) where f;, is the input variable mapping ofa‘T’C

® pr. is a returning run iff there exists j > i such that o; = of ; let k be the minimum such

j. Let X, = 5‘%1 and x%,, = {x|x € )?;CT,X ~ze_, NUll}. Then 1 |(X, U X\, B(T;)) = ((fin ©
Jfout)(Tout)|(%r U Xy) Where fo; is the output variable mapping ofcri.

For every local symbolic run pr wherey # w and 7oy = L, there exists a child of pr which is not
returning.

Now consider an HLTL-FO formula ¢; over I'. Satisfaction of ¢ by a symbolic tree of runs
is defined analogously to satisfaction by local runs, keeping in mind that as previously noted,
isomorphism types of symbolic instances of T provide enough information to evaluate conditions
over % . The definition of acceptance by the automaton 8, and Lemma 25, are also immediately
extended to symbolic trees of runs. We state the following.

LEMMA 36. A symbolic tree of runs Sym over I satisfies ¢y iff Sym is accepted by B,,.

The key result enabling the use of symbolic trees of runs is the following.

THEOREM 37. For an artifact system I and HLTL-FO property ¢y, there exists a tree of local runs
Tree accepted by B,,, iff there exists a symbolic tree of runs Sym accepted by B,,.

The only-if part is relatively straightforward and we outline the proof in Section 5.2. The if part
is non-trivial. We prove it by showing a construction of an actual database and an accepted tree of
local runs from any accepted symbolic tree of runs Sym. The construction has 3 major components.

e First, for each finite local symbolic run, we construct an actual accepted local run over a local
database (Lemma 42), using a global equality type that extends the local equality types by
taking into account connections across instances resulting from the propagation of input
variables and insertions/retrievals of tuples from ST, and subject to satisfaction of the key
constraints. The key challenge in this step is to show that our choice of A(T), the maximal
navigation depth in the symbolic representations, is sufficiently large to guarantee satisfaction
of all key constraints (Lemma 47).

e Next, we apply the same construction to each infinite local symbolic run, resulting in an
accepted infinite local run over an infinite database. The infinite database is then turned into
a finite one by carefully merging data values, while avoiding any inconsistencies. One of the
subtleties is showing that the mismatch between symbolic and actual transitions discussed
above, leading to the possible overestimation by the counters in symbolic runs of the number
of tuples available in artifact relations, is not dangerous (Lemma 60).

e Finally, all finite and infinite local runs are recursively combined into a tree of local runs by
renaming and merging data values stored in the variables and the local databases.
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5.2  Only-if: from actual runs to symbolic runs

Let Tree be a tree of local runs accepted by 8, (with database D). The construction of Sym from
Tree is simple. This can be done by replacing each local run pr € Tree with a local symbolic run

or. More precisely, let
P precisely P = Vins Vours {Uis 01)Yo<i<y)

be a local run in Tree, where J; = (v;,S;), We construct a corresponding local symbolic run
p~T = (Tin, Touts {(Ii’ Ui)}0§i<y)

For0 < i <y,I; = (1;,;) is constructed from (v;, ;) as follows. The navigation set Er of 7; contains
every xp for every x € ¥ and R such that v(x) is an ID of relation R in D. Then we define v} to be
a mapping from &7 = & U {0,null} U %7 to actual values, where:

e vi(e) = eife € {0,null},

e vi(e) = vi(x) for e = x or e = xp, and

o vi(e.l) =t.lifvi(e)isanID of a tuple t € D.
We construct the equality type ~, such that for every e and e’ in &7, e ~;, e’ iff v (e) = v} (e’).
Also we let 7;, = ro|3’c$] and 74y = r),_1|)2i{1 U foTut if vour # L and 7,,; = L otherwise. Since D
satisfies the functional dependencies, for every 7; and expressions e and e’, e ~,, e’ implies that
vi(e) = vi(e’), so for every attribute g, if e.a and e’.a are in the navigation set of 7;, then e.a ~, e’.a
because v} (e.a) = v;(e’.a).

To illustrate the construction of the local symbolic runs, consider the two actual transitions
shown in Figure 10. The above construction yields the symbolic instances shown in Figure 9.

R:ID A

Variables: s Variables: s Variables: s
a 1
y z Insert_yz y z retrieve_yz y ‘
b 0 a a | null b c e null | null | null a | null e nul | b c a | null
N 0 d e b c d e
d | 0 d N
e 0

Fig. 10. lllustration of the construction of the local symbolic runs.

By construction of the 7;’s, the following facts hold:
FAcCT 38. For every condition iy over T, D |= Y/(v;) iff 1 |= .

FAcT 39. Foralli,i’ andx C 7, if vi(%) = vi(X) then 1;|X = 1 |%.

Given {(7;, 0i)}o<i<y, the sequence of vectors of TS-isomorphism type counters {¢;}o<i<y is
uniquely defined. Let p7 = (Tin, Tour, {(Ii» i) }o<i<y ). In view of Fact 38, it is easy to see that pr
satisfies all items in the definition of local symbolic run that do not involve the counters. To show
that p7 is a local symbolic run, it remains to show that ¢; > 0 for 0 < i < y. To see that this
holds, we associate a sequence of counter vectors {¢;}o<;<, to the local run pr, where each ¢;
provides, for each TS-isomorphism type 7, the number of tuples in S; of T'S-isomorphism type 7
(the TS-isomorphism type of a tuple ¢ € S; is defined analogously to the T-isomorphism type for
each local instance). By definition, ¢; > 0 for each i > 0. Thus it is sufficient to show that ¢; < ¢;
for each i. We show this by induction. For i = 0, ¢, = ¢y = 0. Suppose ¢;_; < ¢;—; and consider the
transition under service o; in pr and pr. It is easily seen that ¢;_; and ¢;_; are modified in the same
way except in the case when +S7(57) € 8, #;_1 is not input-bound, and v;_1(57) € S;_;. In this case,
if 7 is the TS-isomorphism type of v;_1(57), ¢;(£) = ¢;_1(%) whereas ¢;(#) = ¢;_1(#) + 1. In all cases,
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¢; < ¢;. Thus, pr is a local symbolic run. The fact that Sym is a tree of symbolic local runs follows
from Fact 39, which ensures the consistency of the isomorphism types passed to and from subtasks.
Finally, the fact that Sym is accepted by 8B, follows from acceptance of Tree by B, and Fact 38.

5.3 If part: from symbolic runs to actual runs

We denote by FD the set of key dependencies in the database schema DB and IND the set of foreign
key dependencies. We show the following.

LEMMA 40. For every symbolic tree of runs Sym accepted by Bg, there exists a tree Tree of local
runs accepted by B with a finite database instance D where D |= FD.

Note that the above does not require that D satisfy IND. This is justified by the following.

LEMMA 41. For every tree of local runs Tree with database D |= FD if Tree is accepted by B then
there exists a finite database D’ |= FD U IND such that Tree with database D’ is also a tree of local
runs accepted by Bp.

Proor. We can construct D’ by adding tuples to D as follows. First, for each relation R such
that R is empty in D, we add an arbitrary tuple t to R. Next, for each foreign key dependency
R;i[F] € R;[ID], for each tuple ¢ of R; such that there is no tuple in R; with id ¢[F], we add to R; a
tuple ¢’ where

e t/[ID] = t[F], and
o t'[attr(R;) — {ID}] = t"[attr(R;) — {ID}] where t" is an existing tuple in R;.

Tree with database D’ is accepted by B since D’ is an extension of D. Also D’ is finite since the
number of added tuples is at most linear in the sum of number of empty relations in D and the
number of tuples in D that violate IND. O

To show Lemma 40, we begin with a construction of a local run pr on a finite database Dt for
each local symbolic run pr € Sym. The local runs are constructed so that they can be merged
consistently into a tree of local runs Tree with a single finite database D. The major challenge in
the construction of each pr and Dr is that if 7 is infinite, the size of ST can grow infinitely, and a
naive construction of pr would require infinitely many distinct values in Dr. Our construction
needs to ensure that Dr is always finite. For ease of exposition, we first consider the case where pr
is finite and then extend the result to infinite pr.

5.4 Handling finite local symbolic runs

Recall from the previous section that v*(e) denotes the value of expression e in database D with
valuation v of 7. By abuse of notation, we extend v*(e) to e € {xg.w|x € x/,R € DB} Ux! U
{0, null} where there is no restriction on the length of w. So for expression e = xg.w, v*(e) is the
value in Dr obtained by foreign key navigation starting from the value v*(x) at relation R and by
the sequence of attributes w, if such a value exists. Note that v* may be only partially defined since
Dr may not satisfy all foreign key constraints. Analogously, we define v}, (e) to be the value of e in
D7 at valuation v;, and v}, (e) to be the value of e in D at valuation v,y;.

We prove the following, showing the existence of an actual local run corresponding to a finite
local symbolic run. The lemma provides some additional information used when merging local
runs into a final tree of runs.
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LEMMA 42. For every finite local symbolic run pr = (tin, Tour, {(Ii, 0i) Yo<i<y) (y # ), there exists
alocal run pr = (Vin, Vour, {(pi» 0i) Yo<i<y) on finite database Dt |= FD such that for every0 < i <y,

(i) for every expression e = xg.w where v} (e) is defined, there exists expression e’ = xg.w’ where
|w’| < h(T) such that v}(e) = vi(e’),
(i) for all expressionse, e’ € EF of 7;, if v} (e) and v; (e’) are defined, thene ~, e’ iff vi(e) = v (e’),
and
(iii) ford = W(T,) ifo; € {oi, oi}for some T, € child(T) and § = 1 otherwise, for every expression
e€ &L —{xg.wlx € %1, |w| > 8}, v} (e) is defined.

Part (i), needed for technical reasons, says that for all values v in Dr,, if v is the value of expression
xg.w, then v is also the value of an expression xg.w’ where the length of w’ is within h(T). Part (ii)
says, intuitively, that the equality types in the symbolic local run and the constructed local run are
the same. Part (iii) states that for every 0 < i <y, at valuation v;, every expression e within § steps
of foreign key navigation from any variable x is defined in D7. Since § > 1, this together with (ii)
implies that for every condition x, 7; |= 7 iff Dy |= 7(v;). So if pr is accepted by some computation
of a Biichi automaton B(T, n) then pr is also accepted by the same computation of B(T, ).

We provide the proof of Lemma 42 in the remainder of the section. We first show that from each
finite local symbolic run pr, we can construct a global isomorphism type of pr, which is essentially
an equality type over the entire set of expressions in the symbolic instances of pr. Then we show
that the local run pr and database Dr whose domain values are the equivalence classes of the
global isomorphism type, satisfy the properties in Lemma 42.

Global isomorphism types. We prove Lemma 42 by constructing pr and Dr from pr =
(Tin> Tout» {(i, 0i) }o<i<y) (¥ # w). We first introduce some additional notation.

Let 7+ be the set of symbolic instances I; of g7 (i < y — 1) such that +S7(57) € 8;4, and 7; is not
input-bound. Similarly let 7~ be the set of symbolic instances I; (j < y) such that —ST(s7) € §;
and 7; is not input-bound. We define a one-to-one function Retrieve from 7~ to 7+ such that for
every I; = Retrieve(l)), i < jand 7; = 7;. We say that I; retrieves from I;. As ¢; > 0 for every i, at
least one mapping Retrieve always exists. Intuitively, Retrieve connects symbolic instance I; to
I; such that I; retrieves a tuple from ST which has the same isomorphism type as a tuple inserted
at ;. For each I; = Retrieve(l;), in the local run pr we construct, valuations v; and v; have same
values on variables 57. Here we ignore input-bound isomorphism types since these can be seen as
part of the input isomorphism type: in pr, instances having the same input-bound T'S-isomorphism

type have the same values on 5.
Retrieve Retrieve
) segment 1 /\ segment 2 /\ segment 3
pr o Lemeeeee- - = - e - - - - S - - = e -
"o i1 1 i2 2 i3 j3

Fig. 11. An illustration of a life cycle.

Recall that a segment S = {(I;, 0) }a<i<p is a maximum consecutive subsequence of {(I;, 6;) }o<i<y
such that o, is an internal service and for a < i < b, o; is opening service or closing service of
child tasks of T. For our choice of the Retrieve relation, we define a life cycle L = {(I;, 0i)}ics
as a maximum subsequence of {(I;, 6;)}o<i<, for J C [0,y) where for each pair of consecutive
(Ia, 04) and (Ip, 0p) in L where a < b, (I, 0,) and (Ip, 0p) are either in the same segment or
I, = Retrieve(lp) (illustrated in Figure 11). Note that a life cycle L is also a sequence of segments.
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From the definition of local symbolic runs, we can show the following properties for segments and
life cycles:

LEmMMA 43. (i) For every segment S = {(I;, 01)}a<i<p, for every i,j € [a,b] wherei < j, for
% = {x|x € xT,x +,, null}, 5;|x = 7;|%. (ii) For every life cycle L = {(I;, 0:)}ic], for everyi,j € ]
wherei < j, forx = {x|x € fiﬁ UsT, x #,, null}, ;| = Tj|X.

Next, for each symbolic instance I;, we define the pruned isomorphism type A; = (&;, ~;) of I; as
follows. Intuitively, each A; is obtained from 7; by removing expressions with “long” navigation from
variables. Formally, let &7 be the extended navigation set of 7; and &5 = &5 — {xg.w|x € T, |lw| >
6}, where 6 = 1if T is a leaf task, otherwise 6 = maxr, echiracr) B(Tc). The choice of § ensures that
the remaining information in each A; is sufficient for the consistency of keys and foreign keys
within one single transition (i.e. an internal transition or a child task return). A local expression of
I; is a pair (i, e) where e € &7, and we define &; = {(i, e)|e € &} as the local navigation set of A;.
We also define the local equality type ~; of A; to be an equality type over &; where (i,e) ~; (i,e’)
iff e ~;, ', for every e, e’ € &}. Intuitively, the set &; contains all expressions that are assigned
with fresh values when the actual local run is constructed.

Then we define the global isomorphism type as follows. A global isomorphism type is a pair
A =(&,~), where & = <<y &i is called the global navigation set and ~ is an equality type over
& called global equality type. For each expression e € &, let [e] denote its equivalence class with
respect to ~. The global equality type ~ is constructed as follows:

(1) Initialization: ~ — Jy<;<, ~i

(2) Chase: Until convergence, merge two equivalence classes E and E’ of ~ if E and E’ satisfy

one of the following conditions:

e Segment-Condition: For some segment S = {(I;, 0;)}a<i<p, variable x € ¥ and i,i’ €
[a, b] where x +;, null and x +,, null, E = [(i,x)] and E" = [(i’, x)].

o Life-Cycle-Condition: For some life cycle L = {(I;, 0;)};cj, variable x € 3?51 U sT and
i,i’ € J where x #,, null and x »,, null, E = [(i,x)] and E" = [(i’, x)].

o Input-Condition: For some variable x € iiE and i,i’ € [0,y), E = [(i,x)] and E" = [(i’, x)].

e FD-Condition: For some local expressions (i, ), (i’, ') and attribute a where (i, e) ~ (i’, ¢’),
E =[(i,e.a)l and E’ = [(i’,¢".a)].

From the global isomorphism type A defined above, we construct pr and Dr as follows. The
domain of Dr is the set of equivalence classes of ~. Each relation R(id, a1, . . . , ag) in Dt consists of all
tuples ([(i, e)], [(i, e.a1)], - . . [(i, e.ax)]) for which (i, e), (i, e.a1), . . ., (i, e.ax) € E.Note that the chase
step guarantees that for all local expressions (i, e), (i’, '), if (i, e.a), (i’,¢’.a) € & and (i, e) ~ (i’,¢’),
then (i,e.a) ~ (i’,¢’.a). It follows that Dy |= FD. We next define pr = (Vin, Vour, {(pi> 0i) Yo<i<y)s
where p; = (v4, S;). First, let v;(x) = [(i,x)] for 0 < i <y, v, = v0|5cl.Tn, and voy; = Lif 15y = L
and Vour = vy |J?gut otherwise. Suppose that, as will be shown below, properties (i)-(iii) of Lemma
42 hold for Dt and the sequence {v;}o<;<, so defined. Note that (ii) and (iii) imply that the pre-
and-post conditions of all services o; hold. Also, by construction, for every variable x € 7 where
vi—1(x) = vi(x) is required by the transition under o; we always have (i, x) ~ (i + 1, x). Consider
the sets {S; }o<i<y- Recall the constraints imposed on sets by the definition of local run: Sy = 0, and
for 0 < i < y where J; is the set update of o,

(1) Si = Sizy Uvia(T) if 8; = {+ST(sT)},

(2) Si = Sizy —vi(8T) if 8 = {=ST(sT)},
(3) Si = (Sic1 U{viea6DHY) = {vi5T)} if 6; = {+87(57), -7 (s7)}, and
(4) S; = Si_ if 8; = 0.
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Note that the only cases that can make pr invalid are those for which §; contains —S7 (57). Indeed,
while a tuple can always be inserted, a tuple can be retrieved only if it belongs to ST (or is
simultaneously inserted as in case (3)). Thus, in order to show that the specified retrievals are
possible, it is sufficient to prove the following.

LEMMA 44. Let0 < i <y be such that (1)-(4) hold for {S;}o<j<i- If 6; = {~ST(5T)} then v;(37) €
Si—1. If 8; = {+ST(5T), =ST(5T)} then either v;(57) € S;_1 or v;(s7) = vi_1(57).

Proor. The key observations, which are easily checked by the construction of A, are the follow-
ing:

(1) for every k,k’ € [0,y), if 7%, T are not input-bound and I} and Iy are not in the same life
cycle, then v (37) # v (57T).
(%) for every k,k’ € [0,y), if 7%, #x are input-bound, v (57) = vir (57) iff 7 = 7.

Now suppose that 0 < i < y, (1)-(4) hold for {S;}o<j<i, and &; = {-ST(37)}. Suppose first
that 7; is not input-bound. Let L be the life cycle to which I; belongs, and n < i be such that
I, = Retrieve(l;). By (1), vi(57) # v;(57) for every n < k < i. Since (1)-(4) hold for all j < i,
vn(5T) € Si_1. By construction of A (specifically the Life-Cycle chase condition), v,(57) = v;(57).
Thus, v;(57) € S;_;. The case when §; = {+ST(57), —=ST(57)} is similar.

Now suppose 7; is input-bound and §; = {~S7(57)}. By definition of symbolic local run, &;_;(#;) =
1. Thus, there must exist a maximum n < i such that 7,, = 7; and for which the transition under o,
sets C,(%;) = 1. Since ¢;_1(7;) = 1 and n is maximal, there is no j, n < j < i for which §; contains
—5T(57) and t; = 7;. From the above and (}) it easily follows that vo(3T) = v;GT) and v;(57) € S;_1.
The case when §; = {+S7(57), —=ST(5T)} is similar. )

It remains to prove properties (i)-(iii) of Lemma 42. First, as § > 1 and § > h(T,) for every
T, € child(T), property (iii) is immediately satisfied. We next prove (i) and (ii).

Proof of property (i). We first introduce some additional notation. For each i and (i, e) € &;, we
denote by [(i, e)]; the equivalence class of (i, e) wrt ~;. And for x € ¥ we denote by Reach;(x, w)
the unique equivalence class of ~; reachable from [(i, xg)]; by some navigation w (if such class
exists). More precisely:

DEFINITION 45. For each 0 < i < y, we define the navigation graph G(~;) of the local equality
type ~; to be the labeled directed graph whose nodes are the equivalence classes of ~; and where
for each attribute a, there is an edge labeled a from E to F if there exist e € E and f € F such that
(i,e.a) € &; and e.a ~;, f. Note that for each E there is at most one outgoing edge labeled a. For
x € xT,x +; null and sequence of attributes w, we denote by Reach;(x, w) the unique equivalence
class F of ~; reachable from [(i, x)]; by a path in G(~;) whose sequence of edge labels spells w, if such
exists, and the empty set otherwise.

EXAMPLE 46. The graph G(~;) of the equality type in Example 30 is shown in Figure 12. In this
G(~;), the node Reach;(y, AB) is the equivalence class {(i, xr.A.B), (i, yr.A.B), (i,0)}.

By our choice of h(T) and our construction of the A;’s, we can show that

LEMMA 47. For every 0 < i < y and expression xg.w, if Reach;(x,w) is non-empty, then there
exists an expression xg.w where |w| < h(T) such that Reach;(x, w) = Reach;(x, w).
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Fig. 12. An illustration of the navigation graph G(~;).

Proor. It is sufficient to show that for each i, |G(~;)| < h(T), where |G(~;)| is the number of
nodes in G(~;). Indeed, since there is a path from [(i, xg)]; to Reach;(x, w) in G(~;), there must
exist a simple such path, of length at most |G(~;)| < h(T).

To show that |G(~;)| < h(T), recall that |G(~;)| is bounded by the number of isomorphism types
of ~;. Recall that h(T) = 1 + |x7| - F(§) where F(n) is the maximum number of distinct paths of
length at most n starting from any relation in the foreign key graph FK. By definition, for each
variable x, the number of expressions {e|e = xg.w, (i, ) € &;} is bounded by F(5). Thus the number
of equivalence classes of ~; is at most |x7| - F(§) < h(T). So |G(~;)| < A(T). O

Property (i) now follows from Lemma 47. Let e = xg.w be an expression for which v; (e) is defined.
By construction, Reach;(x, w) C v} (e). By Lemma 47, there exists e’ = xg.w’ where |w’| < h(T)
and Reach;(x, w’) = Reach(x, w). It follows that v} (e’) is defined and v} (e) N v} (e’) # 0. As v (e)
and v} (e’) are equivalence classes of ~, we have v (e) = v;(e’), proving (i).

Proof of property (ii). To show property (ii), it is sufficient to show an invariant which implies
property (ii) and is satisfied throughout the construction of A. For simplicity, we assume that the
chase step in the construction of ~ is divided into the following 3 phases.

e The Segment Phase. In this phase, we merge equivalence classes E and E’ that satisfies either
the Segment-Condition or the FD-condition.

o The Life Cycle Phase. In this phase, we merge equivalence classes E and E’ that satisfies either
the Life-Cycle-Condition or the FD-condition.

e The Input Phase. In this phase, we merge equivalence classes E and E’ that satisfies either the
Input-condition or the FD-condition.

It is easily seen that no chase step applies after the input phase. Thus, the above steps compute the
complete chase.

For each equivalence class E of ~, we let i(E) be the set of indices {i|(i,e) € E} and for each
i € i(E), we denote by E|; the projection of E on the navigation set &;. One can show that during
the segment phase, for every E of ~, i(E) are indices within the same segment. During the life cycle
phase, for every E of ~, i(E) are indices within the same life cycle. And during the input phase, i(E)
can be arbitrary indices.

The invariant is defined as follows.

LEmMA 48. (Invariant of A) Throughout the construction of A, for every equivalence class E of
~, there exists variable x € xT and navigation w where |w| < h(T), such that for every i € i(E),
E|; = Reach;(x, w).

Lemma 48 implies that for each equivalence class E of ~ and for each 1;, E is a superset of at
most one equivalence class of ;. So (i, e) ~ (i, e’) implies (i, e) ~; (i,e’) thus A|&; = A; for every
0 < i <y, which implies property (ii) of Lemma 42.
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Proor. We consider each step of the construction of the global equality type ~. For the initial-
ization step, the invariant holds by Lemma 47.

For the Chase steps, assume that the invariant is satisfied before merging two equivalence classes
E and E’. For each equivalence class E of ~, we denote by x(E) and w(E) the variable and the
navigation for E as stated in Lemma 48. To show the invariant is satisfied after merging E and E’, it
is sufficient to show that there exists variable y and navigation u where |u| < h(T) such that for
every i € i(E), E|; = Reach;(y,u) and for every i € i(E’), E’|; = Reach;(y, u).

Consider the segment phase. Suppose first that E and E’ are merged due to the Segment-Condition.
For simplicity, we let x = x(E), x" = x(E’),w = w(E) and w’ = w(E").If E = [(i,y)] and E" = [(i’,y)]
where i,i’ are indices within the same segment S, then by the assumption, we have (i,y) €
Reach;(x, w), so y ~;, xg.w. As i(E) are indices of a segment S, and by Lemma 43, we have that for
every j € i(E), y ~; xg.w, so E|; = Reach;(x, w) = Reach;(y, €). Similarly, we can show that for
every j € i(E"), E’|; = Reach;(y, €).

Next suppose E and E’ are merged due to the FD-condition. Thus, E = [(i, e.a)] and E’ = [(i’, ¢’.a)]
where (i,e) ~ (i’,e’). Let E* be the equivalence class of ~ that contains (i, ¢) and (i, e’). By the
assumption, for y = x(E*) and u = w(E*), we have that E*|; = Reach;(y, u) so (i, e) € Reach;(y, u).
By Lemma 47, there exists navigation # where || < h(T) such that Reach;(y,u) = Reach;(y, &).
So (i,e.a) € Reach;(y,u.a). Then in E, by the hypothesis, we have (i,e.a) € Reach;(x,w) so
Reach;(y, ti.a) = Reach;(x, w). As i(E) are indices of a segment S, and by Lemma 43, we have that for
every j € i(E), for some relation Ry and Ry, yg, .u.a ~; xg,.w so E|; = Reach;(x, w) = Reach;(y, &.a).
Similarly, we can show that for every j € i(E’), E’|; = Reach;(y, @i.a). Therefore, the invariant is
preserved during the segment phase.

Consider the life cycle phase. We can show that the invariant is again preserved, together
with the following additional property: for each equivalence class E of ~ produced in this phase,
x(E) € 9?{1 U 5T. Suppose E and E’ are merged due to the Life-Cycle Condition, where E = [(i,y)],
E' =[(i",y)]and y € )’ciﬁ U §T. We have that E|; = Reach;(x, w) = Reach;(y, €) for every j € i(E).
Indeed, by Lemma 43 and because i(E) are indices of some life cycle L, xg.w ~,, y implies that
XR.-W ~, y for every index j of L. Similarly, E’|; = Reach;(y, €) for every j € i(E’). The case when
E and E’ are merged in this stage due to the FD-condition is similar to the above. Following similar
analysis, we can show that the input phase also preserves the invariant together with the property
that for every E produced at the input phase, x(E) € )’ciﬂ . This uses the fact that zﬂ)’fﬂ = 1, for
every 0 <i<y. ]

This completes the proof of Lemma 42.

5.5 Handling infinite local symbolic runs

Next we show that Lemma 42 can be extended to infinite periodic local symbolic runs, which
together with finite runs are sufficient to represent accepted symbolic trees of runs by our VASS
construction (see Lemma 63). Specifically, we show that we can extend the construction of the
global isomorphism type to infinite periodic pr, while producing only finitely many equivalence
classes. This is sufficient to show that the corresponding database Dr is finite. We define periodic
local symbolic runs next.

DEFINITION 49. A local symbolic run pr = (Tin, Tout> {(Ii» 0:) }o<i<y) is periodic if y = w and
there existsn > 0 and 0 < t < n, such that for every i > n, the symbolic instances I; = (t;,¢;) and
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Ii—y = (ti—¢, Ci—y) satisfy that (t;,0;) = (ti—t, 0i—;) and ¢; > €;—;. The integer n and t are called the
offset and period of pr respectively.

The following is a consequence of Lemma 63, proven later in the section.

COROLLARY 50. If there exists a symbolic tree of runs Sym accepted by Bpg, then there exists a
symbolic tree of runs Sym’ accepted by By such that for every pr € Sym, pr is finite or periodic.

The above corollary indicates that for verification, it is sufficient to consider only finite and
periodic pr. So what we need to prove is:

LEmMMA 51. For every periodic local symbolic run pr = (Tin, Tout> {(i» i) }o<i<w), there exists a
local run pr = (Vin, Vout, {(pi» 0i) }o<i<w) on finite database Dt |= FD such that for every i > 0,

(i) for every expression e = xg.w where v;(e) is defined, there exists expression e’ = xg.w’ where
|w’| < h(T) such that v}(e) = v (e’),
(ii) for all expressionse, e’ € EF of 7, if v} (e) and v} (e’) are defined, then e ~, ¢’ iff vi(e) = v](e’),
and
(iti) ford = W(T,) ifo; € {0%, cf;c}for some T, € child(T) and § = 1 otherwise, for every expression
e € & — {xr.wlx € T, lw| > 8}, vi(e) is defined.

Intuitively, if we directly apply the construction of pr and D7 from Lemma 42 in the case of
finite pr, then each life cycle with non-input-bound TS-isomorphism types would be assigned with
distinct sets of values, which could lead to an infinite D7. However, for any two disjoint life cycles
L, and L, reusing the same values in L; and L, does not cause any conflict. And in particular, if L,
and L, are identical on the sequence of 7;’s and o;’s, they can share exactly the same set of values.

Thus at a high level, our goal is to show that any periodic local symbolic run p7 can be partitioned
into finitely many subsets of identical life cycles with disjoint timespans. Unfortunately, this is
generally not true if we pick the Retrieve function arbitrarily (recall that Retrieve defines the set
of life cycles). This is because an arbitrary Retrieve may yield life cycles whose timespans have
unbounded length. If the timespans overlap, it is impossible to separate the life cycles into finitely
many subsets of life cycles with disjoint timespans. So instead of picking an arbitrary Retrieve as
in the finite case, we show that for periodic p7 we can construct Retrieve such that the timespan
of each life cycle has bounded length. This implies that we can partition the life cycles into finitely
many subsets of identical life cycles with disjoint timespans, as desired. Finally we show that given
the partition, we can construct the local run pr together with a finite Dr.

We first define the equivalence relation between life cycles.
DEFINITION 52. Segments S; = {(I;, 0i)}a,<i<b, and S, = {(Ii, 0i)}a,<i<p, are equivalent, denoted
as S1 = Sp, if {(zi, 01)}a, <i<b, = {(7i, 01) }ay <i<b,-

Recall that 7* (and 7 ~) are the sets of symbolic instances inserting (and retrieving) non-input-
bound T'S-isomorphism types respectively. We define that

DEFINITION 53. A segment S = {(I;, 0;)}a<i<p is static ifl, € T, I, € I* and 7,|57 = 1,|57. A
segment S is called dynamic if it is not static.
When we compare two life cycles L; and Ly, we can ignore their static segments since they do

not change the content of ST. We define equivalence of two life cycles as follows.

DEFINITION 54. For life cycle L, let dyn(L) = {S;}1<i<k be the sequence of dynamic segments of
L. Two life cycles L, and L, are equivalent, denoted as L1 = L, if |dyn(L1)| = |dyn(L,)| and for
dyn(Ly) = {S} }1<i<k and dyn(Ly) = {S?}1<i<k, forevery1 <i <k, S} = S2.
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Note that for each life cycle L, the number of dynamic segments within L is bounded by |57 |
since within L, each variable in 57 is written at most once by returns of child tasks of T. For a task
T, as the number of T-isomorphism types is bounded, the number of services is bounded and the
length of a segment is bounded because each subtask can be called at most once, the number of
equivalence classes of segments is bounded. And since the number of dynamic segments is bounded
within the same life cycle, the number of equivalence classes of life cycles is also bounded. Thus,

LEMMA 55. The equivalence relation = on life cycles has finite index.

Our next step is to show that one can define a Retrieve function so that all life cycles have
bounded timespans. The timespan of a life cycle is defined as follows:

DEFINITION 56. The timespan of a life cycle L, denoted by sp(L), is an interval [a, b] where a is the
index of the first symbolic instance of the first dynamic segment of L and b is the index of the last
symbolic instance of the last dynamic segment.

Consider an equivalence class L of life cycles. Suppose that for each L € L, the length of sp(L)
is bounded by some constant m. Then we can further partition £ into m subsets L, ..., L;;—1 of
life cycles with disjoint timespan by assigning each L € £ where sp(L) = [a, b] to the subset L
where k = a mod m.

We next show how to construct the function Retrieve. In particular, we construct a periodic
Retrieve such that there is a short gap between each pair of inserting and retrieving instances.
This is done in several steps, illustrated in Figure 13. Recall that n and ¢ are the offset and the period
of ﬁT.

(1) Initialize Retrieve to be an arbitrary one-to-one mapping with domain {I;|I; € 77,0 < j <

n} such that for every I; = Retrieve(l;), i < j and 7; = 7; (recall that 7; = 1'l-|3?i{1 ush).
(2) For every j € [n+ 1,n + t], for j* = j — t and for i’ being the index where I; = Retrieve(Iy),
(i) if i’ € [n—t+ 1,n], thenfori =i’ + ¢, let Retrieve «<— Retrieve[lj,x.; > Itk > 0],
otherwise
(ii) ifi” € [0, n—t], then we pick i € [n—t+1, n] satisfying thatI; € 7, #; = 7; and I; is currently
not in the range of Retrieve. Then we let Retrieve «— Retrieve[lj ., = Liyx.c |k > 0].

At step 2 for the case i’ € [0,n — t], the i that we picked always exists for the following reason.

For every TS-isomorphism type 7, let

e M: be the number of symbolic instances in 7~ with TS-isomorphism type 7 and indices in
[n —t + 1, n] that retrieves from symbolic instances with indices in [0, n — t], and
e M be the number of symbolic instances in 7~ with TS-isomorphism type 7 and indices in
[n—t + 1, n] that is NOT retrieved by symbolic instances with indices in [n — t + 1, n].
We have MY — M_ = ¢,(%) = €,—4(%) 2 0. So for every Iy = Retrieve(ly) where j' € [n—1t+1,n]
and i’ € [0,n — t], we can always find a unique i € [n —t + 1,n] such thatI; € E*,7; = 7y = 7 and
I; is not retrieved by any retrieving instances with indices in [n — ¢ + 1, n].

Case 2(i): . . . Case 2(ii):
g j+ j j+ W jt j it
1 1 1 | —< 1 —< | —o
| TAIWAR Lo LN AT 2
0 n-t n n+t n+2t 0 n-t An n+t n+2t
have nlotbeen
retrieved

Fig. 13. Construction of Retrieve
Let us fix the function Retrieve constructed above. We first show the following:
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LEmMA 57. For every periodic pr, and j > n, I; = Retrieve(l;) implies that j — i < 2t and
Iivs = Retrieve(lj,).

Proor. By construction, for every I; = Retrieve(l;) where j > i > n, I;;; = Retrieve(lj,,).
And it is also guaranteed that for the indices i and j, either (1) i and j are both in the same range
[n+tk+1,n+t(k+1)] forsomek > 0,0r (2)i € [n+tk+1,n+t(k+1)]andj € [n+t(k+1)+1, n+t(k+2)]
for some k > 0. In both cases, j — i < 2t. O

For every life cycle L, for every pair of consecutive dynamic segments S and S’, we denote by
gap(S, S’) the number of static segments in between S and S’. To show that sp(L) is bounded, it is
sufficient to show that gap(S, S”) is bounded for every pair of consecutive dynamic segments S and
S’. For every segment S, we denote by a(S) the index of the first symbolic instance of S. For every
segment S where a(S) > n, we let p(S) = (a(S) — n — 1) mod t.

For every pair of consecutive dynamic segments S and S” and by periodicity of Retrieve, there
are no two static segments T and T’ in L in between S and S’ such that a(S) < a(T) < a(T’) < a(S")
and p(T) = p(T’). Thus in L, the number of static segments in between S and S’ is at most n + ¢.
Then by Lemma 57, the number of symbolic instances in between any pair of consecutive segments
is bounded by max(2t, n) so gap(S,S’) < (n + t) - max(2t,n + t). And as the number of dynamic
segments in L is bounded by |57 | and the length of each segment is at most 2|child(T)|, it follows
that:

LEmMA 58. For every periodic local symbolic run pr and life cycle L of pr, |sp(L)| is bounded by
m=(n+t) -max(2t,n+t)- (|57| + 1) - 2|child(T)|.

So for a possibly infinite set of life cycles £ where |sp(L)] < m for each L € L, £ can be
partitioned into sets Ly, . .., L,—1 by assigning each life cycle L € L where sp(L) = [a, b] to the set
L4 mod m- So for every L; and two distinct Ly, Ly in .L; where sp(L1) = [a1, b1] and sp(L2) = [az, b2],
we have a; # a;. Assume a; < ay. Thenas a; = a; (mod m), a; —a; > m. And since by —a;+1 < m,
Ly and L, are disjoint. Thus, given Lemma 55 and Lemma 58, we have

LEMMA 59. Every local symbolic run pr can be partitioned into finitely many subsets of life cycles
such that for each subset L, if Ly € L,L, € L and Ly # L, then Ly = L, and sp(L1) N sp(Ly) = 0.

Next, we show how we can construct the local run pr and finite database Dy from pr using
the partition. We first construct a global isomorphism type A = (&, ~) of pr using the approach
for the finite case. Then we merge equivalent segments in A as follows to obtain a new global
isomorphism type with finitely many equivalence classes. To merge two equivalent segments
S1 = {(I1, 0:)}a,<i<a;+1 and So = {(I;, 07) }a, <i<ay+1, first for every 0 < i < [ and for every x € %7,
we merge the equivalence classes [(a; + i, x)] and [(az + i, x)] of ~. Then we apply the chase step
(i.e. the FD-condition) to make sure the resulting database satisfies FD.

The new A is constructed as follows. For every two segments S; = {(I;,0;)}a<i<p and S; =
{(I;, 0i)}c<i<d> we define that S; precedes S, denote by S; < Ss, if b < c. For each subset £ and for
each pair of life cycles Ly, L, € £ where dyn(L;) = {S}}1<i<x and dyn(L,) = {S*}1<i <k,

o for 1 <i <k, merge S} and 5%,

e for 1 < i < k, for every static segments S; C L; and S, C L, where S} < 8§ < S}H,
S2 < Sy < S2  and S; = Sy, merge S; and S, and

e for every pair of static segments S; € L; and S; € L, where SllC < S, Slzc <Syand S; = S,,
merge S; and Sy.
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Finally, pr and Dr are constructed following the same approach as in the finite case. In the
above construction, as the number of subsets of life cycles is finite, and for each £, the number of
dynamic segments is bounded and the number of equivalence classes of static segments is bounded,
the number of equivalence classes of A is also finite so D is finite.

By an analysis similar to the finite case, we can show that pr and Dr satisfy property (i)-(iii) in
Lemma 51 and D7 |= FD. In particular, to show property (ii), we can show the same invariant as in
Lemma 48, the invariant holds because every pair of merged segments are equivalent.

Finally, to show Lemma 51, it remains to show that pr is a valid local run. Similar to the finite
case, it is sufficient to show that

LEMMA 60. Foreveryi > 0, if§; = {=ST(5T)} then v;(57) € S;_1. If 6; = {+ST(5T), ST (5T)} then
either v;(sT) € Si_y or v;(5T) = v;_1 (7).

Proor. The following can be easily checked by the construction of A:

(i) for every pair of distinct life cycles L and L’ where sp(L) N sp(L’) # 0, for every I} € L and
Iis € L', if #, } are not input-bound then v¢(57) # v (57), and
(ii) for every pair of life cycles L and L’ where sp(L) N sp(L’) = 0,if I;,I; € L, I; = Retrieve(l;),
#; is not input-bound, Iy € L’ for j < k < i and v(37) = v;(5T) = v;(37), then I is contained
in a static segment of L’.
(iii) for every k,k’ > 0, if 7, #} are input-bound, vi(57) = v (57) iff 7 = .

Consider the case when §; = {-ST(57)} and #; is not input-bound. Let I; = Retrieve(I;) and L
be the life cycle that contains I;. Consider I where j < k < i and let L’ be the life cycle containing
Ie. I sp(L) N sp(L’) # 0, by (i), v;(57) # vi(3T). If sp(L) N sp(L") = 0, by (ii), the segment containing
I, is static, so it does not change ST . Thus, for every segment S between I; and I;, the tuple v; (s'T)
remains in ST after S. So v;(57) € S;_;. The case when §; = {-=ST(57), +ST(s7)} is similar.

The proof for the case when 7; is input-bound is the same as the proof for Lemma 44. O

This completes the proof of Lemma 51.

5.6 Handling symbolic trees of runs

Finally, we show Lemma 40 by providing a recursive construction of a tree of runs Tree and database
D from any symbolic tree of runs Sym where all local symbolic runs are either finite or periodic,
using Lemmas 42 and 51. Intuitively, the construction simply applies the two lemmas to each node
pr of Sym to obtain a local run pr with a local database Dy. Then the local runs and databases
are combined into a tree of local runs recursively by renaming the values in each pr and Dr in a
bottom-up manner, reflecting the communication among local runs via input and return variables.

Formally, we first define recursively the construction function F where F(Sym;) = (Treer, D)
where Sym is a subtree of Sym and (Treer, D7) are the resulting subtree of local runs and database
instance. F is defined as follows.

If T is a leaf task, then Sym contains a single local symbolic run pr. We define that F(Sym;) =
F(pr) = (pr, D7) where pr and D7 are the local run and database instance shown to exist in
Lemmas 42 and 51 corresponding to pr.

If T is a non-leaf task where the root of Symy is p1 = (Tin, Tour, {(Ii» 0i) }o<i<y ), then we first let
(p1> Droot) = F(pr). Next, let J = {i|o; = cr?c, Tc € child(T)}. For every i € J, we denote by Sym,
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the subtree rooted at the child of g7 where the edge connecting it with pr is labeled i and let p; be
the root of Sym;. We denote by (Tree;, D;) = F(Sym;) and by p; the local run at the root of Tree;.
From the construction in Lemmas 42 and 51, we assume that the domains of Dyt and the D;’s are
equivalence classes of local expressions. We first define the renaming function r whose domain is
Uiey adom(D;) as follows.

(1) Initialize r to be the identity function.

(2) For every i € ], for every expression xg.w where x € JZ;C and v}, (xg.w) is defined, for
y = fin(x),let r < r[v;, (xg.w) = v/(yr.w)]. Note that v}, is defined wrt v;, of p; and D;
and v; is defined wrt v; of pr and Droot. And we shall see next that for every such xg.w, if
v} (xr.w) is defined, then v} (ygr.w) is also defined.

(3) Foreveryi € J where p; is a returning local symbolic run where the index of the corresponding
o7, in pr is j, for every expression xg.w where x € xle and v¥,,(xg.w) is defined, for

out
Y = four(x), let r « rlvg,,(xg.w) = vi(ygr.w)].

We denote by r(D) the database instance obtained by replacing each value v € dom(r) in D with
r(v) and denote by r(Tree) the tree of runs obtained by replacing each value v € dom(r) in Tree
with r(v).

Then if pr is finite, we define F(Symy) = (Treer, Dr) where D1 = Dyroot UU;¢; 1(D;) and Treer
is obtained from Sym . by replacing the root of Sym with pr and each subtree Sym; with r(Tree;).

If pr is periodic where the period is ¢t and the loop starts with index n, we define F(Symy) =
(Treer, Dr) where Dt = Dpoot U ;e Ji<n r(D;) and Treer is obtained from Sym by replacing
the root of Sym; with pr and each subtree Sym; with r(Tree;), where i’ = i if i < n otherwise
i"=n+(i—n) mod t.

To prove the correctness of the construction, we first need to show that for every Sym, and
(Treer, Dr) = F(Symy), Dr is a finite database satisfying FD and Treer is a valid tree of runs over
Dr. Let pr and pr be the root of Sym, and Treer respectively. We show the following:

LEMMA 61. For every symbolic tree of runs Symy where (Treer, Dr) = F(Sym;), Dr is a finite
database satisfying FD, Treer is a valid tree of runs over Dt, and (pr, D) satisfies properties (i)-(iii)
in Lemma 42 and 51.

Proor. We use a simple induction. For the base case, where T is a leaf task, the lemma holds
trivially. For the induction step, assume that for each i € J, D; is finite and satisfies FD, Tree; is a
valid tree of runs over D;, and (p;, D;) satisfies property (i)-(iii).

For each i € J, where p; is a local symbolic run of task T, € child(T), we first consider the
connection between p; and pr via input variables. As p; satisfies properties (i) and (ii), for every
expressions xg.w and xp,.w’ in the input isomorphism type 7;, of p;, if v}, (xg.w) and v}, (xp,.w")
are defined, then v}, (xg.w) = v}, (x,.w’) iff xg.w ~7,, xp,.w’. And by definition of symbolic tree
of runs, we have that r;, = fl.;ll(r,-)|(fiic, h(T;)). So for y = fip(x) and y’ = fin(x’), v}, (xr.w) =
Vi, (xp W) iff yr.w ~7, yp,.w’. Then as pr satisfies (ii) and (iii), v; (yr.w) and v} (yg,.w’) are defined

and v; (yr.w) = v/ (yp -w') iff yp.w ~, yp, . W' so vi(yr.w) = v; (yp, .w") iff v}, (xr.w) = v}, (xp .w).

If p; is returning, using the same argument as above, we can show the following. Let j be the index

T,
fin(x), x € X, ¢
_T.

of the corresponding returning service o7. . Let f be the function where f(x) =
¢ fout(x), X € xout
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vin(x),x € xle
e n where v;,, and v,,; are the input and
T, s in out p

and let v be the valuation where v(x) =
Vour(x), x € X

out
output valuation of p;. For all expressions xg.w and xp,.w’ where x, x” € xoTSt v iiﬁ”, if v*(xg.w) and
v*(xp,.w’) are defined, then for y = f(x) and y" = f(x'), Vj’f(yR.w) and V;(yz’z/.w') are also defined

and V;‘(yR.w) = v]’.‘(yé,.w’) iff v*(xr.w) = v*(xp,.w).

Given this, after renaming, Dyoot and r(D;) can be combined consistently. Also, one can easily
check that Treer is a valid tree of runs where (pr, Dr) satisfies properties (i)-(iii) and Dr |= FD.
And Dr is a finite database because it is the union of Dy oot and finitely many r(D;)’s and by the
hypothesis, Droot and the D;’s are finite. ]

Finally, to complete the proof of correctness of the construction, we note:

LEMMA 62. For every full symbolic tree of runs Sym where all local symbolic runs in Sym are either
finite or periodic, for (Tree, D) = F(Sym) and every HLTL-FO property ¢¢, Sym is accepted by B, iff
Tree is accepted by B, on D.

The above follows immediately from the fact that by construction, for every task T and local
symbolic run pr = (Tin, Tour, {(Li> 0i) Yo<i<y) in Sym where the corresponding local run in Tree is
PT = (Vins Vour» {(pi» 0i) }o<i<y ), for every condition 7 over #Tand0<i<y, 7 | 7iff D |= 7(v).

This completes the proof of Lemma 40, and the only-if part of Theorem 37.

5.7 Symbolic Verification

In view of Theorem 37, we can now focus on the problem of checking the existence of a symbolic
tree of runs satisfying a given HLTL-FO property. To begin, we define a notion that captures the
functionality of each task and allows a modular approach to the verification algorithm. Let ¢f be
an HLTL-FO formula over T', and recall the automaton 8, and associated notation from Section 3.
We consider the relation Rt between input and outputs of each task, defined by its symbolic runs
that satisfy a given truth assignment f to the formulas in ®7. More specifically, we denote by Hr
the restriction of H to T and its descendants, and I'r the corresponding HAS, with precondition
true. The relation Rt consists of the set of triples (in, Tous, f) for which there exists a symbolic
tree of runs Sym, of Hr such that:

e [ is a truth assignment to ®r
e Symy is accepted by By
e the root of Symy is pr = (Tin, Tour» {(Li> 0i) bo<i<y)

Note that there exists a symbolic tree of runs Sym over I satisfying or iff (zin, L, B) € Ry, for some
Tip satisfying the precondition of T', and S(¢r) = 1. Thus, if Rr is computable for every T, then
satisfiability of ¢y by some symbolic tree of runs over I' is decidable, and yields an algorithm for
model-checking HLTL-FO properties of HAS’s.

We next describe an algorithm that computes the relations Rr(zin, Tous, f) recursively. The
algorithm uses as a key tool Vector Addition Systems with States (VASS) [16, 37], which we review
next.

A VASS V is a pair (Q, A) where Q is a finite set of states and A is a finite set of actions of the
form (p, a, q) where a € 74 for some fixed d > 0, and p,q € Q. Arun of V = (Q, A) is a finite
sequence (qo, Zo) - - - (qn, Zn) where Zy = 0 and for each i > 0,¢q; € Q, z; € N4, and (gi»a,qiv1) €A
for some a such that z;;; = z; + a. We will use the following decision problems related to VASS.
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e State Reachability: For given states gy, qr € Q, is there a run
(90, 20) . . . (qn, Zn) of V such that g, = g7 ?

e State Repeated Reachability: For given states qo, gr € Q, is there a run
(90-20) - - - (gm>Zm) - - - (qn, Zn) of V such that g, = ¢, = qr and z,,, < 2, ?

Both problems are known to be ExpsPACE-complete [37, 46, 55]. In particular, [37] shows that for a
n-states, d-dimensional VASS where every dimension of each action has constant size, the state
repeated reachability problem can be solved in O((log n)2¢¢1°¢¢) non-deterministic space for some
constant c. The state reachability problem has the same complexity.

VASS construction. Let T be a task, and suppose that relations R, have been computed for all
children T, of T. We show how to compute Rt using an associated VASS. For each truth assignment
B of &1, we construct a VASS V(T, f) = (Q, A) as follows. The states in Q are all tuples (z, 7, g, 6, C;p)
where 7 is a T-isomorphism type, o a service, q a state of B(T, ), and ¢;; a mapping from TS;(T)
to {0, 1}. The vector ¢ indicates the current stage of each child T, of T (init, active or closed)
and also specifies the outputs of T, (an isomorphism type or L). That is, 0 is a partial mapping
associating to some of the children T, of T the value L, a T,-isomorphism type projected to f;" U)EOT;t
or the value closed. Intuitively, T, ¢ dom(6) means that T, is in the init state, and o(T;) = L
indicates that T, has been called but will not return. If 6(T, ) is an isomorphism type z, this indicates
that T, has been called, has not yet returned, and will return the isomorphism type 7. When T
returns, o(T,) is set to closed, and T, cannot be called again before an internal service of T is
applied.

The set of actions A consists of all triples («, @, «”) where ¢ = (7, 0,¢,0,¢;p), ¢’ = (v/,0',4¢’, 0, Elfb),
&’ is the update of ¢’, and the following hold:

e 7’ is a successor of 7 by applying service o’;

e a=a(8',%,7',¢ip) (defined in Section 5.1), where 7 = T|(J_Ci€ ushand ¢’ = T'|(X‘i{1 ush)

(] E;b =Cjpt+a

e if ¢’ is an internal service, dom(d’) = 0.

o Ifo’ = Ui’ then T, ¢ dom(o) and for Tl-TnC = i;1(1|(3’c£l, h(T.))), for some output rolet of

T, and truth assignment 7 to @1, tuple (7, 7.¢,, f7¢) is in Rr,. Note that TOTCt can be L,

in’ “out’ u
which indicates that this call to T, does not return. Also, ¢’ = o[T, TOT;t .
o Ifg’ = g;c, then o(T,) = (f;,}, © ﬁ;l)(fll(f;:cl U X;CT’ h(T.))) and &’ = o[T, +— closed].

* ¢’ is a successor of g in B(T, f) by evaluating ®r using (7", 0”). If 0’ = o7 , formulas in &7,
are assigned the truth values defined by 7.
An initial state of V(T, ) is a state of the form vy = (7, 00, ¢, 00, E?b) where 7, is an initial
T
id U
09 = 07, qo is the successor of some initial state of B(T, §) under (7o, 0¢), dom(d,) = 0, and E?b =0.

_T T =T
- X;,, X ~z, null, and for every x € Xp = X X ~q 0),

T-isomorphism type (i.e., for every x € x

Computing Rr(7in, Tous, f) from V(T, ). Checking whether (z;,, Ty, f) is in Ry can be done
using a (repeated) reachability test on V(T, f), as stated in the following key lemma.

LEMMA 63. (Tin, Tour, B) € R iff there exists an initial state vy = (t9, 09, o, Oo» E?b) of V(T, p) for
which Tol.fi{] = Tin and the following hold:

o Ifr,,; # L, then there exists a state v, = (Tp, Opn,qn,On, Elf’b) where Ty = rn|(3’c£ U ioTut),
On = 05, qn € OV where Qf" is the set of accepting states of B(T, ) for finite runs, such that
vy, is reachable from vy. A path from (vy, 0) to (vy, z,) is called a returning path.

o If1o,; = L, then one of the following holds:
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— there exists a state v, = (7, 0n, qn, On, E;‘b) in which q, € Q'™ where Q'"f is the set of
accepting states of B(T, f) for infinite runs, such that v, is repeatedly reachable from vy. A
path (vy,0) ... (Vs Zn) . . . (Un, Z),) where z, < z), is called a lasso path.

— there exists state v, = (T, 0y, qn, On, E:‘b) in which 6,(T;) = L for some child T, of T and
gn € OV, such that v, is reachable from vy. The path from (v, 0) to (vy,Zy) is called a
blocking path.

The proof of Lemma 63 is by induction on the task hierarchy H.

Proor. Base Case. Consider Rr(7;y,, Tous, f) Where T is a leaf task. As T has no subtask, dom(c)
is always empty so 0 can be ignored. Note that, by definition, there can be no blocking path of
V(T, p).

For the if part, consider (75, Toys, f) € Rr. Suppose first that 7,,; # L. By definition, there
exists a finite local symbolic run (zin, Tous, {(Ii;, 0i) }o<i<y ) accepted by B(T, ), where y € N and
0y-1 = o5 Consider an accepting computation {q;}o<i<, of B(T,n) on {(I;, 0;)}o<i<y, such that
gy-1 € Qrin. We can construct a returning path P = {(p;, Zi) }o<i<y of V(T, ) where for each state
pi = (2i, 01, i, 05, €1)), (7i, 04, ¢;) is obtained directly from {(I;, 0:)}o<i<y and {qi}o<i<y Zi = ¢;, and
E;b is the projection of ¢; to input-bound T'S-isomorphism types.

Now suppose 7oy = L. By definition, and since T is a leaf task, there exists an infinite symbolic
run (Tin, Tour> {(Li, 0i) Yo<i<w) accepted by B(T, ). Consider the sequence {g;}o<i<, of states in
an accepting computation of B(T, 1) on {(I;, 0;)}o<i<w. There must exist gy € Q;,s such that for
infinitely many i, ¢; = g¢. So we can construct a path P = {(p;, Z;) }o<i<w of V(T, ) where for
each state p; = (z;, 0y, qi, 0;, Efb) is obtained in the same way as in the case where 7,,; # L. By the
Dickson’s lemma [29], there exists two distinct indices m and n such that m < n, (7., o, > Elf’];) =
(Tns Ons qns C’;’b), gm = qn = qf and Zp, < z,. Thus, the sequence (po, Zo), . - ., (Pms Zm)s - - - » (Pns Zn)
is a lasso path of V(T, ).

For the only-if direction, if there exists a returning path in V(T, f8), then by definition, 7;, and
Tour together with the sequence {(I;, 0;) }o<i<n Where each (I;, 0;) is obtained directly from (p;, Z;)
is a valid local symbolic run jr. And jr is accepted by B(T, f) since g, is in Qf 1" If there exists a
lasso path in V(T, f3), then we can obtain a finite sequence {(I;, 0;)}o<i<n similar to above. And we
can construct {(I;, 0;)}o<i<e Dy repeating the subsequence from index m + 1 to index n infinitely
many times. As g, = gy € O™ (tin, L, {(Ii, 0;)}o<i<e) is an infinite local symbolic run accepted

by B(T’ ﬂ)’ SO (Tin, 1, ﬂ) € RT-
Induction. Consider a non-leaf task T, and suppose the statement is true for all its children tasks.

For the if part, suppose (7in, Tour, f) € Rr. Then there exists an adorned symbolic tree of
runs Sym; with root pr = (Tin, Tour, {(Ii, 01) o<i<y) accepted by Bﬁ’. We construct a path P =
{(Pi, Zi)Yo<i<y of V(T, f) as follows. The transitions in pr caused by internal services are treated
as in the base case. Suppose that o; = J% for some child T, of T. Then there is an edge labeled

(i, BT) from pr to a symbolic tree of runs accepted by B 7., rooted at a run pr, of T, with input riTnC
Thus, ()¢, t'e B%e) € Ry, and V(T, B) can make the transition from (p;_y, Z;_1)

in’ “out’
to (p;, Z;) as in its definition (including the updates to 9). If TOT; ; # L then there exists a minimum
j > ifor which 0; = o and once again V(T, ) can make the transition from (p;_1, z;-1) to (p;, Z;)

T Te

and output 7,;,.

as in its definition, mimicking the return of T, using the isomorphism type Tolet stored in 6(T¢).
Now consider the resulting path P = {(p;, Zi) }o<i<y- By applying a similar analysis as in the base
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case, if y # w and 7o,y # L, then P is a returning path. If y # w and 7,,; = L, then P is a blocking
path. If y = w, then there exists a prefix P’ of P such that P’ is a lasso path.

For the only-if direction, let P be a path of ‘V(T, f), starting from a state py = (o, 00, qo, 0o, E?b)
where T()|32i{1 = 7jn. If P is a returning path, let v, = (1, on, qn, On, E?b) be its last state and 7,,; =
1',1|(3’ciTn U fgut). If P is not a returning path, then 7,,; = L. From P we can construct a adorned
symbolic tree of runs Sym; accepted by B as follows. The root of Symy is a local symbolic run
pr constructed analogously to the construction in the only-if direction in the base case. Then for

each 0; = 07 , by the induction hypothesis, there exists a symbolic tree of runs Sym;_ whose root

has input isomorphism type rii", output isomorphism type TT"t and is accepted by Bgr. (note that

ou
T. _T.
in’ T

7., 7,5, and fTc are uniquely defined by P and i). We connect Sym; with Symr with an edge
labeled (i, 7).

If P is a returning or blocking path, then Symy is accepted by 8. If P is a lasso path, then we
first modify the root pr of Sym; by repeating the subsequence from m + 1 to n infinitely, then
for each integer i such that m + 1 < i < n and Symy is connected with some Sym; with edge
labeled index (i, ﬁTc), for each repetition I; of symbolic instance I;, we make a copy of SymTc and
connect Symy with Sym; with edge labeled (i, BT¢). The resulting Sym . is accepted by B 5. Thus,
(Tins Tout»ﬁ) € Rr. ]

Complexity of verification. We now have all ingredients in place for our verification algorithm.
Let I' be a HAS and @7 an HLTL-FO formula over I'. In view of the previous development, I' |= ¢f
iff =¢¢ is not satisfiable by a symbolic tree of runs of I'. We outline a non-deterministic algorithm
for checking satisfiability of ~¢, and establish its space complexity O(f), where f is a function
of the relevant parameters. The space complexity of verification (the complement) is then upper
bounded by O(f?) by Savitch’s theorem [57].

Recall that ¢y is satisfiable by a symbolic tree of runs of T iff (Tin, L, p) € Ry, for some 7i,
satisfying the precondition of I', and f(—~¢f) = 1. By Lemma 63, membership in R7, can be reduced
to state (repeated) reachability in the VASS V (T3, ). For a given VASS, (repeated) reachability is
decided by non-deterministically generating runs of the VASS up to a certain length, using space
O(logn - 2¢-dlogdy where n is the number of states, d is the vector dimension and ¢ is a constant
[37]. The same approach can be used for the VASS V (T3, ), with the added complication that
generating transitions requires membership tests in the relations Rr.’s for T, € child(T;). These in
turn become (repeated) reachability tests in the corresponding VASS. Assuming that n and d are
upper bounds for the number of states and dimensions for all V(T, f) with T € H, this yields a
total space bound of O(hlog n - 2¢'41°¢) for membership testing in V(Ty, ), where h is the depth
of H.

In our construction of ‘V(T, f), the vector dimension d is the number of TS-isomorphism types.
The number of states n is at most the product of the number of T-isomorphism types, the number
states in B(T, ), the number of all possible 6 and the number of possible states of ¢;;,. The worst-case
complexity occurs for HAS with unrestricted schemas (cyclic foreign keys) and artifact relations.
To understand the impact of the foreign key structure and artifact relations, we also consider the
complexity for acyclic and linear-cyclic schemas, and without artifact relations. A careful analysis
yields the following (see Appendix C). For better readability, we state the complexity for HAS over
a fixed schema (database and maximum arity of artifact relations). The impact of the schema is
detailed in Appendix C.
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THEOREM 64. Let I' be a HAS over a fixed schema and ¢y an HLTL-FO formula over I'. The
deterministic space complexity upper bounds of checking whetherT |= ¢ are summarized in Table 1.°

Table 1. Space complexity upper bounds for verification without arithmetic (N: size of (T, ¢f); h: depth of
hierarchy; c: constants depending on the schema).

Acyclic Linearly-Cyclic Cyclic
wi/o. Artifact relations | ¢ - N9@ O(N°¢M) h-exp(O(N))
w. Artifact relations | O(exp(N°)) | O(2-exp(N°")) | (h + 2)- exp(O(N))

Note that the worst-case space complexity is non-elementary, as for feedback-free systems [21].
However, the height of the tower of exponentials in [21] is the square of the total number of artifact
variables of the system, whereas in our case it is the depth of the hierarchy, likely to be much
smaller.

Lower bounds. Several complexity lower bounds for verification can be immediately obtained.
When there are no artifact relations, the verification problem is pspace-hard, as LTL model checking
alone is already PsPACE-complete [63]. When artifact relations are present, one can show EXPSPACE-
hardness by a direct simulation of VASS by HAS, and the fact that model checking for VASS is
EXPSPACE-complete [37, 46, 55]. These lower bounds are tight when the schema is acyclic. Lower
bounds for the other cases remain open.

6 VERIFICATION WITH ARITHMETIC

We next outline the extension of our verification algorithm to handle HAS and HLTL-FO properties
whose conditions use arithmetic constraints expressed as polynomial inequalities with integer
coefficients over the numeric variables (ranging over R). We note that one could alternatively limit
the arithmetic constraints to linear inequalities with integer coefficients (and variables ranging
over Q), yielding the same complexity. These are sufficient for many applications.

The seed idea behind our approach is that, in order to determine whether the arithmetic con-
straints are satisfied, we do not need to keep track of actual valuations of the task variables and the
numeric navigation expressions they anchor (for which the search space would be infinite). Instead,
we show that these valuations can be partitioned into a finite set of equivalence classes with respect
to satisfaction of the arithmetic constraints, which we then incorporate into the isomorphism
types of Section 5, extending the algorithm presented there. This however raises some significant
technical challenges, which we discuss next.

Intuitively, this approach uses the fact that a finite set of polynomials # partitions the space into a
bounded number of cells containing points located in the same region (= 0, < 0, > 0) with respect to
every polynomial P € . Isomorphism types are extended to include a cell, which determines which
arithmetic constraints are satisfied in the conditions of services and in the property. In addition to
the requirements detailed in Section 5, we need to enforce cell compatibility across symbolic service
calls. For instance, when a task executes an internal service, the corresponding symbolic transition
from cell ¢ to ¢’ is possible only if the projections of ¢ and ¢’ on the subspace corresponding
to the task’s input variables have non-empty intersection (since input variables are preserved).
Similarly, when the opening or closing service of a child task is called, compatibility is required

Sk- exp is the tower of exponential functions of height k.
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between the parent’s and the child’s cell on the shared variables, which amounts again to non-
empty intersection between cell projections. This suggests the following first-cut (and problematic)
attempt at a verification algorithm: once a local transition imposes new constraints, represented
by a cell ¢’, these constraints are propagated back to previously guessed cells, refining them via
intersection with ¢’. If an intersection becomes empty, the candidate symbolic run constructed so
far has no corresponding actual run and the search is pruned. The problem with this attempt is that
it is incompatible with the way we deal with sets in Section 5: the contents of sets are represented
by associating counters to the isomorphism types of their elements. Since extended isomorphism
types include cells, retroactive cell intersection invalidates the counters and the results of previous
VASS reachability checks.

We develop an alternative solution that avoids retroactive cell intersection altogether. More
specifically, for each task, our algorithm extends isomorphism types with cells guessed from a pre-
computed set constructed by following the task hierarchy bottom-up and including in the parent’s
set those cells obtained by appropriately projecting the children’s cells on shared variables and
expressions. Only non-empty cells are retained. We call the resulting cell collection the Hierarchical
Cell Decomposition (HCD).

The key benefit of the HCD is that it arranges the space of cells so that consistency of a symbolic
run can be guaranteed by performing simple local compatibility tests on the cells involved in each
transition. Specifically, (i) in the case of internal service calls, the next cell ¢’ must refine the current
cell ¢ on the shared variables (that is, the projection of ¢’ must be contained in the projection of c);
(ii) in the case of child task opening/closing services, the parent cell ¢ must refine the child cell
¢’. This ensures that in case (i) the intersection with ¢’ of all relevant previously guessed cells is
non-empty (because we only guess non-empty cells and ¢’ refines all prior guesses), and in case
(ii) the intersection with the child’s cell ¢’ is a no-op for the parent cell. Consequently, retroactive
intersection can be skipped as it can never lead to empty cells.

A natural starting point for constructing the HCD is to gather for each task all the polynomials
appearing in its arithmetic constraints (or in the property sub-formulas referring to that task), and
associate sign conditions to each. This turns out to be insufficient. For example, the projection from
the child cell can impose on the parent variables new constraints which do not appear explicitly in
the parent task. It is a priori not obvious that the constrained cells can be represented symbolically,
let alone efficiently computed. The tool enabling our solution is the Tarski-Seidenberg Theorem [61],
which ensures that the projection of a cell is representable by a union of cells defined by a set of
polynomials (computed from the original ones) and sign conditions for them. The polynomials can
be efficiently computed using quantifier elimination.

Observe that a bound on the number of newly constructed polynomials yields a bound on the
number of cells in the HCD, which in turn implies a bound on the number of distinct extended
isomorphism types manipulated by the verification algorithm, ultimately yielding decidability of
verification. A naive analysis produces a bound on the number of cells that is hyperexponential in
the height of the task hierarchy, because the number of polynomials can proliferate at this rate
when constructing all possible projections, and p polynomials may produce 3 cells. Fortunately, a
classical result from real algebraic geometry ([6], reviewed in Appendix D.2) bounds the number of
distinct non-empty cells to only exponential in the number of variables (the exponent is independent
of the number of polynomials). This yields an upper bound of the number of cells (and also the
number of extended isomorphism types) which is singly exponential in the number of numeric
expressions and doubly exponential in the height of the hierarchy . We state below our complexity
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results for verification with arithmetic, relegating details (including a fine-grained analysis) to
Appendix D.

THEOREM 65. Let T be a HAS over a fixed database schema and ¢ an HLTL-FO formula overT. If
arithmetic is allowed in (T, ¢r), then the deterministic space complexity upper bounds for checking
whetherT' |= @f are summarized in Table 2.

Table 2. Space complexity upper bounds for verification with arithmetic (N: size of (T, ¢); h: depth of hierarchy;
c: constants depending on the schema.)

Acyclic Linearly-Cyclic Cyclic
w/o. Artifact relations | O(exp(N°¢")) O(exp(N C'hz)) (h + 1)-exp(O(N))
w. Artifact relations | O(2-exp(N°")) | O(2-exp(N"")) | (h + 2)- exp(O(N)))

7 RELATED WORK

We have already discussed the main related work in the introduction. We summarize next other
related work on verification of artifact systems.

Initial work on formal analysis of artifact-based business processes in restricted contexts has
investigated reachability [35, 36], general temporal constraints [36], and the existence of complete
execution or dead end [13]. For each considered problem, verification is generally undecidable;
decidability results were obtained only under rather severe restrictions, e.g., restricting all pre-
conditions to be “true” [35], restricting to bounded domains [13, 36], or restricting the pre- and
post-conditions to be propositional, and thus not referring to data values [36]. [17] adopts an artifact
model variation with arithmetic operations but no database. Decidability relies on restricting runs
to bounded length. [66] addresses the problem of the existence of a run that satisfies a temporal
property, for a restricted case with no database and only propositional LTL properties. All of these
works model no underlying database, sets (artifact relations), task hierarchy, or arithmetic.

A recent line of work has tackled verification of artifact-centric processes with an underlying
relational database. [7-10, 23] evolve the business process model and property language, culminating
in [38], which addresses verification of first-order p-calculus (hence branching time) properties
over business processes expressed in a framework that is equivalent to artifact systems whose input
is provided by external services. [11, 19] extend the results of [38] to artifact-centric multi-agent
systems where the property language is a version of first-order branching-time temporal-epistemic
logic expressing the knowledge of the agents. This line of work uses variations of a business process
model called DCDS (data-centric dynamic systems), which is sufficienty expressive to capture the
GSM model, as shown in [59]. In their unrestricted form, DCDS and HAS have similar expressive
power. However, the difference lies in the tackled verification problem and in the restrictions
imposed to achieve decidability. We check satisfaction of linear-time properties for every possible
choice of initial database instance, whereas the related line checks branching-time properties
and assumes that the initial database is given. None of the related works address arithmetic. In
the absence of arithmetic, the restrictions introduced for decidability are incomparable (neither
subsumes the other).

Beyond artifact systems, there is a plethora of literature on data-centric processes, dealing with
various static analysis problems and also with runtime monitoring and synthesis. We discuss the
most related works here and refer the reader to the surveys [18, 27] for more. Static analysis for
semantic web services is considered in [51], but in a context restricted to finite domains. The
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works [3, 28, 60] are ancestors of [26] from the context of verification of electronic commerce
applications. Their models could conceptually (if not naturally) be encoded in HAS but correspond
only to particular cases supporting no arithmetic, sets, or hierarchies. Also, they limit external
inputs to essentially come from the active domain of the database, thus ruling out fresh values
introduced during the run.

Petrinets are widely used in modeling business processes (see [62] for a survey). A few decidability
results have been obtained for Petri-net-based models extended with data components [4, 43, 44, 50].
Although equivalent to Petri nets, our use of VASS in this paper is fundamentally different because
our model of business data does not include an explicit Petri net component. Instead, we reduce
the verification problem to known solvable problems for VASS.

The present paper extends our previous work [1] by including formal definitions, technical
development, and the full proofs of the main results. The proof techniques provide new insights,
including a novel use of VASS and quantifier elimination in artifact verification algorithms.

8 CONCLUSION

We showed decidability of verification for a rich artifact model capturing core elements of IBM’s
successful GSM system: task hierarchy, concurrency, database keys and foreign keys, arithmetic
constraints, and richer artifact data. The extended framework requires the use of novel techniques
including nested Vector Addition Systems and a variant of quantifier elimination tailored to
our context. We improve significantly on previous work on verification of artifact systems with
arithmetic [21], which only exhibits non-elementary upper bounds regardless of the schema
shape, even absent artifact relations. In contrast, for acyclic and linearly-cyclic schemas, even in
the presence of arithmetic and artifact relations, our new upper bounds are elementary (doubly-
exponential in the input size and triply-exponential in the depth of the hierarchy). Moreover,
the complexity of our verification algorithm gracefully reduces to pspack (for acyclic schema)
and EXPSPACE in the hierarchy depth (for linearly-cyclic schema) when arithmetic and artifact
relations are not present. The sole remaining case of nonelementary complexity occurs for arbitrary
cyclic schemas. Altogether, our results provide substantial new insight and techniques for the
automatic verification of artifact systems. We recently used the techniques developed in the paper to
implement a verifier for HAS with acyclic database schemas, that exhibits very good performance on
a realistic benchmark obtained from existing sets of business process specifications and properties
by extending them with data-aware features [2]. This points to HAS with acyclic schemas as a
sweet spot for verification, and is a strong indication of the practical potential of our approach.
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A FRAMEWORK AND HLTL-FO
A.1 Review of LTL

We review the classical definition of linear-time temporal logic (LTL) over a set P of propositions.
LTL specifies properties of infinite words (w-words) {z; };5¢ over the alphabet consisting of truth
assignments to P. Let 7»; denote {r;};>;, for j > 0.

The meaning of the temporal operators X, U is the following (where |= denotes satisfaction and
Jj=0):

o > = Xpiff 73541 = @,
o 7.; Uy iff 3k > jsuchthat 7o |= Y and 7o) F @ forj <1 < k.

Observe that the above temporal operators can simulate all commonly used operators, including G
(always) and F (eventually). Indeed, Fp = true U ¢ and Gg = —(F-¢).

The standard construction of a Biichi automaton B,, corresponding to an LTL formula ¢ is given
in [58, 63]. The automaton B, has exponentially many states and accepts precisely the set of
w-words that satisfy ¢.

It is sometimes useful to apply LTL on finite words rather than w-words. The finite semantics
we use for temporal operators is the following [24]. Let {;}o<i<n a finite sequence of truth values
of P. Similarly to the above, let 75 ; denote {7;};<i<n, for 0 < j < n. The semantics of X and U are
defined as follows:

o 7>j FXpiffn>jand 7541 [ o,
e 75Uy iff 3k,j <k <nsuchthattyr ¢ and 15 F @ forj <l <k.

It is easy to verify that for the B, obtained by the standard construction [58, 63] there is a subset
Ofin of its states such that B, viewed as a finite-state automaton with final states Qfin accepts
precisely the finite words that satisfy ¢.

A.2 Proof of Theorem 20

We show that it is undecidable whether a HAS T’ = (A, %, II) satisfies an LTL formula over X.
The proof is by reduction from the repeated state reachability problem of VASS with reset arcs
and bounded lossiness (RB-VASS) [48]. An RB-VASS extends the VASS reviewed in Section 5 as
follows. In addition to increments and decrements of the counters, an action of RB-VASS also allows
resetting the values of some counters to 0. And after each transition, the value of each counter can
decrease non-deterministically by an integer value bounded by some constant c. The results in [48]
(Definition 2 and Theorem 18) indicate that the repeated state reachability problem for RB-VASS is
undecidable for every fixed ¢ > 0, since the structural termination problem for Reset Petri-net with
bounded lossiness can be reduced to the repeated state reachability problem for RB-VASS’s. In our
proof, we use RB-VASS’s with ¢ = 1.

Formally, a RB-VASS V (with lossiness bound 1 and dimension d > 0) is a pair (Q, A) where
Q is a finite set of states and A is a set of actions of the form (p, @, ¢) where @ € {—1,+1,r}%, and
p,q € Q. Arun of V = (Q, A) is a sequence (qo, Z9), - - - (qn» Zn) Where Zy = 0 and for each i > 0,
qi €0,z € N4, and for some a such that (9i»a,q9i+1) € A,andfor 1 < j < d:

e if a(j) € {—1, +1}, then z;.1(j) = Z;(j) + a(j) or Z;11(j) = Z;(j) + a(j) — 1, and
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e if a(j) = r, then z;.1(j) = 0.

For a given RB-VASS V' = (Q, A) and a pair of states qo, g € Q, we say that g is repeatedly reachable
from qq if there exists a run (qo,2o) . .. (qn.Zn) - - . (qm» Zm) of V such that g, = g = gy and
Zn < Zmm. As discussed above, checking whether gy is repeatedly reachable from qq is undecidable.

We now show that for a given RB-VASS V = (Q, A) and (qo, gr), one can construct a HAS
I' = (A, %, II) and LTL property ® over X such that gy is repeatedly reachable from qo iff T |= ®.
At a high level, the construction of " uses d tasks to simulate the d-dimensional vector of counters.
Each task is equipped with an artifact relation, and the number of elements in the artifact relation
is the current value of the corresponding counter. Increment and decrement the counters are
simulated by internal services of these tasks, and reset of the counters are simulated by closing and
reopening the task (recall that this resets the artifact relation to empty). Then we specify in the
LTL formula ® that the updates of the counters of the same action are grouped in sequence. Note
that this requires coordinating the actions of sibling tasks, which is not possible in HLTL-FO. The
construction is detailed next.

The database schema of T' consists of a single unary relation R(id). The artifact system has a root
task Ty and subtasks {Py, P1, ..., Pg4,Cy,...,Cs} which form the following tasks hierarchy:

Fig. 14. Tasks hierarchy.

The tasks are defined as follows. The root task T; has no variables nor internal services. The task
Py contains a numeric variable s, indicating the current state of the RB-VASS. For each g € Q, P,
has a service 09, whose pre-condition is true and post-condition sets s to q.

Fori > 1, task P; has no variable. It has a single internal service o] whose pre- and post-conditions
are both true.

Each C; has an ID variable x, an artifact relation S; and a pair of services 0;’ and o}, which
simply insert x into S; and removes an element from S;, respectively. Intuitively, the size of S; is
the current value of the i-th counter. Application of service o] corresponds to resetting the i-th
counter. And application of services o} and o; correspond to increment and decrement of the i-th
counter, respectively.

Except for the closing condition of Tj, all opening and closing conditions of tasks are true.

We encode the set of actions A into an LTL formula as follows. For each state p € Q, we denote
by a(p) the set of actions starting from p. For each action a = (p, @, q) € A, we construct an LTL
formula ¢(«) as follows. First, let ¢1, . .. @4, p4+1 be LTL formulas where:

® Pas1 = Xod,
efori=dd-1,...,1:
- if a(i) = +1, then ¢; = 0 A Xis1,
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- ifa(i) = =1, then ¢; = (o; A X¢iz1) V (07 AX(0; A X¢ir1)), and
- if a(i) = r, then ¢; = o7 A X(0] A X(0] A X¢iy1)) where o/ and of are the opening and
closing services of task C;.

Let p(a) = X¢;. Intuitively, p(a) specifies a sequence of service calls that update the content of the
artifact relations Sy, . . . S according to the vector a. In particular, for a(i) = r, the subsequence of
services o o] o7 first closes task C; then reopens it. This empties S;. For a(i) = +1, by executing
o}, the size of S; might be increased by 1 or 0, depending on whether the element to be inserted is
already in S;. And for a(i) = —1, we let o; to be executed either once or twice, so the size of S; can
decrease by 1 or 2 nondeterministically. Then we let

@ = Djpit A /\ G|of — \/ o(a) | A GFo¥r
peQ aca(p)
where ®;,;¢ is a formula specifying that the run is correctly initialized, which simply means that
the opening services o7 of all tasks are executed once at the beginning of the run, and then a ¢? is
executed.

The second clause says that for every state p € Q, whenever the run enters a state p (by calling
o?), a sequence of services as specified in ¢() is called to update Sy, . . ., Sk, simulating the action
a that starts from p.

Finally, the last clause GFo%f guarantees that the service o9 is applied infinitely often, which
means that gy is reached infinitely often in the run.

We can prove the following lemma, which implies Theorem 20:

LEMMA 66. For RB-VASS(Q, A) and states qo, q5 € Q, there exists arun(qo,2o); - - - (qm»Zm)s - - -+ (qn» Zn)
of (Q,A) where qm = qn = qr and Zy, < Z, iff there exists a global run p of T such that p |= @.

A.3 Simplifications

We first show that the global variables, as well as set atoms, can be eliminated from HLTL-FO
formulas.

LEMMA 67. LetT be a HAS and Viypr(3) an HLTL-FO formula over T'. One can construct in linear
time a HAST and an HLTL-FO formula ¢, where § contains no atoms S' (2), such thatT |= Yo7 (7)

iffT = ¢y.

Proor. Consider first the elimination of global variables. Suppose I has tasks Ty, ..., Ty. The
Hierarchical artifact system I is constructed from I by adding g to the variables of T; and augmenting
the input variables of all other tasks with j (appropriately renamed). Note that 7 is unconstrained,
so it can be initialized to an arbitrary valuation and then passed as input to all other tasks. Let T
consist of the resulting tasks, Ty, . .., Tx. It is clear that I' |= V¢, (7) iff T |= ¢f.

Consider now how to eliminate atoms of the form ST(:Z) from ¢r. Recall that for all such atoms,
Z C 17, so z is fixed throughout each run. The idea is keep track of the membership of z in ST
using two additional numeric artifact variables x; and y;, such that x; = y; indicates that S”(z)
holds®. Specifically, a pre-condition ensures that x; # y; initially holds, then x; # y; is enforced as
soon as there is an insertion +S7 (57) for which 57 = z, and x; # y; is enforced again whenever

®This is done to avoid introducing constants, that could also be used as flags.

, Vol. 1, No. 1, Article . Publication date: May 2018.



Verification of Hierarchical Artifact Systems :49

there is a retrieval of a tuple equal to z. This can be achieved using pre-and-post conditions of
services carrying out the insertion or retrieval. Then the atom S”(2) can be replaced in ¢ with

(xz = yz). o

We next consider two simplifications of artifact systems regarding the interaction of tasks with
their subtasks.

LemMA 68. LetT be a HAS and ¢y an HLTL-FO property over I'. One can construct a HAS I and
an HLTL-FO formula ¢y such thatT |= @f iff T |F ¢ and: (i) Ur, echitar) )ZYT” and U, echita(r) )ZITH
are disjoint for each task T in T, (ii) for each child task T, € child(T), 3?; N VARR = 0.

Proor. Consider (i). We describe here informally the construction of I that eliminates over-
lapping between U, cchizacr) X%CT and U7, echira(r) i;cl. For each task T and for each subtask T,
of T, for each variable x € )?;C e introduce to T a new variable x whose type is the same
as the type (id or numeric) of x. We denote by xT the set of variables added to T for subtask
to T, when T, opens. And for the opening

T (x = x). Note that

T;. Then instead of passing xT.l to T,, T passes xT I

e . e
service o7, with opening condition 7, we check 7 in conjunction with /\xex

Ut echitacr) A% L and U7, echita(r) J?IT.T are disjoint. By this construction, in each run of T, after

each application of an internal service ¢ of task T, the variables in x% for each subtask T, receives

a set of non-deterministically chosen values. Then each subtask T, can be opened only when x xT L

and xTC I have the same values. So passing fci to T, is equivalent to passing xT to Te.

To guarantee that there is a bijection from the runs of T to the runs of F, we also need to make
sure that the values of x x 7,1 are non- deterministically chosen before the first application of internal
service. (Recall that they either contain 0 or null at the point when T is opened.) So we extend T
with an extra binary variable xj,;; and an extra internal service o. ‘“'t . Variable x;n;; indicates whether
task T has been “initialized”. The service G'T”'t has precond1t1on that checks whether xj i = 0
and post-condition sets xjnit = 1. It sets all id variables to null and numeric variables 0 except
for variables in xT .l for any T,. So application of o‘"'t assigns values to xT for every subtask T,
non- determlmstlcally and all other variables are 1n1t1ahzed to the initial state when T is opened.

All other services are modified such that they can be applied only when xj,t = 1 and initialize xYT“ I

with non-deterministically chosen values for all subtask T,. So in a projected run pr of T, the suffix
with xjnit = 1 corresponds to the original projected run of I'. Thus we only need to rewrite the
HLTL-FO property ¢r to ¢r such that each formula in ®7 only looks at the suffix of projected run
pr after xinit is set to be 1 (namely, each ¢ € ®r is replaced with F((xinit = 1) A ¥)).

Now consider (ii). We outline the construction of T and or informally. For each task T, we
1 N VARg} to x7. Intuitively,
these variables contain non-deterministically guessed returning values from each child task T.
These are passed to each child task T, as additional input variables. Before T, returns, these are
compared to the values of the returning numeric variables of T,, and T, returns only if they are
identical. More formally, for each child task T, of T, variables {xr.|x € XIT}T N VARR} are passed

introduce a set of new numeric variables {xr|T. € child(T), x € %%

from T to T, as part of the input variables of T,. For each variable x7, in T, we let x7,_,1 € xle
be the corresponding input variable of x7,. And for each xr,, we denote by x,.; the variable in
%Te satisfying that f,,;(x) = Xye; for fou; in the original T. Then at T, we remove all numeric
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. _T, . _ . .
variables from x,¢, and add condition /\xea’cchﬁVARR Xret = X1, to the closing condition of T,.

Note that we need to guarantee that the variables in {xr,|T. € child(T),x € 3?; 1N VARR} obtain
non-deterministically guessed values. This can be done as in the simulation for (i).

Conditions on 7 after a subset T’s children has returned are evaluated using the guessed values
for the variables returned so far. Specifically, the correct value to be used is the latest returned by
a child transaction, if any (recall that children tasks can overwrite each other’s numeric return
variables in the parent). Keeping track of the sequence of returned transactions and evaluating
conditions with the correct value can be easily done directly in the verification algorithm, at
negligible extra cost. This means that we can assume that tasks have the form in (ii) without the
exponential blowup in the conditions, but with a quadratic blowup in the number of variables.

To achieve the simulation fully via the specification is costlier because some of the conditions
needed have exponential size. We next show how this can be done. Intuitively, we guess initially an
order of the return of the children transactions and enforce that it be respected. We also keep track
of the children that have already returned. Let child(T) = {Ti, ..., T,}. To guess an order of return,
we use new ID variables 6 = {0;; | 1 < i,j < n}. Intuitively, 0;; # null says that T; returns before
T;. We also use new ID variables {t; | 1 < i < n}, where t; # null means that T; has returned. The
variables 6 are subject to a condition specifying the axioms for a total order:

AlSLan(OU # null v 0ji # null)
Ai<i<j<n—(0ij # null A 0j; # null)
Ai<i,jm<n((0;j # null A 0, # null) — 0, # null)

These are enforced using pre-conditions of services as well as one additional initial internal service
(which in turn requires a minor modification to ¢y, similarly to (i)). When T; returns, ¢; is set to a
non-null value, and the condition

/\ (t #null At = null) — oy # null

1<i,j<n

enforcing that transactions return in the order specified by 6 is maintained using pre-conditions.
Observe that, at any given time, the latest transaction that has returned is the T; such that

t; # null A /\ ((0ij # null) — t; = null)
1<j<n

T

For each formula 7 over x*, we construct a formula o(rr) by replacing each variable x € i]g with

xr, for the latest T, where x € J‘C£T if there is such T;). The size of the resulting o(rr) is exponential

in the maximum arity of database relations. Finally we obtain I and @y by replacing, for every
T € H, each condition 7 over 7 with o(rr). One can easily verify that T |= @5 iff T |= ¢f and for
every task T of T, i; N does not contain numeric variables. This completes the proof of (ii). O

The construction in (i) takes linear time in the original specification and property. For (ii), the
construction introduces a quadratic number of new variables and the size of conditions becomes
exponential in the maximum arity of data-base relations. However, as discussed in Appendix A,
the verification algorithm can be slightly adapted to circumvent the blowup in the specification
without penalty to the complexity. Intuitively, this makes efficient use of non-determinism, avoiding
the explicit enumeration of choices required in the specification, which leads to the exponential
blowup.
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A.4 Proof of Theorem 27

For conciseness, we refer throughout the proof to propositionally interleaving-invariant LTL-FO
simply as interleaving-invariant LTL-FO.

Showing that HLTL-FO expresses only interleaving-invariant LTL-FO properties is straightfor-
ward. The converse however is non-trivial. We begin by showing a normal form for LTL formulas,
which facilitates the application to our context of results from [30, 31] on temporal logics for
concurrent processes. Consider the alphabet H(T') = {(x, o) | (x, stg, o) € A(T')}. Thus, H(T) is A(T)
with the stage information omitted. Let H(T') = h(L(T')) where h((x, stg, o)) = (k, o). We define
local-LTL to be LTL using the set of propositions PX = {(p,0) | p € Pr,0 € Z‘%bs}. A proposition
(p, o) holds in (&, 6) iff 6 = o and k(p) is true. The definition of interleaving-invariant local-LTL
formula is the same as for LTL.

LEMMA 69. For each interleaving-invariant LTL formula ¢ over L(T) one can construct an interleaving-
invariant local-LTL formula $ over H(T) such that for everyu € L(T), u |= ¢ iff h(u) = ¢ where
h((x, stg,0)) = (x, 0).

Proor. We use the equivalence of FO and LTL over w-words [41]. It is easy to see that each LTL
formula ¢ over £(I') can be translated into an FO formula ¢/(¢) over H(T') using only propositions
in P¥, such that for every u € L(T), u |= ¢ iff h(u) |= ¢(¢). Indeed, it is straightforward to define by
FO means the stage of each transaction in a given configuration, as well as each proposition in PUX
in terms of propositions in P, on words in H(T). One can then construct from the FO sentence /()
an LTL formula ¢ equivalent to it over words in H(T'), using the same set of propositions PX. The
resulting LTL formula is thus in local-LTL, and it is easily seen that it is interleaving-invariant. O

We use the propositional variant HLTL of HLTL-FO, whose semantics over w-words in H(T')
is defined similarly to the semantics of HLTL-FO on global runs. Recall that in HLTL, the LTL
formulas applying to transaction T use propositions in Py U Zf}bs and expressions [/]7. where T,
is a child of T and ¢ is an HLTL formula applying to T,.

We show the following key fact.

LEMMA 70. For each interleaving-invariant local-LTL formula over H (L) there exists an equivalent
HLTL formula over H(T).

Proor. To show completeness of HLTL, we use a logic shown in [30, 31] to be complete for
expressing LTL properties invariant with respect to valid interleavings of actions of concurrent pro-
cesses (or equivalently, well-defined on Mazurkievicz traces). The logic, adapted to our framework,
operates on partial orders <, of words u € H(T), and is denoted LTL(<). For u = {(x;,07) | i = 0},
we define the projection of u on T as the subsequence 77(u) = {(x;,|p;, 0i;)}j>0 where {0y, | j > 0}
is the subsequence of {o; | i > 0} retaining all services in 2‘%’75. LTL(<) uses the set of propositions
P> and the following temporal operators on <,,:

e X7, which holds in (k;, 0;) if 77(v) # € for v = {(x}, 0;) | j = m}, where m is a minimum
index such that i <, m, and ¢ holds on nr(v);

e ¢ Ur ¢, which holds in (k;, 0;) if 77(v) # € for v = {(xj,0;) | j > i}, and ¢ U ¢ holds on
HT(U).
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From Theorem 18 in [30] and Proposition 2 and Corollary 26 in [31] it follows that LTL(<) expresses
all local-LTL properties over H(I') invariant with respect to interleavings.

We next show that HLTL can simulate LTL(<). To this end, we consider an extension of HLTL
in which LTL(<) formulas may be used in addition to propositions in Pr U Z"Tbs in every formula
applying to transaction T. We denote the extension by HLTL+LTL(<). Note that each formula ¢
in LTL(x) is an HLTL+LTL(<) formula. The proof consists in showing that the LTL(<) formulas
can be eliminated from HLTL+LTL(<) formulas. This is done by recursively reducing the depth
of nesting of Xt and Uy operators, and finally eliminating propositions. We define the rank of an
LTL(<) formula to be the maximum number of X7 and Ur operators along a path in its syntax
tree. For a formula & in HLTL+LTL(<), we define r(£) = (n, m) where n is the maximum rank of an
LTL(=) formula occurring in £, and m is the number of such formulas with rank n. The pairs (n, m)
are ordered lexicographically.

Let & be an HLTL+LTL(<) formula. For uniformity of notation, we define [£]7, = &. We associate
to £ the tree Tree(¢) with root [£]r,, whose nodes are all occurrences of subformulas of the form
[]7 in &, with an edge from [y/;]7, to [¢/;]1; if the latter occurs in ; and Tj is a child of T; in H.

Consider an HLTL+LTL(<) formula & such that r(¢) > (1, 1). Suppose ¢ has a subformula Xr¢
in LTL(=) of maximum rank. Pick one such occurrence and let T be the minimum task (wrt )
such that X7¢ occurs in [i/]7. We construct an HLTL+LTL(<) formula £ such that r(§) < r(¢),
essentially by eliminating X7. We consider 4 cases: T = T, T is a descendant or ancestor of T, or
neither.

Suppose first that T = T. Consider an occurrence of Xt ¢. Intuitively, there are two cases: Xr¢ is
evaluated inside the run of T corresponding to [i/]r, or at the last configuration. In the first case
(o5 holds), Xr¢ is equivalent to X¢. In the second case (o7 holds), X7¢ holds iff ¢ holds at the
next call to T. Thus, ¢ is equivalent to & V &, where:

(1) & says that ¢ does not hold at the next call to T (or no such call exists) and Xr¢ is replaced
in § by ~o7. A Xo

(2) & says that ¢ holds at the next call to T (which exists) and X7 ¢ is replaced in ¢/ by =07 — Xo.

We next describe how & states that ¢ does not hold at the next call to T (& is similar). We need
to state that either there is no future call to T, or such a call exists and —¢ holds at the first such
call. Consider the path from T to T in H. Assume for simplicity that the path is T}, Ty, . . ., Tk
where T = T. For each i, 1 < i < k, we define inductively (from k — 1 to 1) formulas «;, Bi(—¢)
such that ; says that there is no call leading to T in the remainder of the current subrun of T;,
and f;(—¢) says that such a call exists and the first call leads to a subrun of T satisfying —¢. First,
Qg1 = G(—|0‘T’k) and fr_1(—¢) = —|O'70-k U[-¢]y.For1<i<k-1,a; = G(a}’i+1 — [ai1]T,,,) and
Bi(=p) = (03— [@ir1lr,,,) Uira (@)1, Now & = &) V V1< & where £] states that there
is no next call to T and 5{ states that T; is the minimum task such that the next call to T occurs
during the same run of T; (and satisfies —¢). More precisely, let [{1]7,, [V2]1,, - . . [¥&]1, be the path
leading from [£]7, to [/]r in Tree(£) (so Y1 = & and ¢ = ). Then £} is obtained by replacing each
¥; by 3,1 < i < k, defined inductively as follows. First, {/4_; is obtained from i/;_; by replacing
[Vi]r, with [Yil7, A ag—1.Forl <i< k-1, i; is obtained from 1; by replacing [Vis1]T,,, With
[ir1]T,,, A ;. For 1 < j < k, & is obtained by replacing in ;, [Yjs1lTy,, with [Yj41]1,,, A Bi(=e).
It is clear that &; states the desired property. The formula &, is constructed similarly. Note that

r(& v &) <rd).
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Now suppose T is an ancestor of T. We reduce this case to the previous (T = T). Let T be the
child of T. Suppose [{7]7 is the ancestor of [/]7 in Tree(¢). Then & is equivalent to & = & V &
where:

(1) &; says that ¢ does not hold at the next action of T wrt < (or no such next action exists) and
 is replaced by /(X7 « false) (< denotes substitution)

(2) & says that ¢ holds at the next action of T wrt < and  is replaced by Y/(Xr¢ < true)

To state that ¢ does not hold at the next call to T (or no such call exists) &; is further modified by
replacing in ¢, [{1 |7 with [{1/ 17 A (G(=0F,) V (=0f, U (07, A =X7¢)). Smilarly, &, is further
modified by replacing in ', [{7- |7 with [ ]77 A (=07, U (07, A X1@)). Note that there are now
two occurrences of X7¢ in the modified /7’s. By applying twice the construction for the case T = T
we obtain an equivalent £ such that r(£) < r(&).

Next consider the case when T is an ancestor of T. Suppose the path from T; to T in H is
Ty,...,Ti,...Tx where T; = T and Ty = T. Consider the value of Xr¢ in the run py of T on which
¥ is evaluated. Similarly to the case T = T, there are two cases: ¢ holds at the next invocation of T
following py, or it does not. Thus, ¢ is equivalent to &; V &, where:

(1) & says that ¢ does not hold at the next call to T (or no such call exists) and Xr¢ is replaced
in ¢ by Bi(¢), where fB;(¢) says that there exists a future call leading to T in the current run
of T, and the first such run of T satisfies ¢; B;(¢) is constructed as in the case T = T.

(2) & says that ¢ holds at the next call to T following the current run of T and Xr¢ is replaced
in ¢ by a; V Bi(¢) where a;, constructed as for the case T = T, says that there is no future
call leading to T in the current run of T.

To say that ¢ does not hold at the next call to T following py (or no such call exists), £; is modified
analogously to the case T = T, and similarly for &,.

Finally suppose the least common ancestor of T and T is T distinct from both. Let [¢+]+ be the
ancestor of [(/]1 in Tree(¢). Consider the value of X7¢ in the run of T on which ¥ is evaluated.
There are two cases: ¢ holds at the next invocation of T following the run of T, or it does not. Thus,
& is equivalent to & V &, where:

(1) & says that ¢ does not hold at the next call to T (or no such call exists) and ¥ is replaced by
Y (Xro — false)
(2) & says that ¢ holds at the next call to T and ¢ is replaced by ¢/(Xr¢ « true)

To say that ¢ does not hold at the next call to T (or no such call exists), & is modified analogously
to the case T = T, and similarly for &,, taking into account the fact that the next call to T, if it exists,
must take place in the current run of T or of one of its ancestors. This completes the simulation of
XT(p.

Now suppose & has a subformula (¢; Ur ¢2) of maximum rank. Pick one such occurrence and
let T be the minimum task (wrt ) such that (¢; U7 ¢;) occurs in [i/]7. There are several cases:
T =T, T is an ancestor or descendant of T, or neither. The simulation technique is similar to the
above. We outline the construction for the most interesting case when T = T.
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Consider the run of T on which [/]7 is evaluated. There are two cases: () (¢; Ur ¢2) holds on
the concatenation of the future runs of T, or (}) does not hold. Thus, & is equivalent to & V &
where:

(1) & says that () holds and ¢ is modified by replacing the occurrence of (¢; Ur ¢,) with
Gop1 V (91U @), and

(2) & says that (1) does not hold and ¢ is modified by replacing the occurrence of (¢; Ut ¢2)
with (1 U @2).

We show how &; ensures (). Let Ty, . . ., T be the path from root to T in H. For each i, 1 < i < k,
we define inductively (from k — 1 to 1) formulas «;, f; as follows. Intuitively, @; says that all future
calls leading to T from the current run of T; must result in runs satisfying G ¢:

o a1 = G062 — [G gil).

efori<i<k-1,a;= G(c7¥1_+1 — [aivlT,,)
The formula f; says that there must be a future call to T in the current run of T; satisfying ¢;Ug;
and all prior calls result in runs satisfying G¢;:

® fr-1 = (07, = [Ge1lr) Ule1Ugzlz,.,

eforl<i<k- 1, ﬁ,’ = (CJ’%Jr1 ad [(X,’.,.]]THI) U [ﬁi+1]Ti+1'

Now &1 is V< j< & where &; states that the concatenation of runs resulting from calls to T within
the run of T; on which [I//j]Tj is evaluated, satisfies (¢; U ¢;). More precisely, let [i/1]7,, ..., [Yx]r

be the path from [£]7, to [{/]7 in Tree(¢) (so ¢y = & and ;. = ). For each j we define xﬁl’ 1<i<k
as follows:

eifj<k—-1, lﬁi_l is obtained from yx_; by replacing [x ]z, with [Vl A ak—1

eifj=k-1, lﬁi_l is obtained from 1/, by replacing [k ], with [{x]r, A Br-1

oforj<i<k-1, xﬁlj is obtained from y; by replacing [y, |1, with [y, ]1.., A a;

i+1 i+1
. ¢]] is obtained from 1; by replacing [ ;+1]Tj+l with [xﬁf+l]7j+l A Bj
o for1<i<j lﬁlj is obtained from ¥; by replacing [¢;41]r,,, with [lﬁij ) Tin-

Finally, & = [g&{ ]7,. The formula &, is constructed along similar lines. This completes the case
(¢1 Ut ¢2).

Consider now the case when the formula of maximum rank is a proposition (p, o) € PX, where
pePrando e 2%”5. There are several cases:
e (p,0) occurs in [/]1. Then (p, o) is replaced with p A o.

e (p,0) occurs in [¢/]7 where T # T and T is not a child or parent of T. Then (p, o) is replaced
with false.

e (p, o) occurs in [(r-]7 for some parent T’ of T. If ¢ € X7 then (p, o) is replaced with false in
Yr. If 0 = o then (p, o) is replaced by [p]r. If o = o, we use the past temporal operator S
whose semantics is symmetric to U. This can be simulated in LTL, again as a consequence of
Kamp’s Theorem [41]. The proposition (p, o) is replaced in {7- by 5. A ((m07) S [F(of Ap)]T)
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e (p,0) occurs in 7|1 for some child T’ of T. Let [{/7]1 be the parent of [/7/]7 in Tree(£).
As above, if o € 21 then (p, 0) is replaced with false in y7-. If o = 07,, there are two cases:
(1) p holds in T when the call to T’ generating the run on which 7~ is evaluated is made,
and (2) the above is false. Thus, Y7 is replaced by /1. V /2 where /7. corresponds to (1) and
Y2 to (2). Specifically:

— i} is obtained from ¥ by replacing [¢7-]7 with p A [¢/7, 17, where 7, is obtained from
Y1 by replacing (p, 07,) with o7,

- /2 is obtained from i1 by replacing (/717 with —p A [/2,]7- where /2, is obtained from
Y1 by replacing (p, 07,) with false.

Now suppose o = o7,. Again, there are two cases: (1) if T’ returns then p holds in the run of
T when T’ returns, and (2) this is false. The two cases are treated similarly to the above.

This concludes the proof of the lemma. O

Theorem 27 now follows. Let ¢f be an interleaving-invariant LTL-FO formula over I'. By Lemma
69, we can assume that ¢ is in local-LTL and in particular uses the set of propositions PX. By Lemma
70, there exists an HLTL formula ¢ equivalent to ¢ over w-words in H(T'), using propositions in
P U 3. Moreover, by construction, each sub-formula [¢/]1 of & uses only propositions in Py U Z"Tbs.
It is easily seen that £ is a well-formed HLTL-FO formula equivalent to ¢ on all runs of T.

B RESTRICTIONS AND UNDECIDABILITY

We provide a proof of Theorem 28 for relaxing restriction (2). Recall that HAS® allows subtasks of
a given task to overwrite non-null ID variables. The same proof idea can be used for restrictions (1)
to (7).

Proor. We show undecidability by reduction from the Post Correspondence Problem (PCP)
[54, 57]. Given an instance P = {(a;, b;)}1<i<k of PCP, where each (a;, b;) is a pair of non-empty
strings over {0, 1}, we show how to construct a HAS® T and HLTL-FO formula @y such that there
is a solution to P iff there exists a run of T satisfying ¢r (i.e., I' [£ —r).

The database schema of I' contains a single relation
G(id, next, label)

where next is a foreign-key attribute referencing attribute id and label is a non-key attribute. Let
a, f be distinct id values in G. A path in G from « to f is a sequence of IDs iy, . . ., i, in G where
a = ig, f = in, and for each j,0 < j < n, ij;; = ij.next. It is easy to see that there is at most one
path from « to § for which i; # @, f for 0 < j < n, and the path must be simple (iy, i1, . . ., i, are
distinct). If such a path exists, we denote by w(a, f§) the sequence of labels iy.1abel, ..., i,.label
(a word over {0, 1}, assuming the values of 1abel are 0 or 1). Intuitively, I' and ¢¢ do the following
given database G:

(1) non-deterministically pick two distinct ids «, f in G

(2) check that there exists a simple path from « to f and that w(e, ) witnesses a solution to
P; the uniqueness of the simple path from « to f is essential to ensure that w(a, §) is well

defined.
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Step 2 requires simultaneously parsing w(a, f) as as, . . . as,, and bs, ... b5, for somes; € [1,k],1 <
i < m, by synchronously walking the path from « to § with two pointers P, and Pj,. More precisely,
P, and Py, are initialized to a. Then repeatedly, an index s; € [1, k] is picked non-deterministically,
and P, advances |as;| steps to a new position P, such that the sequence of labels along the path
from P, to P, is as; and no id along the path equals a or f. Similarly, P, advances |bs;| steps to
a new position P;, such that the sequence of labels along the path from P, to P; is bs; and no id
along the path equals « or f. This step repeats until P, and P, simultaneously reach S (if ever). The
property ¢r checks that eventually P, = P, = f, so w(a, #) witnesses a solution to P.

In more detail, we use two tasks T, and T, where T, is a child task of T, (see Figure 15).

Te: (start_end [Pa Po |

N

Te: [ start end Pa Po| P2 Py |

Fig. 15. Undecidability for HAS®).

Task T, has two input variables start, end (initialized to distinct ids « and 8 by the global precondi-
tion), and two artifact variables P, and P, (holding the two pointers). T, also has a binary artifact
relation S whose set variables are (P,, Pp). At each segment of T, the subtask T, is called with
(Pg, Py, start, end) passed as input. Then an internal service of T, computes P/ and P;, such that
Pg, Pl, P, and Pl,: satisfy the condition stated above for some s; € [1, k]. Then T, closes and returns
P, and P, to Ty, overwriting P, and P}, (note that this is only possible because restriction (2) is lifted).
At this point we would like to call T, again, but multiple calls to a subtasks are disallowed between
internal transitions. To circumvent this, we equip T, with an internal service that simply propagates
(Pa, Py, start, end). The variables start, end are automatically propagated as input variables of T},.
Propagating (P,, Pp) is done by inserting it into S and retrieving it in the next configuration (so
8 = {+S(Pg4, Pp), —S(Pg, Py)}). Now we are allowed to call again T, as desired.

It can be shown that there exists a solution to P iff there exists a run of the above system that
reaches a configuration in which P, = P, = end. This can be detected by a second internal service
success of T, with pre-condition P, = P, = end. Thus, the HLTL-FO property ¢y is simply [F
(success)]t,. Note that this is in fact an HLTL formula. Thus, checking HLTL-FO (and indeed HLTL)

properties of HAS® systems is undecidable. O

C COMPLEXITY OF VERIFICATION WITHOUT ARITHMETIC

Let I' be a HAS and ¢ an HLTL-FO formula over I'. Recall the VASS V(T, f) constructed for
each task T and assignment f to ®7. According to the discussion of the complexity of verification
in Section 5, checking whether ' [£ ¢ can be done in O(hlogn - 2¢41°¢(@)) nondeterministic
space, where c is a constant, h is the depth of H, and n, d bound the number of states, resp. vector
dimensions of “V(T, f) for all T and . We will estimate these bounds using the maximum number
of T-isomorphism types, denoted M, and the maximum number of TS-isomorphism types, denoted
D. We also denote by N the size of (', ¢r). To complete the analysis, the specific bounds M and D
will be computed for acyclic, linear-cyclic, and cyclic schemas, as well as with and without artifact
relations.

By our construction, the vector dimension of each V(T, f) is the number of TS-isomorphism
types, so bounded by D. The number of states is at most the product of the number of distinct
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T-isomorphism types, the number states in B(T, ), the number of all possible 6 and the number of
possible states of ¢;;,. And since the number of T;-isomorphism types is no more than the number
of T-isomorphism types if T, is child of T, the number of all possible a is at most (3 + M)!chidTI <
(3+M)N . Note that the number of states in B(T, f8) is at most exponential in the size of the HLTL-FO
property ¢y (extending the classical construction [65]). Thus,n = M - 20N (3 + M)N . 2D bounds
the number of states of all V(T p). It follows that O(hlog n- 2¢¢1°8(@)) = O(h- N -log M - 2¢"P1g D),
yielding the complexity of checking I' | ¢. Thus, checking whether I' |= ¢f can be done in
O(h? - N?log? M - 2¢'Plog D) deterministic space by Savitch’s Theorem [57], for some constant c.

For artifact systems with no artifact relation, the bounds degrade to O(h - N log M) and O(h? -
N?log? M).

The number of T- and TS-isomorphism types depends on the type of the schema DB of T, as
described next. In our analysis, we denote by r the number of relations in DB and a the maximum
arity of relations in DB. We also let k = maxreg ||, s = maxreq |57 | and h be the height of H.

Acyclic schema. if DB is acyclic, then the length of each expression in the navigation set is
bounded by the number of relations in DB. So the size of the navigation set of each T-isomorphism
type is at most a” k. The total number of T-isomorphism types is at most the product of the number
of possible navigation sets and the number of possible equality types. So M = (r + 1)k - (a"k)* ¥ is
a bound for the number of T-isomorphism types for every T.

For TS-isomorphism types, we note that within the same path in V(T, f8), all TS-isomorphism
types have the same projections on Xi{I since the input variables are unchanged throughout a local
symbolic run. So within each query of (repeated) reachability, each TS-isomorphism type can be
represented by (1) the equality connections from expressions starting with x € )EiTn to expressions
starting with x € 57 and (2) the equality connections within expressions starting with x € 57.
For (1), the total number of all possible connections is at most M; ™ where M, is the number of
expressions starting with x € %! and M, is the number of expressions starting with x € §7. For (2),
the total number of all possible connections is at most Méwz. Note that M; < a"k and M, < a”s. So
the total number of TS-isomorphism type is at most D = (r+1)-(a"k-a"s)?" s = (r+1)°-(a* k-5)*'S.
So for DB of fixed size and ST of fixed arity, the number of T-isomorphism type is exponential in k
and the number of TS-isomorphism type is polynomial in k.

By substituting the above values of M and D in the space bound O(h? - N?log? M - 26 P18 D) e
obtain:

THEOREM 71. For HAST with acyclic schema and HLTL-FO property ¢r overT,T' |= ¢f can be
checked in O(exp(N*')) deterministic space, where ¢c; = O(a"'°8"s). If T does not contain artifact
relations, then T |= @f can be checked in c; - NOW deterministic space, where ¢, = O(a*" log® a").

Note that if DB is a Star schema [42, 64], which is a special case of acyclic schema, then the size
of the navigation set is at most ark instead of a"k. So verification has the complexities stated in
Theorem 71, with constants ¢; = O(ars) and ¢, = O(ar? log? ar) respectively.

Note that with the simulation used in Lemma 68, the number of variables is at most quadratic in
the original number of variables. This only affects the constants in the above complexities.

Linearly-cyclic schema. Consider the case where DB is linearly cyclic. To bound the number
of T- and TS-isomorphism types, it is sufficient to bound A(T), which equals to 1 + k - F(J) where
6 = maxr, echitary{h(Tc)} if T is a non-leaf task and 6 = 1if T is a leaf. And recall that F(5) is the
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maximum number of distinct paths of length at most § starting from any relation in the foreign
key graph FK. If DB is linearly cyclic, then by definition, the graph of cycles in FK form an acyclic
graph G (each node in G is a cycle in the FK graph and there is an edge from cycle u to cycle v iff
there is an edge from some node in u to some node in v in FK).

Consider each path P of length at most § in FK. P can be decomposed into a list of subsequences
of nodes, where each subsequence consists of nodes within the same cycle in FK (as shown in
Figure 16).

Fig. 16. A path in a Linearly-Cyclic Foreign Key graph.

So F(6) can be bounded by the product of (1) the number of distinct paths in G starting from any
cycle and (2) the maximum number distinct paths of length at most § formed using subsequences
of nodes from cycles within the same path in G. It is easy to see that (1) is at most a”. And since the
length of a path in G is at most r, (2) is at most §”. Thus F(J) is bounded by a” - §" = (a - §)".

So if DB is linearly cyclic, then h(T) is bounded by 1 + a"k if T is a leaf task and h(T) is bounded
by 1+(a-5)" - kif T is non-leaf task where § = maxr, ccpira(r){M(T;)}. By solving the recursion, for
every task T, we have that h(T) < ¢ - (a- k)"" for some constant c. So the size of the navigation set
of each T-isomorphism type is at most ¢ - (a - k)"**1_ Thus the number of T- and TS-isomorphism
types are bounded by (r + 1)F - (¢ - (a - k)r(h“))c'(a‘k)r(hm. By an analysis similar to that for acyclic
schemas, we can show that

THEOREM 72. For HAST with linearly-cyclic schema and HLTL-FO property o7 overT, T |= ¢f
can be checked in O(2-exp(N°t"")) deterministic space where ¢, = O(r). IfT does not contain artifact
relations, then T |= ¢ can be checked in O(N€2'h) deterministic space where c; = O(r).

Cyclic schema. If DB is cyclic, then each relation in FK has at most a outgoing edges so F(9) is
bounded by a®. So h(T) = O(k - a®) where § = 1if T is a leaf task and § = maxr, echitd(t) M(Te)
otherwise. Solving the recursion yields A(T) = h- exp(O(N)). By pursuing the analysis similarly to
the above, we obtain the following:

THEOREM 73. For HAST with cyclic schema and HLTL-FO property ¢r over I', T |= ¢ can be
checked in (h + 2)-exp(O(N)) deterministic space. If T does not contain artifact relations, thenT |= ¢y
can be checked in h-exp(O(N)) deterministic space.

To summarize, the schema type determines the size of the navigation set, and hence the complexity
of verification, as follows (h the height of the task hierarchy and N the size of (T, ¢r)).

e Acyclic schemas are the least general, yet sufficiently expressive for many applications. A
special case of acyclic schema is the Star schema [42, 64] (or Snowflake schema) which is
widely used in modeling business process data. For fixed acyclic schemas, the navigation sets
have constant depth.
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e Linearly-cyclic schemas extend acyclic schemas but yield higher complexity. In general, the
size of the navigation set is exponential in h and polynomial in N. Linearly-cyclic schemas
allow very simple cyclic foreign key relations such as a single Employee-Manager relation.
They include important special cases such as schemas where each relation has at most one
foreign key attribute.

e Cyclic schemas allow arbitrary foreign keys but also come with much higher complexity (a
tower of exponentials of height h), as the size of navigation sets become hyper-exponential
wrt h.

D VERIFICATION WITH ARITHMETIC

We next outline the technical details for verification with arithmetic, starting with a review of
quantifier elimination and real algebraic geometry.

D.1 Review of Quantifier Elimination

The quantifier elimination (QE) problem for the reals can be stated as follows.

DEFINITION 74. For real variablesY = {y;}1<i<; and a formula ®(Y) of the form (Q1x1) . . . (QxxXx)
F(yr...y1,x1...xx) whereQ; € {3,V} and F(y; ... y;, %1 . . . Xx ) is a Boolean combination of polyno-
mial inequalities with integer coefficients, the quantifier elimination problem is to output a quantifier-
free formula ¥(Y) such that for every Y € R!, &(Y) is true iff ¥(Y) is true.

The best known algorithm for solving the QE problem for the reals has time and space complexity
doubly-exponential in the number of quantifier alternations and singly-exponential in the number
of variables. When applying QE in verification of HAS, we are only interested in formulas that are
existentially quantified. According to Algorithm 14.6 of [5], the result for this special case can be
stated as follows:

THEOREM 75. For existentially quantified formula ®(Y), an equivalent quantifier-free formula ¥(Y)
can be computed in time and space (s - d)°F°0) where s is the number of polynomials in ®, d is the
maximum degree of the polynomials, k is the quantifier rank of ® andl = |Y|.

Note that in the special case when [ = 0, quantifier elimination simply checks satisfiability. Thus
we have:

COROLLARY 76. Satisfiability over the reals of a Boolean combination ® of polynomial inequalities
with integer coefficients can be decided in time and space (s-d)°X), where s is the number of polynomials
in ®, d is the maximum degree of the polynomials, and k is the number of variables in ®.

Also in Section 14.3 of [5], it is shown that if the bit-size of coefficients in ® is bounded by z,
then the bit-size of coefficients in ¥ is bounded by 7 - dOKO0),

D.2 Review of General Real Algebraic Geometry

We next review a classic result in general real algebraic geometry.

DEFINITION 77. For a given set of polynomials P = {Py,...,Ps} over k variables {x;}1<i<k, a
sign condition of P is a mapping o : P +— {-1,0,+1}. We denote by k(c, P) the semialgebraic set
{x|x € R¥, sign(P(x)) = o(P),VP € P}’ called the cell of the sign condition ¢ for P.

"The sign function sign(x) equals —1if x < 0,0 if x = 0 and 1 if x > 0.
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We use the following result from [6, 39]:

THEOREM 78. Given a set of polynomials P with integer coefficients over k variables {x;}1<;<k,
the number of distinct non-empty cells, namely #{c : P +— {-1,0,+1} |x(c,P) # 0}, is at most
(s -d)°®), where s = |P| and d is the maximum degree of polynomials in P.

Given a set of polynomials $, we can use the following naive approach to compute the set of sign
conditions resulting in non-empty cells. We simply enumerate sign conditions of  and discard sign
conditions that results in empty cells or cells equivalent to any recorded sign conditions known to
be non-empty. Checking whether a cell is empty and checking whether two cells are equivalent
can be reduced to checking satisfiability of a formula of polynomial inequalities. By Corollary 76,
this naive approach takes space (s - d)°%.

THEOREM 79. Given a set of polynomials P over {x;}1<i<k, the set of non-empty cells {o : P —
{~1,0,+1} | k(c, P) # 0} defined by P can be computed in space (s - d)°%) wheres = |P| and d is

the maximum degree of polynomials in P.

D.3 Cells for Verification

Intuitively, in order to handle arithmetic in our verification framework, we need to extend each
isomorphism type 7 with a set of polynomial inequality constraints over the set of numeric
expressions in the extended navigation set &7.

We say that an expression e is numeric if e = x for some numeric variable x or e = xg.w and the
last attribute of w is numeric. For each task T, we denote by & the set of numeric expressions of T
where for each xg.w € 8%, |w| < h(T).

The constraints over the numeric expressions are represented by a non-empty cell x (formally
defined below). When a service is applied, the arithmetic parts of the conditions are evaluated

’

against k. And for every transition I 5 I’ where k, k' are the cells of I, I’ respectively, if any
variables are modified by the transition, then the projection of k’ onto the preserved numeric
expressions has to refine the projection of k onto the preserved numeric expressions. Similar
compatibility checks are required when a child task returns to its parent.

We introduce some more notation. For every T € H, we consider polynomials in the polynomial
ring Z[Sé ]. For each polynomial P, we denote by var(P) the set of numeric expressions mentioned
in P and for a set of polynomials #, we denote by var(®) the set | Jpcp var(P). For P C Z[Sé]
and & C Sé, we denote by | the set of polynomials {P|P € P, var(P) C E}.

We next define the cells used in our verification algorithm. At task T, for a set of numeric
expressions & C 8& and a set of polynomials  where var(P) C &, we define the cells over (&, P)
as follows.

DEFINITION 80. A cell k over (8, P) is a subset of RI€! for which there exists a sign condition o of
P such that x = k(o,P).

For P C Z[Sé], we denote by K(P, E) the set of cells over (&, P|E). Namely, K(P,E) =
{x(o,P|E)|o € P|E +— {-1,0,+1}}. And we denote by K(P) the set of cells Us;sg K(P,E).

Compatibility between cells is tested using the notion of refinement. Intuitively, a cell x refines
another cell ’ if k can be obtained by adding extra numeric expressions and/or constraints to x’.
Formally,
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DEFINITION 81. For cell x over (6,P) and cell " over (§',P’) where k = k(o,P) and ¥’ =
k(o’,P’), we say that k refines k', denoted by k C «’, if &' € &, P’ C P and o|P’ = o’. Note that if
E =8, thenk Ex" iffk C«'.

We next define the projection of a cell onto a set of variables. For each cell x over (&, P) where
& C 8]1{ and variables ¥ C %7, the projection of x onto %, denoted by k|%, is defined to be the
projection of k onto the expressions &|x where E|x = {e € E|le = xg.w V e = x,x € x}. By the
Tarski-Seidenberg theorem [61], x|x is a union of disjoint cells. Also, the projections k|x can be
obtained by quantifier elimination. Let (k) be the conjunctive formula defining x using polynomials
in . Then by treating &|x as the set of free variables, the formula ¥(x) obtained by eliminating
& — E|x from O(k) defines k|x. We denote by proj(k, x) the set of polynomials mentioned in ¥(x).
It is easy to see that x|x is a union of cells over (&|%, proj(x, x)).

The following notation is useful for checking compatibility between a cell and the projection
of another cell: we define that a cell k refines another cell k” wrt to projection to x, denoted as
K Cx k’, if there exists a cell K C x’|x such that k C .

ExaMPLE 82. We illustrate the key notations of cells, projection and refinement in Figure 17. Consider
a task T with only two numeric variables {x,y} where x is an input variable. Figure 17(a) illustrates
a cell ky defined by 3 half-planes Ly, L, and Ls, which are polynomial constraints from the task T.
When an internal service of T is applied, the pre-condition is first evaluated against {L1, Ly, L3}, then
the value of x is propagated, so the triangular region k1 is projected to the x-axis and comes the cell
Ky illustrated in Figure 17(b). Finally, the post-condition is evaluated thus the resulting cell k5 is a
refinement of k, with the additional constraints Ly and Ls from the post-condition.

\\
Project onto {x} Refine with L4, L5 —~ L4
_ —_— Ks L5
a ] i - K b
(a) A cell of {x, y} defined by (b) Projecting onto {x} results in (c) Refinement of k,
half-planes L1, L2 and L3 aregion definedbya<x<b

Fig. 17. lllustration of cells, projection, and refinement

Finally, we introduce notation relative to variable passing between parent task and child task.
For each task T and T, € child(T), we denote by 8£0HT the set of numeric expressions {ele €
T

Sé“,e =xVe=XRWXE il U g

n Dut}. In other words, 8]§C_’T is the subset of expressions in

Sé” connected with expressions in 8& by calls/returns of T,. Let fi,, four be the input and output
mapping between T and T,. For each expression e € 8];“_’T, we define e’e™7 to be an expression in
8& as follows. If e = x, then e’ =T = (fi, 0 fous)(x). If e = xg.w, then eT>T = ((fin © four)(x))r.W.
For a set of variables & C 8]1?_”, we define &7 to be {e7>T|e € &}. For a polynomial P over
SécﬁT where T, € child(T), we denote by P77 the polynomial obtained by replacing in P each
numeric expression e with e’e=T. For a cell k of T, where k = k(c, P) and var(P) C Sé”_}T for
every P € P, we let ke =7 to be the cell of T which equals k(c’, P’), where P’ = {PTe=T|P € P}
and o’ is a sign condition over P’ such that ¢’(PT<=T) = 5(P) for every P € P.
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D.4 Hierarchical Cell Decomposition

We now introduce the Hierarchical Cell Decomposition. Intuitively, for each task T, we would like
to compute a set of polynomials # and a set of cells K7 such that for each subset & of &I, the set

of cells over (&, P|E) in Ky is a partition of RI€!.

The set of cells Kt satisfies the property that for the set of polynomials # mentioned at any
condition of T in the specification I' and HLTL-FO property ¢, each cell x € K7 uniquely defines
the sign condition of . This allows us to compute the signs of any polynomial in any condition in
the local symbolic runs. In addition, for each pair of cells k, k’ € Kr, we require that the projection
of k¥ and k’ to the input variables Xﬂ (and 9?{1 U 57) be disjoint or identical. So to check whether
two cells x and k" of two consecutive symbolic instances in a local symbolic run are compatible
when applying an internal service, we simply need to check whether their projections on )?ia are
equal (note that refinement is implied by equality). Finally, for each child task T, of T, for each cell
k € Kr and x” € Kr,, k uniquely defines the sign condition for the set of polynomials that defines
K’|J?iﬁc and 1<'|(3‘COTSt U 32;“). This reduces to the problem of checking cell refinements when child

tasks are called or return.

The Hierarchical Cell Decomposition is formally defined as follows.

DEFINITION 83. The Hierarchical Cell Decomposition associated to an artifact system H and
property ¢y is a collection {Kr }rcq( of sets of cells, such that for each T € H, Kr = K(P7), where
the set of polynomials P1 is defined as follows. First, let Pt consist of the following:

(1) all polynomials mentioned in any condition over X inT and the property of,
(2) polynomials {e|e € 8&} U{e—e'le,e’ € 8%}, and

(3) forevery T, € child(T) and subset x C xle

<. the set of polynomials {PT<=T|P € proj(x, 3?;“ U
X),K € «Tc .

Next, let P5 = Pr U Ucexpy) Proj(x, xL U ST). Finally, P = P53 U Ucexps) proj(k, xl).

Intuitively, when T is a leaf task, the set of cells Kt is constructed simply from (1) all polynomials
within services of T and the parts of HLTL-FO property ¢f related T and (2) all possible tests of
equality. When T is a non-leaf task, in addition to (1) and (2), we also need to take into account the
constraints propagated to T from each child task T, of T, which can be obtained by projecting cells
in K, onto T,’s input/output variables, resulting in the set of polynomials in (3).

The Hierarchical Cell Decomposition satisfies the following property, as desired.

LEMMA 84. Let T be a task and P;. as above. For every pair of cells k1, k, € Kr, and x = (JZIT1 usT)
orx = fiﬁ, ifx; € K(Pg, E1) and x; € K(Py, E) where E1|x = E;|%, then k1 |x and x;|x are either
equal or disjoint.

Proor. We prove the lemma for the case when x = )Eif]. The proof is similar for x = X£ ust.

Let 73; = Uce(](‘(p;_) proj(x, 32“T1) For each cell k € K(Py, &), since P1|E = (P1|E) U (¢;|8) as
Pr=PLU 55;, there exist k; € K(PS, E) and k; € K(P3, E) such that k = k1 N k,. Then consider
Klfiﬂ . Since all polynomials in f’; are over expressions of 5(51 , we have Klii{] = (k1 N Kz)lfiﬂ =
(k1 |)Ei{1 ) N k5. And by definition, proj(x;, )Zi{] ) C PS, s0 Ky uniquely defines the sign conditions for
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proj(ki, iiﬂ), which means that either k, N k3 IXE] =0Qorky; C Ky I)E;. And as k; Nk IXIT] = Kl)?i{1 is
T
in

Therefore, for every k; € K(P/.,E1) and k, € K(P-., E2) where &; IXi{] = 82|)EiTn = &, there exist
cells K1, K2 € K(P.., E) such that Kllfi{] = K1 and K2|32iTn = K. Since K; and K, are either disjoint or
equal, k;|%] and x| are also either disjoint or equal. O

non-empty, k|X. = Kj.

From the above lemma, the following Corollary is obvious:

COROLLARY 85. For every task T and k € ‘Kr, 1<|5ci{1 and 1<|(5c{q U sT) are single cells in Kr.

In view of the corollary, we use the notations of single-cell operators (projection, refinement,
etc.) on K|32i{] and K|(32£ U 57) in the rest of our discussion.

To be able to connect with child tasks, we show the following property of Kr:

LEMMA 86. For all tasks T and T, where T, € child(T), and every cellk; € Ky and k; € K, where
K1 € ‘K(P}, &E1) andk, € W(P}C, &), for each set of variables x = }?77.‘ ' U § where §j is some subset of

J‘c% I ifE11% = (E2)T7T|x, then either (1) k; Ty (k2)Te™T or (2) k1 |% is disjoint from (k)T =T |%.

Proor. Denote by SD{ the set of polynomials {P7<=T|P € proj(x, %),k € Kr,}. For each cell
k1 € K(P/., E1), there exists K1 € W(ch’ &) such that k; C k4. For each cell k, € 7((7’%6, &,), as
&E|x = ()T T|x, (k)T ™7 |% is a union of cells in 7((505‘6, &1). So either &, is disjoint with or
contained in (x2) 7T |x. If &1 and ()77 |% are disjoint, then (k2)7e =T |x and x| are disjoint. If
K1 C (xk2)Te™T|%, then we have x; C &1 C (k2)7e ™7 |% so k; Tx (k)T ™7, O

D.5 Extended Isomorphism Types

Given the Hierarchical Cell Decomposition {Kr } <4, we can extend our notion of isomorphism
type to support arithmetic.

DEFINITION 87. For navigation set Er, equality type ~, over 8; andk € Kr, thetripler = (&1, ~
,K) is an extended T-isomorphism type if

o (&r,~) is a T-isomorphism type, and

o k = k(0, PLI(EL N E)) for some sign condition o of PL|(EL N EL) such that for every numeric
expressione,e’ € EX,e ~. ¢ iffo(e—e’)=0ande ~; 0 iffo(e) = 0.

For each condition 7 over ¥’ and extended T-isomorphism type 7, T |= 7 is defined as follows.
For each polynomial inequality “P o 0” in 7 where o € {<, >, =}, P 0 0 is true iff 6(P) o 0 where o
is the sign condition of k. The rest of the semantics is the same as in normal T-isomorphism type.

The projection of an extended T-isomorphism type 7 on )’ciT1 and fiﬂ U7 is defined in the obvious
way. For r = (Er, ~¢, k), we define that r|x = (E7|x, ~; |%, x|x) for x = JZiE orx = 9‘(& U 5T, The
projection of 7 on %! and %! U §7 up to length k is defined analogously. The projection of every
extended T-isomorphism type on %7 U §” is an extended TS-isomorphism type.

To extend the definitions of local symbolic run and symbolic tree of runs, we first replace T-
isomorphism type with extended T-isomorphism type and TS-isomorphism type with extended

, Vol. 1, No. 1, Article . Publication date: May 2018.



:64

TS-isomorphism type in the original definitions. The semantics is extended with the following
rules.

For two symbolic instances I and I’ where the cell of I is k and the cell of I’ is k’, I’ is a valid
successor of I by applying service ¢ if the following conditions hold in addition to the original
requirements:

e if ¢’ is an internal service, then Klii{] = K'|X‘i{,.
e if ¢’ is an opening service of T, € child(T) or closing service of T, then k = k.
o if ¢’ is a closing service of T, € child(T), then x’ C k.

The counters ¢ are updated as in transitions between symbolic instances without arithmetic. Each
dimension of ¢ corresponds to an extended T'S-isomorphism type.

For each local symbolic run pr = (Tin, Tous, {(Ii, 6i) }o<i<y), the following are additionally satis-
fied:

® Kip = K0|32i2, where k;, is the cell of 7;, and K is the cell of 7y;
o if 7oy # L, then koyr Cer T Ky—1, Where Koy, is the cell of 7, and k), is the cell of 7, ;.
in out

In a symbolic tree of runs Sym, for every two local symbolic runs p7 = (%in, Tous, {(Ii» 0i) }o<i<y)
and pr, = (t/,, 75 {I}, 0{)}o<i<y’) Where T, € child(T), if pr, is connected to pr by an edge
labeled with index i, then the following conditions must be satisfied in addition to the original
requirements:

o for the cell ; of symbolic instance I; and the cell k;, of 7/, , k; E KI.T;HT.
e if pr, is a returning local symbolic run, then for the cells k.., of 7,, and k; of I; where

T.—

T
oor > wWhere

j is the smallest index such that o; = o7 and j > i, we have that k; Cx, ,;, &
Xnull = {x|x € XTT“CT’X ~z;, hull}.

D.6 Connecting Actual Runs with Symbolic Runs

We next show that the connection between actual runs and symbolic runs established in Theorem
37 still holds for the extended local and symbolic runs. The structure of the proof is the same, so
we only state the necessary modifications needed to handle arithmetic.

D.6.1  From Trees of Local Runs to Symbolic Trees of Runs. Given a tree of local runs Tree, the
construction of a corresponding symbolic tree of runs Sym can be done as follows. We first construct
Sym from Tree without the cells following the construction described in the proof of the only-if
part of Theorem 37. Then for each task T and symbolic instance I with extended isomorphism type
7 in some local symbolic run of T, let & be the set of numeric expressions in 7 and v : & - R the
valuation of & at I. Then the cell x of I is chosen to be the unique cell in K(P., &) that contains v.
For cells k and x’ of two consecutive symbolic instances I and I’ where the service that leads to I’
iso’,

T

e if ¢’ is an internal service, by Lemma 84, as Klfci{] and K’|)_CIE overlaps, we have iclaEi{1 = K’|3‘cm,

e if ¢’ is an opening service, k = k’ is obvious, and
e if ¢’ is a closing service, let & be the numeric expressions of ¥ and &’ be the numeric
expressions of k’. We have & C &’ so P1|E € P1|E’. So k’ can be written as k; N k; where
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k1 € K(P;.,E) and k; € K(P7.,E" — E). As the values of the preserved numeric expressions
are equal in the two consecutive instances, we have k; = ¢ so k¥ E «’.

Thus, each local symbolic run in Sym is valid. Following a similar analysis, one can verify that
for every two connected local symbolic runs pr and pr,, the conditions for symbolic tree of runs
stated in Appendix D.5 are satisfied due to Lemma 86.

D.6.2 From Symbolic Trees of Runs to Trees of Local Runs. Given a symbolic tree of runs Sym,
we construct the tree of local runs Tree as follows. Recall that in the original proof, for each local
symbolic run pr, we construct the global isomorphism type A of pr and use A to construct the
local run pr and database instance Dr. With arithmetic, the construction of A remains unchanged
but we use a different construction for p7 and Dr.

To construct pr and Dr, we first define a sequence of mappings {p; }o<i<, from the sequence
of cells {k;}o<i<y of pr where each p; is a mapping from &1 N 8& to R and &7 is the extended
navigation set of z;. Note that each p; can be also viewed as a point in k;. The sequence of mappings
{pi}to<i<y determines the values of numeric expressions, as we shall see next. For each mapping
p whose domain is the set of numeric expressions &, we denote by p|x the projection of p to
&N (x U {xp.w|x € x}). Then {p; }o<i<y is constructed as follows:

e First, we pick an arbitrary point (mapping) p;, from «;, where k;, is the cell of the input
isomorphism type of pr.

e Then, for each equivalence class £ of life cycles in pr, let k » be the cell of the last symbolic
instances in the last dynamic segments of life cycles in L. Pick a mapping py € ky such
that p, I)?iTn = pin. Such a mapping always exists because, by Lemma 84, for each 0 < i <y,
Kib?ijr“] = Kin-

e Next, for each equivalence class S of segments in L, let ks be the cell of the last symbolic

instance in segments in S. Pick a mapping ps from x s such that p3|(3‘ci€ ushy=p, |(3'c|{1 ush.

Such a mapping always exists because for each life cycle L € L and I; in L, x ¢ |()Ei€ ush)c

K| (%] U sT).

Finally, for each segment S = {(I;, 0i)}a<i<p € S, let p, = ps, and fora < i < b, let

pi = pi+1|%¥ where ¥ = {x|x »+. null} are the preserved variables from I; to I;+;. Such

mappings always exist because for each a < i < b, ;41 E K;.

For the sequence of mappings {p; }o<i<, constructed above, the following is easily shown:

LEmMA 88. For all local expressions (i, e) and (i’, e’) in the global isomorphism type A, where e and
e’ are numeric, (i,e) ~ (i’,e") implies that p;(e) = pi(e’).

Given the above property, we can construct pr and Dr as follows. We first construct pr and
Dy as in the case without arithmetic. Then for each equivalence class [(i, e)], we replace the value
[(i, e)] in pr and D7 with the value p;(e). It is clear that Lemmas 42 and 51 still hold since the global
equality type in A remains unchanged.

To construct the full tree of local runs Tree from the symbolic tree of runs, we perform the above
construction in a top-down manner. For each local symbolic run pr, we first construct {p; }o<i<y
for the root pr, of Sym using the above construction. Then recursively for each pr € Sym and
child pr, connected to pr by an edge labeled with index i, we pick a mapping p;, from k;, of pr,
such that p.TC_’T

i =p; |X£l. And if pr, is a returning run, we pick pyy,; from ko of pr, such that
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Te—T) = _ A . . . . _ .
¢ Fnull = pil|%nu11 Where j is index of the corresponding closing service of at pr, and Xny11 is
out J T,
c
defined as above.

We next construct {p; }o<i<y of pr, similarly to above, except that (1) p;, is given, and (2) if pr,
is a returning run, then for the equivalence class .£ of life cycles where I, _; is contained in some
life cycle L € L, we pick p, such that p £|5ciﬁ" U )EOT;t = poutr- Then pr, and Dy, are constructed
following the above approach. The tree of local runs Tree is constructed as described in the proof

of Theorem 37. Following the same approach, we can show:

THEOREM 89. For every HAST and HLTL-FO property ¢y with arithmetic, there exists a symbolic
tree of runs Sym accepted by B, iff there exists a tree of local runs Tree and database D such that
Tree is accepted by B, on D.

D.7 Complexity of Verification with Arithmetic

Similarly to the analysis in Appendix C, it is sufficient to upper-bound the number of T-and T'S-
isomorphism types. To do so, we need to bound the size of {K7}7e#. By the construction of each
Kr and by Theorem 78, it is sufficient to bound the size of each SD}.

We denote by [ the number of numeric expressions, s the number of polynomials in T and ¢r, d
the maximum degree of these polynomials, t the maximum bitsize of the coefficients, and h the
height of the task hierarchy H. For each task T, we denote by s(T) the number of polynomials in
#; and d(T) the maximum degree of polynomials in #7..

If T is a leaf task, then |Pr| < s + [*. The number of polynomials in #3 is no more than the
product of (1) the number of subsets of 6‘% , (2) the maximum number of non-empty cells over
(&, Pr|E) and (3) the maximum number of polynomials in each proj(x, 321{1 U 5T). By Theorem 75,
the number of polynomials is no more than the running time, which is bounded by ((s + [?) - d)o(lz).
Then by Theorem 78, the number of non-empty cells over (&, Pr|&) is at most ((s +1?)-d)°". Thus,
1P < ((s+1%)- d)°"). By the same analysis, we obtain that for P2, s(T) = 1P < ((s+1%)- d)°1,
Similarly, d(T) can be upper-bounded by ((s + [?) - d)O(l“)_

Next, if T is a non-leaf task, we denote by s’ the size of P and by d’ the maximum degree of
polynomials in Pr. We have that s’ < (s +1%)+ 2T, echild(T) 2k(s(T,)- d(TC))O(IZ) -(s(T,)-d(T.))°" <
(s + 1) + (s(T.) - d(T.)°"), and @’ < maxr, cepiracry(s(Te) - d(Te) L.

Following the same analysis as above, we have that both s(T) and d(T) are at most ((s’+1?)-d nowh),

By solving the recursion, we obtain that s(T), d(T) < ((s + [?) - d)(c'lﬁ)h for some constant c. Then
by Theorem 78, |Xr| is at most (s(T) - d(T))°*). So we have

LEMMA 90. For each task T, the number of cells in Kr is at most ((s + ) - d)(c'lﬁ)h for some constant
c.

The space used by the verification algorithm with arithmetic is no more than the space needed
to pre-compute {Kr} 1< plus the space for the VASS (repeated) reachability for each task T. By

Theorem 79, for each task T, the set Kr can be computed in space O (((s +12). d)(c'lﬁ)h).

For VASS (repeated) reachability, according to the analysis in Appendix C, state (repeated)
reachability can be computed in O(h? - N?log® M - 2¢"P1°8 D) space (O(h? - N? log* M) w/o. artifact
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relation), where h is the height of H, N is the size of (T, ¢f), M is the number of extended T-
isomorphism types and D is the number of extended T'S-isomorphism types. With arithmetic, M
and D are the products of number of normal T-and TS-isomorphism types multiplied by |K7|
respectively. As [ is less than the number of expressions whose upper bounds are obtained in
Appendix C, by applying Lemma 90, we obtain upper bounds for M and D for the different types of
schema.

By substituting the bounds for M and D, we have the following results. Note that for I without
artifact relations, the complexity is dominated by the space for pre-computing {Kr }rcs.

THEOREM 91. LetI' be a HAS with acyclic schema and ¢ an HLTL-FO property over I', where
arithmetic is allowed inT and ¢¢. T |= ¢ can be verified in 2-exp(NO+1) deterministic space. IfT
does not contain artifact relation, then T |= @f can be verified in exp(N O(h+1)) deterministic space.

THEOREM 92. LetT' be a HAS with linearly-cyclic schema and ¢y an HLTL-FO property over T,
where arithmetic is allowed inT and . T |= ¢ can be verified in O(2- exp(N“ ) deterministic space,

where ¢y = O(r). IfT' does not contain artifact relation, then T |= @r can be verified in O(exp(NCZ'hz))
deterministic space, where c; = O(r).

THEOREM 93. Let ' be a HAS with cyclic schema and ¢r an HLTL-FO property over I', where
arithmetic is allowed inT and ¢¢.T |= @5 can be verified in (h + 2)-exp(O(N)) deterministic space. If
I’ does not contain artifact relation, thenT |= ¢f can be verified in (h + 1)-exp(O(N)) deterministic
space.
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Table 3. Symbols for HAS and HLTL-FO.

DB database schema of a HAS
xT artifact variables of task T
X/ )?gut . .
input/output variables of task T

xI /xL :

T "Tel variables of task T passed to T, / returned from T,
xde / x]é ID/numeric variables of task T
ST

artifact relations of task T

sT variables of task T for updating ST
H task hierarchy
child(T) set of children of task T
desc(T) set of descendants of task T (excluding T)
desc*(T) set of descendants of task T (including T)
S artifact relations of all tasks in H
stg stage mapping from tasks to {init, active, closed}
/s pre-condition of an internal task
1 post-condition of an internal task
é update of an internal task
a7 opening service of task T
or closing service of task T
>r set of internal services of task T

oc o c
;Tbs ifct{{?; Ggl | T. € child(T)}

T T 1.0 97, | e
A artifact schema
C the infinite set of arithmetic relation symbols
T HAS
IT global pre-condition of a HAS T’
I=,Y9) instance of a task
AT = (Vins Vout> {(Ii» 0i)}iso) local run of task T
Tree tree of local runs
p ={;,01)}iso0 global run of a HAS
L(Tree) set of all global runs obtained by linearizing Tree
Runsp(T) set of global runs of T on a database D
Runs(T") set of all global runs of T
B, Biichi automaton for the LTL formula ¢
) ordinal omega
FO first-order logic
dFO existential FO
oF HLTL-FO formula over task T
Oy the set of all HLTL-FO subformulas of ¢ over task T
B(T,n) the Biichi automaton constructed from ®7 with adornment 7
B, the collection of all B(T, n)
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Table 4. Symbols for verification without arithmetic.

XR-W navigation expression starting from x with a path w

Er set of navigation expressions via foreign keys of task T

&7 extended navigation set (i.e. &7 U 7 {0,null})

~r equality type over &1

T T-isomorphism type

I=(r,0) symbolic instance with counters ¢

p1 = (Tin, Tout» {1, 0i) }o<i<y) local symbolic run of task T

T TS-isomorphism type

TSip set of input-bound TS-isomorphism type

X oonst subsequence of ¥ that stay unchanged within a transition

Sym symbolic tree of runs

v*(e) value of expression e in valuation v of 7

I*)I1- sets of inserting/retrieving symbolic instances

S ={(Ii,01)}a<i<p segment

L={,0i)}ies life-cycle

(i,e) local expression

Ei/~; local navigation set / local equality type

A=(&E,~) global-isomorphism type over local expressions (i.e. (i, e)’s)

[(i, e)]; the equivalence class of (i, e) wrt ~;

G(~) navigation graph of the local equality type ~;

Reach;(x, w) the unique node of G(~;) reachable from [(i, x)]; with path w

S5 =9, equivalence of two segments S; and S,

Li=1L, equivalence of two life cycles L; and L,

dyn(L) the sequence of dynamic segments of life cycle L

sp(L) the timespan of a life cycle L

VASS vector addition system with states

Rr reachability relation with input/output of task T

V(T, B) VASS constructed from task T and truth assignment § to &7
state of V(T f) consisting of a T-isomorphism type,

(i, 01, qi, 0i, éfb) a service, a Buchi automaton state, stages of child tasks,
and counters for input-bound TS-isomorphism types
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Table 5. Symbols for verification with arithmetic.

Z[Sé] polynomial ring over the set of numeric expressions of T
P polynomial
P set of polynomials
o sign condition
K cell
k(o,P) cell defined by sign condition ¢ over the set of polynomials
KP,E) set of cells over (&, P|E)
proj(x, x) the set of polynomials in the projection of k onto x
Kk Cx’ refinement of cells
K Cx k' refinement of cells wrt the projection onto variables x
()T renaming of expressions / Yariables / polynomials
/ cells from a child task to its parent
{Kr}ren Hierarchical Cell Decomposition (HCD)
7 =(Er,~;,k) extended isomorphism type
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