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function (fundamental solution) satisfies exact identities. The theory also links Green's
functions of different problems. The analysis is based on the theory of exact relations
for composites, but without assumptions about the length scales of variations in L(x),
and more general equations, such as for waves in lossy media, are allowed. For bodies
Q, inside which L(x) € M, the “Dirichlet-to-Neumann map” giving the response also
satisfies exact relations. These boundary field equalities generalize the notion of
conservation laws: the field inside € satisfies certain constraints that leave a wide
choice in these fields, but which give identities satisfied by the boundary fields, and
moreover provide constraints on the fields inside the body. A consequence is the
following: if a matrix-valued field Q(x) with divergence-free columns takes values
within  in a set B (independent of x) that lies on a nonlinear manifold, we find
conditions on the manifold, and on B, that with appropriate conditions on the
boundary fluxes gq(x) = n(x) - Q(x) (where n(x) is the outward normal to d£2) force Q(x)
within  to take values in a subspace D. This forces q(x) to take values in n(x) - D. We
find there are additional divergence-free fields inside €2 that in turn generate additional
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certain nonlinear minimization problems is also sketched.
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1 Introduction
Many important linear equations of physics in an inhomogeneous medium of infinite
extentin R can be written as a system of second-order linear partial differential equations:
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for the m-component potential u(x) given the m-component source term f(x). If the
integral of f(x) over R¥ is zero, these can be reexpressed as
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(1.2)

where, counter to the usual convention, we find it convenient to let the divergence act on
the first index of J, and to let the gradient in E = Vu be associated with the first index of
E, and h(x) is chosen so

81’1101
Z e Y . (1.3)
i=1

Assuming we are looking for solutions where E(x) and J(x) are square integrable in RY,
integration by parts shows that

Jia(X)Ei (x) dx = 0. (1.4)
(B3>

i=1a=1
Thus, E(x) and J(x) belong to orthogonal spaces: £ the set of square-integrable fields E(x)
such that E = Vu for some m-component potential u, and J the set of square-integrable
fields J(x) such that V - J = 0. With these definitions, Eq. (1.2) take the equivalent, more
abstract, form

Jx) =L(x)E(x) —h(x), JeJ, Ee€& heH (1.5)

where H = £ ® J consists of square-integrable d x m matrix-valued fields. Whenm = 1,
we can interpret these equations as conductivity equations, with J as the current field,

f = V . h as a source of current, E = —VV as the electric field, and V = —u as the
electrical potential. Then the 0yj(x) = L;1j1(x) are the elements of the conductivity tensor
field o'(x).

As shown in the Appendix (see also [26] Chap. 2, [35] Chap. 1, [27,28] and the appendix
of [29]), this structure (1.5) is suitable for a multitude of additional linear physical equations
too, including wave equations. They can be formulated in a Hilbert space H of square-
integrable fields in R? taking values in some tensor space 7, where 7 can be split into
two orthogonal subspaces £ and J, i.e, H = £ & J. This splitting is typically such that
the operator I'; that projects onto £ is local in Fourier space, i.e., if E = T'1A then the
Fourier components E(k) and K(k) of E and A are related via E(k) = Fl(k)K(k) for some
operator I'1 (k) that projects onto a subspace & C 7. The Appendix gives examples of
fields E € £ having some components that beside those involving Vu, just involve u alone:
examples are the acoustic, electrodynamic, or elastodynamic wave equations in possibly
lossy (energy absorbing) media [32,34,35] at constant (possibly complex) frequency. The
lossy nature of the moduli at constant frequency ensures the coercivity we need for well
posedness. Also the fields E € £ could have higher-order gradients: a classic example is
the Kirchhoff plate equation (see, e.g., [26] Sect. 2.3, and references therein) where one
takes E(x) to be the linearized plate curvature E = VVu, in which u(x) is the (infinitesimal)
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vertical deflection of the plate. Furthermore, some components of the fields E € £ are
not necessarily derivatives of potentials but could also involve, say, divergence-free vector
fields (and the corresponding components of the fields J € J would then be gradients
of potentials). Such mixed formulations are useful in quasistatic and wave equations in
lossy media when one wants to reformulate the problem so that L(x) is real and positive
definite [7,32,34,35]. Again, examples are given in the Appendix.

To begin we are considering an inhomogeneous medium of infinite extent in R?, where
the material moduli are contained in a tensor L(x). Some types of boundedness and
coercivity constraints on L(x) are usually needed to ensure that Eq. (1.5) always have a
unique weak solution for E(x) [and hence J(x)] for any given source field h(x) with say
compact support. Later we will consider the equations in a bounded domain Q. Then
the concept of weak solution implies that, further throughout the paper, unless more
regularity is specified, the tangential component of the E(x) along the boundary can be
viewed in the H? sense and the normal component of J(x) over the boundary in the H -3
sense.

In an infinite medium in the governing Eq. (1.5) the uniquely determined field E depends
linearly on the source term h. So assuming E depends continuously on h, as it should in any
physical problem of interest, the Schwartz kernel theorem implies that we can informally

write
E(x) = / G(x, x)h(xX) dx/, (1.6)
R4

where the integral kernel G(x, X') (possibly a generalized function) is the Green’s function
for the problem that depends on both x and X/, and not just on x — X/, because the medium

is inhomogeneous.

Remark 1.1 In general the existence of a continuous Green Function for problem (1.5)
may be difficult to prove. Thus, for the sake of clarity of exposition, further in the paper §
will denote a smooth approximation of the Dirac delta distribution and G will denote an
approximate Green function (still called the Green’s function), i.e., the solution of problem
(1.5) with source § (i.e., a smooth approximation of the Dirac delta distribution).

The Green’s function can also be considered as a linear map G : H — H, or more
specifically, G : H — &£. The main objective in this paper is to show that when L(x) is
constrained to take values in certain nonlinear manifolds M, then the Green’s function
kernel G(x, x') satisfies some exact identities for every x # x’. The manifold M, with
dimension kg, need not have codimension one.

When we say 7 is a tensor space, we mean that there is a natural inner product (A, B)r
between any A, B € 7 and for every d-dimensional rotation R there exists an associated
linear operator Q(R) acting on 7 such that (Q(R)A, Q(R)B)7 = (A,B)r forallA,B € 7.
Thus, for example, 7 could consist of vectors that have a combination of scalars, vectors,
second-order tensors, or higher-order tensors (or even tensors of “half integer” order, like
spins in quantum mechanics) as elements. However, the tensorial nature of 7 is rather
moot in this paper as we are not concerned with the action of rotations on elements of
7 .Indeed, (1.2) with m = d could be regarded as the linear elasticity equations with L;ejg
being the fourth-order elasticity tensor Ciyjg (that annihilates any antisymmetric compo-
nent of E) and with J(x) and E(x) being the second-order tensor stress and displacement
gradient fields. But mathematically it is the same problem when the components of u rep-
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resent different physical scalar potentials, e.g., such as temperature, electrical potential,
and pressure, that are invariant under rotations. Then for any x, J(x) and E(x) are not
second-order tensors, but rather triplets of vector fields.

Our paper also presents a broad theory of boundary field equalities that generalize the
notion of a conservation law. These boundary field equalities imply, for example, that
the “Dirichlet-to-Neumann map” (DtN map) governing the response of inhomogeneous
bodies satisfies certain exact identities when the tensor field L(x) inside 2 takes values in
a certain nonlinear manifold M. These identities generalize the exact identities satisfied
by the effective tensor L, in the theory of exact relations for composites when L(x) inside
the period cell takes values in M.

The classic conservation law says that if a vector field u(x) with d-components satisfies
V - u = 0 inside a body €2, then the integral of u - n over the surface 9$2 of 2 is zero: here
n denotes the outward normal of Q. This naturally leads to the question: can one make
other assumptions about the fields inside a body (still leaving many degrees of freedom
in the choice of these fields) that imply exact “boundary field equalities” among the fields
at the boundary for suitable boundary conditions? Of course, these boundary conditions
should not be such that they trivially imply the boundary field equalities, independent
of any assumption about the fields inside the body. We emphasize that, in general, our
boundary field equalities do not result from integration by parts, but rather arise through
algebraic properties of the underlying operators. Thus, it is an entirely new idea to obtaining
identities satisfied by the boundary fields.

A divergence-free field satisfies a differential constraint, but additional algebraic con-
straints are also possible. An example of the latter type of boundary field equality, discussed
in [35] Sect. 1.5, and implicit in the work of Milgrom [23] (see also [26] Chap. 6, and refer-
ences therein) is the following one. Consider in a body €2 the primary equations (1.2) with
no source term, i.e., s;;(x) = 0 forall j, and with L;yjg (x) = 8;;Aqp(x). Assume that Q con-
tains just two phases in any configuration where the m x m matrix-valued field A(x) takes
thevalue A in phase 1 and AP in phase 2,in which AW and A® arereal, symmetric, pos-
itive definite matrices. Associated with this problem are boundary fields: the vector poten-
tial u(x) on 92 (that may be obtained by integrating over the surface the tangential values
of E(x)) and the vector-valued flux n - J. The key observation is that there exists a congru-
ence transformation that simultaneously diagonalizes A® and A@, ie., a matrix W such
that WADWT and WAPWT are simultaneously diagonal. To do this we choose W =
Q(A(Z))_l/ 2 where Q satisfying QQT =1is taken to diagonalize (A@)=1/2A1)(A@)-1/2,
Then one obtains an equivalent set of decoupled conductivity equations:

Ol (x) Xd: 37;'(1 (x)

Jia () = 0u0Eia(),  Eial0) = = ox;

=0, (1.7)

i=1
indexedbya = 1,2,..., m, with
160 =JW’, E() =E@W ™, 60 = (W) u),
oq(x) = {QAP)12ZAWAPHY=12QTy,,  forxin phase 1,
= 1 for x in phase 2. (1.8)
Itis then clear that if the boundary values of u(x) are prescribed so that W(x) = (W7)lu(x)

only has one nonzero component, then certainly the flux n~7(x) =n-Jx)WT will only have
one matching nonzero component. In other words the flux n-J(x) is of the form o (x)v where
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only the scalar «(x) varies on the surface of Q2. These constraints on the flux n - J(x) for the
prescribed u(x) are an example of a boundary field equality. Another example of a bound-
ary field equality is that given in [48] for an elastic body containing two isotropic elastic
phases having the same shear modulus, where the boundary field equality involves the vol-
ume fraction (and thus may be used in an inverse way to determine this volume fraction).

These simple examples serve to give an idea of boundary field equalities, but the general
theory developed here goes far beyond them. Rather than say considering inside €2 the
constitutive law J(x) = L(x)E(x) with the constraint that L(x) € M, we may eliminate
L(x) and just view these relations as a nonlinear local constraint on the fields. Then, we
obtain results like the following. Suppose we are given a d x s matrix-valued field Q(x)
such that V - Q = 0 [so each column of Q(x) represents a single divergence-free vector
field]. Let q(x) = n(x) - Q(x) be the associated s-component flux q(x) = n(x) - Q(x) at the
boundary of Q [where n(x) is the outward normal on 9€2]. With Q(x) constrained to take
values in a subset B of some r-dimensional nonlinear manifold [where B does not depend
on x], we find conditions on B and nonlocal linear constraints on the boundary flux q
(specified in Sect. 8) which forces the nonuniquely determined field Q(x) inside 2 to lie
in a subspace D and hence which forces q(x) to lie in n(x) - D [where n(x) - D is obtained
by applying n(x)- to each element of D]. Of course, it should not be the case that B C D,
since otherwise the result would be trivial.

Alternatively, we may express Q in terms of the elements gradient of £-component
potential w, and we obtain results like the following. Suppose Vw(x) € A for all x, where
A is a subset of a nonlinear manifold (that does not depend on x), then we find conditions
on A and nonlocal linear constraints on the surface potential w(x), x € 9, (specified in
Sect. 8) which forces the nonuniquely determined field Vw(x) inside €2 to lie in a subspace
C , and this then places restrictions on the tangential derivatives of the surface potential.
Again, it should not be the case that A C C, since otherwise the result would be trivial.
To better understand the significance of the constraint that inside €2, Vw(x) € C, let N be
any d x t matrix normal to the space C, i.e., such that Tr(CNT) = 0forall C € C . Then
Tr[Vw(x)NT] = 0 which implies V - [Nw(x)] = 0, i.e., Nw(x) is a divergence-free field.
We deduce that

/ n(x) - [Nw(x)] dS =0, (1.9)
Q2

which implies the additional boundary field equality:

/ n(x) @ w(x) dS € C. (1.10)
IQ

An explanation of why there exist such subsets 3 and A of nonlinear manifolds with this
property, and a prescription for obtaining them and the appropriate boundary conditions,
will be given in Sect. 8.

Somewhat related questions have been the focus of attention in the homogenization
community. Luc Tartar [45] raised (in a more general setting) essentially this fundamental
question: if one has a sequence of fields u. (x) such that Vu, (x) takes values in a set A, then
what is the range of values that the weak limits of Vu,(x) can take? [Alternatively, if one
has a sequence of fluxes Q. (x) such that V - Q.(x) = 0 and Q,(x) takes values in a set B
and converges weakly to Q(x), then what is the range of values that Q((x) can take?]. For
a sample of work addressing this thorny problem, see, for example, the papers [12,37,51]
and references therein. Here we are tackling the question of whether, for certain sets A,
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one can deduce additional constraints on each element Vu,(x) in the entire sequence,
namely that Vu.(x) € C, when u.(x) satisfies appropriate boundary conditions. This is
important as the homogenization approach is not suitable in applications where there is
no separation of length scales. In cases where it is applicable, we deduce the nontrivial
result that the weak limit of Vu(x) lies in C (that is, essentially, a corollary of the theory
of exact relations for composites). We emphasize that our boundary field equalities are
generally not simply an application of integration by parts, not even at a qualitative level.
Rather they follow from algebraic identities.

We mention too that beyond boundary field equalities there are boundary field inequali-
ties and some of these go beyond just using convexity and the divergence theorem [27,28].

Although we do not explicitly address this in the paper, we mention here that our results
on boundary field equalities enable us to introduce and give examples of what we call
“partial null Lagrangians.” Null Lagrangians include, for example, functions F(x, w, Vw)
for which the corresponding integral

W(w) = /;ZF(X, w(x), Vw(x)) dx, (1.11)

has the property that WW(wo + ¢) = WW(wg) for any choice of ¢ € C$°(R2) and for any
choice of wy € C1(R). Null Lagrangians of this form have been completely characterized
by Olver and Sivaloganathan [41]. It is well known (see the references in [41]) that when
F(x,w, Vw) = W(Vw), then ¥(Vw) is a null Lagrangian if and only if it is an affine
combination of subdeterminants of Vw of all orders. Other classes of null Lagrangian
have been characterized by Murat [38—40] (see also Pedregal [42]). Null Lagrangians are
also instrumental in the construction of polyconvex functions and play a fundamental
role in the calculus of variations and in establishing the existence and uniqueness of
minimizers to large classes of “energy functions” (see, for example, [3], the recent review
[5], and references therein). Additionally, they are an important tool for establishing
bounds on the effective moduli of composite materials, through the “translation method,”
or equivalently, the method of “compensated compactness” (as summarized in the books
[1,6,26,47,49]). In the liquid crystal community it is well known that if a £-component
vector field w(x) takes values in A, where A consists of vectors of unit length, so that
|[w(x)| = 1, then (Vw) - w = V(w - w) = 0. For any given d-component vector field a(x),
the function F(x, w, Vw) = a(x) - (Vw) - w is then an example of what we call a partial null
Lagrangian: its integral can be exactly computed under the constraint that w(x) € A for
all x € Q once one knows the boundary fields (and, in this example, the integral is zero
and independent of the boundary fields).

More generally, we call F(x, w, Vw) a partial null Lagrangian on a subset .4 (independent
of x) of a nonlinear manifold in the space of pairs of ¢-component vectors and d x ¢
matrices, if for every ¢ € C° and wo € C'(Q) satisfying

(wo(x), Vwo(x)) € A, (wo(x) + ¢(x), V(wo(x) + ¢(x))) € A, Vx e, (1.12)

and with the surface fields wo(x), x € 9€2, satisfying appropriate nonlocal boundary condi-
tions, one has W(wg + ¢) = W(wp). With A, and the boundary conditions on wy chosen
so it forces V(wq + ¢) to lie in a subspace C, we obtain functions F(w, Vw) that are partial
null Lagrangians, but not null Lagrangians. Specifically, since Nw(x) is a divergence-free
field [see the text preceeding (1.9)], an obvious partial null Lagrangian is any component
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of the £-component function,
F(w, Vw) = [Nw] - Vw, (1.13)
and we have

/ F(w(x), Vw(x)) dx = / [n(x) - Nw(x)]w(x) dS. (1.14)
Q Q2

In two dimensions, if N; and Ny are two 2 X ¢ matrices normal to the space C, then the
fact that V - [N} - w(x)] = 0 allows us to find a potential W7 (x) such that

01
RTN; -w(x) =VW,;, Rt= ( . 0). (1.15)

Furthermore, n(x) - [N1w(x)] gives us the tangential derivatives of VW (x) , which when
integrated gives the surface potential W (x), x € Q2. Then

F(x, w, Vw) = [Now(x)] - RENyw(x) (1.16)

is a partial null Lagrangian and we have

/ F(w(x), Vw(x)) dx = / [n(x) - Now(x)] W7 (x) dS. (1.17)
Q Q2

We remark that, in the context of this paper, the constraint that Q(x) € B, or equivalently
that Vw € 4, is automatically satisfied when there are appropriate materials inside Q
with a bounded and coercive tensor field L(x) € M for all x € Q. Then, if the appropriate
boundary conditions are satisfied, the partial null Lagrangians place integral constraints
on the fields inside 2.

As our work has as its basis the theory of exact relations for composite materials, let us
briefly review this.

2 A brief review of exact relations in composites

In this setting, one typically starts with a tensor field L(y) that is periodic in y and which
is a linear map from 7 to 7, where 7 is some g-dimensional inner product space. Here
L(y) may represent the conductivity tensor, dielectric tensor, elasticity tensor, or a wealth
of other physical tensor fields (see, for example, [26] Chap. 12). In homogenization theory
one often considers a body €2 filled by a material having tensor field L(x/¢) and in the limit
€ — 0 the body often responds to external fields (that are independent of €) as if it were
filled with a homogeneous medium with tensor L, that is known as the effective tensor
of the medium. In many problems the problem of determining L, can be formulated as
a problem in the abstract theory of composites. The setting is a Hilbert space H, say of
periodic fields that are square integrable in the unit cell of periodicity and which take
values in 7. It has a splitting into three orthogonal spaces H = U @& £ @& J. For example,
in the conductivity problem g = d, U is the space of d-dimensional vector fields that are
constant (independent of y, where y can be thought of as a microscale spatial coordinate)
and & represents gradients of periodic scalar-valued potentials, while J denotes those
periodic fields that have zero divergence and zero average value over the unit cell. To
determine the effective tensor L one prescribes a field Eg € U and solves the equations

Jo+J=LEo+E), with]oeld, Ec& JeJ, (2.1)

where the action of L : H — H is defined by B = LA with B(y) = L(y)A(y) (i.e., L acts
locally in space). Of course L needs to be such that these equation have a unique solution
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L -space

Fig. 1 The central goal of the general theory of exact relations for composites is to identify manifolds M in
tensor space such that if a periodic tensor field L(x) € M for all x, (and L(x) satisfies boundedness and
coercivity conditions that ensure the effective tensor L, exists), then necessarily L, € M. Such manifolds are
stable under homogenization, and hence under lamination. In particular, if one takes two materials with
tensors Ly, Ly € M, and layers them together in direction n then the resultant effective tensor L, must also lie
in the manifold M. Varying the volume fractions occupied by the two materials gives a trajectory that must
be confined to M. The figure shows four trajectories associated with four different directions of lamination:
n = ny, ny, n3, and ny. The figure, adapted from Fig. 4.1 of [15]("©IOP Publishing. Reproduced with
permission. All rights reserved”), shows the manifold M associated with 2 x 2 symmetric matrices having
constant determinant, corresponding to the Dykhne [10] exact relation for two-dimensional conductivity

for E (hence uniquely giving J, and J) for any Eg € U. Clearly J, depends linearly on Eg
and it is this linear relation that defines the effective tensor: J; = L,Eg. This formulation
which stems from ideas in [9,19] was crystallized in [24,25], see also [26] Chap. 12.

In the field of composites there are a myriad of results on what are known as exact
relations: microstructure independent formulae satisfied by effective moduli. A canonical
example is Dykhne’s result [10] for 2D conductivity that if the determinant of the local
(anisotropic) conductivity tensor L(x) = o(x) is constant, then the effective conductivity
tensor L, = o, has the same determinant. More generally, as illustrated in Fig. 1, in
the theory of exact relations, one wants to find nonlinear manifolds M (of dimension
less than g?) in the space L(T) of linear maps 7 — 7 such the effective tensor L, lies
in M whenever L(y) lies in M for all y (and generally L(y) also satisfies some sort of
boundedness and coercivity properties necessary to ensure that L exists and is unique).
In the two-dimensional conductivity example M consists of 2 x 2 symmetric matrices o
such that det(o) = ¢, where c is a constant parameterizing the manifold.

The general theory of exact relations was founded by Grabovsky [13], and his insight is
summarized in Fig. 2. He realized that if an exact relation held for all composites, then it
must certainly hold for layered geometries. For lamination with a vector n perpendicular
to the layers, so that L(y) is just a function of the single variable n - y, it is convenient to
introduce the fractional linear transformation provided by [25,52]

Wa(L) = [I+ (L — Lo)I'(n)] (L — Lo), (2.2)
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a Wp(L)=[I+(L-Ly)ln) (L-L)=K, LjeM, L.=W;'[(Wa(L))
b Exactrelation: K(x) € Ko implies K, = (K) € Ky

d K-space

W (W' (Ko))

‘ Nonlinear!

K -space

Fig.2 Quick summary of the argument of Grabovsky [13]. The transformation Wj(L) defined in a reduces
lamination in direction n to a linear average. Therefore in K-space, for lamination in direction n, one has b that
K, = (K), and so the set Ko = Wp (M) must be convex with no interior (as M has no interior). Thus, Ko
must be a linear space (or a convex subset of a linear space). Choosing Ly € M guarantees that this linear
space passes through the origin 0 = Wiy, (Lo)—thus, Ko is a subspace, as in d, e. It also must remain a
subspace if we choose a different lamination direction m. In d and e lamination in the directions n and m are
represented by the red and blue trajectories in the subspace Ko: these trajectories are straight lines on the
surfaces Wp(M) and Wp (M), respectively. The subspace K must be rather special in that W,,.,[W,;1 (Ko)lisa
linear subspace, even though the transformation W,,,[W,,‘1 (K)1is a nonlinear transformation. This observation
leads to the algebraic constraints on Ky that are necessary and sufficient to ensure that the set M is stable
under lamination. The hyperbolic surface M is reproduced from Fig. 4.1 of [15] (“©IOP Publishing.
Reproduced with permission. All rights reserved”)

in which I'(n) is a certain tensor dependent on Ly and the lamination direction n. W (L)
applied to the local tensor field L(y) and effective tensor L, gives a new tensor field K, (y) =
Wha(L(y)) and K = W, (L) that are related simply by a linear average K = (K,) (where
the angular brackets denote a volume average of Ky(y) over its unit cell of periodicity).
Thus, the relation

L. = W' ((Wa(L)), (2.3)
determines the effective tensor L. Furthermore, noting that W;,(Lo) = 0, one can take Lo
to be on the manifold M to ensure that W}, (M) passes through the origin. (There are other
linear lamination formula [2,46], but it is unclear if the general theory of exact relations
can be developed using them, or their generalizations). Therefore the exact relation in
these new coordinates must be a linear relation: K, € XC;, when K, (y) € K, where the
tensor subspace KCp, defines the exact relation: M = W, H(Ky). Thus, Ky has the same
dimension kg as M. As K, remains linear as n is varied one sees that I, must have
the property that Wm[Wn_l(lCn)] = Cin for all unit vectors m and n. As Wm[Wn_l(-)] is
a nonlinear transformation, the image of a linear subspace under the transformation is
generally a “curved” manifold, so Ky, has to be rather special for its image to be a linear
subspace rather than a “curved” manifold. Through perturbation analysis with m close to
n, Grabovsky established that ,, must be independent of n, K, = Ky for all n, and he
established that Cp must satisfy the algebraic constraint that for every unit vector m € R?
one has

B¥(m)B € Ko, forall B € Ky, (2.4)

where the left-hand side of (2.4) is to be regarded as the composition of three linear maps
each mapping 7 to 7 (or as the product of three g x ¢ matrices if one takes a basis in 7 and
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represents each map by a matrix acting on the basis element), and ¥(m) : 7 — 7 depends
on Ly and the differential constraints on the fields relevant to the physical problem under
consideration. Explicitly, ¥(m) is given by

¥(m) = (F(n))n — T'(m) (2.5)

where the angular brackets (-), denote a possibly weighted average over the sphere [n| = 1
(for example, one could take a weighting concentrated at n = ny, giving (I'(n))n = I'(ny))
and I'(k) is given by

I'(K) = [T1 (kLo (k)] T (K), (2.6)

and the inverse is to be taken on the subspace & onto which I'y (k) projects.
As a simple example, for two-dimensional conductivity with Ly = oyl as our reference
tensor, one sees that the 2 x 2 matrix

W(m) = (I — 2mm7) /20 (2.7)

is trace free and symmetric. We can then take Ky as the subspace of trace-free and
symmetric 2 x 2 matrices. These have the property that the product of three of them
(but not just two of them) is again trace free and symmetric: assuming without loss of
generality that one matrix is diagonal, we have

a 0 b c d e\ abd + ace abe — acd (2.8)
0 —al)\c —b e —d] \abe—acd —abd — ace’ '

which is again trace free and symmetric, and thus, the algebraic condition (2.4) is satisfied.
Then the associated manifold M = W 1(Ko) consists of 2 x 2 symmetric matrices with
determinant o, and this is the manifold corresponding to the Dykhne [10] exact relation.

Grabovsky’s pioneering work, developed further with Sage in [18], provided essential
clues that led to the breakthrough result [17] establishing conditions that guarantee an
exact relation holds for all composites, and not just laminates. Using carefully devised
perturbation expansions that had their basis in [31] Sect. 5, coupled with analytic contin-
uation arguments, one sees [17] that finding exact relations which hold for all composite
geometries is tied with identifying tensor subspaces K such that for all Fourier vectors
k # 0 one has

Bl‘I’(k)Bz e K, forall By, B; € I, (2.9)

where W¥(k) only depends on k/|k|, i.e., ¥(k) = ¥(m) with m = k/|k| and ¥(m) is the
same operator as in (2.5). The space Ky then could be X or it may be just those symmetric
or Hermitian matrices in K. (Previously in [26] Chap. 17, Ko and K had been labeled as
K and KC, respectively. We choose to drop the overline in K to simplify notation, as this
space will be the focus of our analysis). Recently, Grabovsky [16] found a relation that
holds for laminate geometries but not more general composites, so the condition (2.4) is
not sufficient to guarantee that an exact relation holds for all microstructures: one needs
to use (2.9).

The general theory of exact relations is very rich and Grabovsky and collaborators have
systematically explored, and with tremendous effort, exact relations for a wide variety
of physically important problems, including conductivity with the Hall effect, elastic-
ity, piezoelectricity, thermoelasticity, and thermoelectricity: [15] gives a comprehensive
review; see also [26] Chap. 17, and [14]. To simplify the algebra, they assume X has
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Fig.3 The theory of exact relations for composites itself hints that there should be exact relations satisfied
by the Dirichlet-to-Neumann map. Consider say a two-phase composite for which an exact relation holds.
The theory of exact relations for composites implies not only that L, € M but also that suitably defined
“polarization fields” P(x) take values in the subspace K for all x. Consider then the region €2 outlined by the
dashed lines in a and enlarged in b. It does not know that it is part of a periodic composite. Rather, the
boundary fields on 92 must be such to force P(x) within €2 to take values in K. One of the goals of this paper
is to identify these special boundary conditions

rotational invariance properties, so removing this assumption may yield a plethora of
additional exact relations. The theory of exact relations encompasses links between effec-
tive tensors: an example of such a link, for an isotropic two-phase composite, is Levin’s
result [22] that the effective thermal expansion coefficient is known once the effective bulk
modulus is measured.

Now one may ask: is there something deeper and more general behind these exact
relations? Indeed, it is the purpose of this paper to reveal that there is something deeper.
As indicated by the argument presented in Fig. 3, exact relations should apply not only
to effective tensors L, of periodic composites, but also to Dirichlet-to-Neumann maps of
bodies containing inhomogeneous media with inhomogeneities that are not necessarily
small compared to the dimensions of 2. We formulate the problem slightly differently: in
place of fields in U are source terms, and we no longer require the subspaces £ and J to
be comprised of periodic fields, but rather fields that are square integrable over R,

3 Functional framework

Definition 3.1 Let H = 7 & £ be a tensor space of functions with R? as domain (e.g.,
L*(R%) ® T, for a corresponding tensor space 7)) such that the projection I'; onto & acts
locally in Fourier space, i.e., if E = T';1 A then the Fourier components f(k) and K(k) of
E and A are related via E(k) = Fl(k)K(k) for some operator I'; (k) that projects onto a
subspace & C 7.

In the case of the primary equations (1.2), £ can be taken as the set of square-integrable
fields E(x) such that E = Vu for some m-component potential u, 7 can be taken as the
set of square-integrable fields J(x) such that V - J = 0, & consists of rank-one d x m
matrices of the form k® a, where a € C”, and consequently the action of I'; (k) is given by
Fl(k)K(k) = k(X)(k-K(k))/lkl2 fork £ Oand Fl(k)K(k) = Owhenk = 0. For wider classes
of partial differential equations, involving higher-order derivatives, an explicit formula for
I'1 (k) is given, for example, in Sect. 12.2 of [26], and in [27,28].

Let g denote the dimension of 7, and let £ be the space of linear operators A : H — H.
Consider L, Ly € £ defined as L(R)(x) = L(x)R(x) and, respectively, Lo(R)(x) = LoR(x),
for R € H where L(x), Ly € L®(R%) ® L(T) with L denoting a given constant tensor.
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(Thus, L acts locally in space while Ly acts locally both in space and in Fourier space).
Assume that L is self-adjoint, bounded, and coercive, i.e., there exist constants Sy > a9 > 0
such that

Bol > L(x) > apl >0, forallx € R, (3.1)

where the inequalities hold in the sense of the associated quadratic forms. We emphasize
that many physical problems where L is not self-adjoint, including those where L is com-
plex and symmetric with a positive definite imaginary part, can be converted to equivalent
problems taking the required form (1.5), where the new L is self-adjoint, bounded and
coercive (see, [7,25] Sect. 18, [6] Chap. 13, [26] Sect. 12.11, [32,35] Sect. 5.2). We will next
consider linear PDEs admitting a formulation in the following canonical form (see [35]),

J=LE-h with]JeJ, E€& he(L—-Ly)H (3.2)

This is a restricted form of (1.5) since in general L — Ly may be singular and thus (L —Lg)H
does not equal H. The boundedness and coercivity conditions (3.1) ensure that problem
(3.2) has aunique solution for everyh € (L—Lo)H. Sinceh € (L—Lo)H we can equivalently
leth = —(L — Lo)s with s € H and consider the equation

J=LE+ (L—Lys, withJjeJ, Ecé& secH (3.3)

Definition 3.2 Following [26] let us introduce the following operator I' : H — H,
defined by 'A = E if and only if E € £ and A — LoE € J. These equations are easily
solved by going to Fourier space and one sees that I' is univalued, with action in Fourier
space given by the following lemma:

Lemma 3.1 The operator T introduced in Definition 3.2, is self-adjoint and acts locally in
Fourier space. Explicitly, if E = T A then the Fourier components E(k) and K(k) of E and
A are related via E(k) = l'(k)K(k), where I'(k) is defined by (2.6).

To establish the lemma, suppose E € £ and A — LoE € J. This, and the orthogonality
of £ and 7, implies that for all k the Fourier components E(k) and K(k) - Lof(l() lie in
&k and its orthogonal complement, respectively. Recalling that I'; (k) projects onto &, we
obtain

0 = 1 ()[A(k) — LeE(®K)] = T1(KA(K) — [T1(k)LoT'1 (1)]T1 (WE(K), (3.4)
and this is easily solved for E(k), yielding E(k) = l"(l()K(k), where I'(k) is defined by (2.6).
The expression for I'(k) can equivalently be rewritten as

(k) = I (K)[T1(K)LeT (k)] ' Ty (K), (3.5)

(where the inverse is to taken on the space &) which is evidently self-adjoint, as I'; (k)
and Ly are self-adjoint. Note also that LyI'(k) can also be interpreted as a nonorthogonal
projection onto Lo& along 7.

Let M : 7 — T be a self-adjoint positive semidefinite operator. Using the definitions
of L € £ and Ly € £, we define the operator K : H — H as K(R)(x) = K(x)R(x) with

K(x) = Wm(L(x)) = [T+ (L(x) — Lo)M] ' (L(x) — Lo) € L(T). (3.6)

It follows from Grabovsky’s Definition 3.17 and Lemma 3.18 [15] that I + (L(x) — Lo)M
is invertible when MLoM < M, and so under this assumption the fractional linear trans-
formation Wy : L(7) — L(7) given by (3.6) is well defined.
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For A € [0, 1] consider the sequence of operators L, : H — H defined by
Ly, = Lo+ A+ (1 —A)(L — Lo)M] (L — Lo), (3.7)

and note that L,—; =L and L;—o =Lo. We also point out that L, is just a homothety by
A in the W variables, i.e., Wpm(Ly) = AWpm(L). In particular, in the context of composites
L; with M = I'(n) is in fact the effective tensor of a laminate in direction n of L and Ly
with a volume fraction A of L.

Here we assume these operators L), are well defined (which is a consequence of Theorem
4.2 under some restrictions on L and Lg). Let ¥ € £, be defined by ¥ = M —TI'. As T acts
locally in Fourier space, if B = WA, then the Fourier components ﬁ(k) and K(k) of B and
A satisfy a local relation ﬁ(k) = \Il(k)K(k) with ¥(k) = M — I'(k) taking values in L(7).
Assume there exists a subspace I C L(7') such that for all k

K¥(K)IK = {B1¥(k)By, for B, By € £} C K, (3.8)

in which B; ¥(k)B; is the composition of the three maps By : 7 — 7,¥(k) : 7 — 7,
and B; : 7 — 7. 1If (3.8) holds for all k, then it clearly holds if W(k) is replaced by any
tensor A in the subspace .4 spanned by the W(k) as k varies. Hence, (3.8) can be rewritten
as

KAK = {B1AB,, forB;,By € K, A € .A} c K. (3.9)

Spaces K having this property have been called an associative A-multialgebra by
Grabovsky [15]. Instead of testing that (3.8) holds for all W(k) as k varies, it suffices to
test it for a basis of A.

Next, let us denote by ey, ey, .. ., e, a basis of 7. For given g functions sy, s, . .., 84 € H,
consider the following linear map S : 7 — 'H defined by

Se; =s;, forallie{l,...,q} (3.10)

We let S(x) denote the associated field taking for each x values in L(7') such that S(x)e; =
s;(x) for all i. This field can be considered to lie in the space ) = L2(R?) ® L(T), endowed
with the inner product

q
(8Bl = ) _(Ae; Bei)y. (3.11)
i=1
Note that any linear operator F : H — H, such as K or ¥, has a natural extension to an
operator on $): we define

FA = Biff F(Ae;) = Be; forall (3.12)

where, to simplify notation, we use the same symbol for the operator acting on § as for
the operator acting on H.

4 The central theorem

Define S as a subspace of L(7) such that AS C K forall A € K. For example, (3.8) implies
S could be taken as Q@ = AK, defined as the space spanned by ¥(k) as k varies. A natural
choice for S is the largest subspace with the property that AS C K, although it is then
not clear how easily that subspace can be computed. The central theorem of this paper
states:
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Theorem 4.1 Counsider problem (3.2) and let Lo, M, L satisfy all the conditions presented
in the previous section. Assume that the following conditions hold:

K(x) = Wm(L(x)) € K forall x,

L, is bounded and coercive on 'H for all A € [0, 1],

1,82, ...,8; € Haresuch thatS(x) € S  for all x.
where L, was defined at (3.7) and Wiy was defined at (3.6). Next, consider the set of q
sourcesh; = (L — Lo)s;, i = 1,2,...,q, and let (E;,);) (i = {1,.., q}) denote the unique
solution of the problem (3.2) for each of the sources hy, hy, ..., hy respectively. For each
solution pair (E;,);) define the corresponding polarization field via P; = J; — LoE; and
introduce the operator P : T — H defined by

Pe;=P;, forallie{l,...,q). (4.4)

Associated with P is the field P(x) taking values for each x in L(T) such that P(x)e; = P;(x)
foralli. Then

P(x) e K forall x. (4.5)

Proof Our proof of this result has much in common with the proof establishing sufficient
conditions for an exact relation to hold for all composite geometries (see [17,26] Sect.
17.3, [15] Sect. 4.5, and [16]). From (4.2) we have that for any given h € (L — Lo)H there
exists unique E) € £ and J, € J that solve (3.2) with L = L,. We choose to define the

polarization field P, as,

P, =J, — LoEy = (L, — Lo)Ex — h. (4.6)
[Note that the polarization field P, is not (L) — Lo)E,]. Then from Definition 3.2 we have
that

I'P, =T(J, — LoE;,) = —E,. (4.7)
Indeed, (4.7) follows from —E; € £ and ], —LoE; —Lo(—E;) =], € J.Hence, we obtain

(I+ (Ly — Lo)I'P; = P, — (Ly — Lo)Ex

= (Lx — Lo)E;. — h — (Ly — Lo)Ex
= —h. (4.8)
Thus, from (4.8) together with the uniqueness of E,, J,, we have that, for all » € [0, 1],
I+ (L, — Lo)[]™! : (L — Lo)H — H is a well-defined linear operator. (4.9)

With A = 1, this result is Grabovsky’s corollary 3.19 [15] but this follows in our case from
different arguments than in his book. Next, for A = 1 in (4.8) we obtain

P=—[I1+(L— Lol 'h, (4.10)

where in (4.10) and in what follows we use P instead of P;—;. This may be equivalently
rewritten as follows (see [17] Sect 3.2, or [26] Sect. 14.9, for a similar approach)

P=—[I+(L—-LyI'h

—[I+ (L — Lo)M + (L — Lo)(T — M)]"'h

= [I—[I+ (L —Lo)M] /(L — Lo)(M — I)] "' [T+ (L — Lo)M] (L — Lo)s

= (I — K¥) !Ks, (4.11)
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whereh = —(L—Lg)s, K € £ was introduced at (3.6), and ¥ = M —I" was defined at (3.8).
Using the notation introduced immediately after (4.4), equality (4.11) can be equivalently

written as
P=(I-K¥) 'KS, (4.12)

where S : 7 — H was defined at (3.10). We choose to regard S and PP as fields in $) and
regard K and W in (4.12) as operators acting in ), defined according to (3.12). Similarly
we can define fields E(x) and J(x) via

E(x)e; = Ei(x), J(x)e; = E;(x), (4.13)
and the governing equations become
J(x) = LX)E(x) + (L(x) — Lo)S(x), withE e & JeJ, (4.14)

in which € is comprised of fields E such that Ee; € £ for all i, while J is comprised of
fields J such that Je; € 7 for all i.
Consider the following sequence of related fields:

P, = (I — AKW¥)"1AKS. (4.15)
For small A the Neumann series for AKW is convergent, and we have
P, = (I — AKW)"1AKS

o
=Y VTHKWYKS. (4.16)
j=0
Itis to be emphasized that in this expansion Kand W are operators: they act on the field in $
to the right of them. Related expansions in the theory of composites were first introduced
in [31], Sect. 5, for the conductivity problem, and their convergence properties, allowing
for possibly nonsymmetric conductivity tensors, were studied in [8]. They also form the
basis of accelerated iterative Fast Fourier transform (FFT) techniques for evaluating the
fields in composites and the associated effective tensors [11] (see also [26] Sects. 14.9
and 14.10) that generally converge faster than the iterative FFT techniques first proposed
in [36]. However, the application that motivates their introduction in our paper is their
essential role in the theory of exact relations in composites [17].
To prove IP; (x) takes values in K when S(x) takes values in S, one proceeds by induction.
Define the partial sums

m m
Py = Z VTHKWYKS, QY = \pz,\/H(KWKS (4.17)
j=0 j=0

Clearly these fields, which are in are §), are related by
P = AKQY + AKS, Qf = WPy (4.18)

Assume for some m that for every x, P{"(x) € K. This is clearly true when m = 0 by
the definition of S. Then the Fourier components of P} also lie in K. It follows that the
Fourier components of Q}’, and hence also the values of Q" (x), lie in Q, defined (as in the
beginning of this section) as the space spanned by W(k)/C as k varies. Then since AQ C K
for all A € K, we deduce that PT+1(X) lies in /C for all x.
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We conclude that there exists 19 > 0 such that for A < Ao, P, (x) defined by (4.15) lies
in KC for all x. This implies that for small enough A we have
frA) = (I — )\I(\Il)fl)\KS, F)g =0, forall F € § with[F(x) € Kt forallx
(4.19)
in which K is the orthogonal complement of K in the space L(7") with respect to the

inner product defined (analogously to (3.11)) by

q
(AB)yr) = ) (Ae;Be;)r forall A,B € L(T). (4.20)
i=1

Next we will prove that (I — AKW) "1 AKS is analytic on an open set D C C with [%), 1] C
D. Indeed, note that the operator function (I— AKW¥)~! : C — L is analytic for A such that
% € p(KW¥) (where p(KW) denotes the resolvent set of KW¥) and therefore the function
(I — AKW)~1AKS will be analytic on this set of A values (see [21] Chap. 17).

Thus, we observe that using the openness of p(KW) it is enough to show that [1, )\%] C
p(KW), as this will imply that there exists an open set D; (bounded above and below by
positive numbers) with [1, %0] C D; C p(KW¥) and in turn this will give the existence of

1 A
an opensetD C {A, N € D; } with [?O, 1] C D such that (I — AKW)~'KS is analytic on D.
We have that

(I—AK¥) 'AK = [I — A[I+ (L — Lo)M] YL — Lo)¥]'AK
= [I+ (L — Lo)M — A(L — Lo)(M — I)]"'[I+ (L — Lo)MJAK
= A1+ (1 = A)(L — Lo)M + A(L — Lo)T] (L — L)
= A[I+A[I+ (1 —A)(L — Lo)M] YL — Lo)T] 1[I
+(1 = 2)(L — LoM] (L — Lo)
=[I+ (L, — L)l 'L, —Ly), forxe(01], (4.21)

Then, using the fact that by definition, for A # 0, we have

Ly —Lo = All+ (1 = A)(L — Lo)M] (L — Lo), (4.22)
or equivalently,

(Lx — Lo) = ML — Lo) — (1 — A)(L — Lo)M(L;. — Lo), (4.23)
which implies

L, — Lo = (L — Lo)[AI — (1 — A)M(L; — Lo)]. (4.24)
We see that (L) — Lo)H C (L — Lo)H and this together with (4.9) gives

(I-2KW¥) 'AK e £ forallx € [0,1], (4.25)
and this implies

(I-AKY) KV e L= -1+ T - AK¥) ' e L= 1 —-AKW¥) ' € Lforx € (0,1].

The last result above implies that [1, c0) C p(KW) which in turn as explained above implies
that there exists an open set D with [o/2, 1] C D such that (I—AKW)~'KS is analytic on D.
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This together with (4.19) and by analytic continuation in the complex plane implies that
fir(1) = (1 — K¥)IKS, F)s; =0, forallF € § with F(x) € Kt forallx.
(4.26)

Thus, as desired, we conclude that P = (I — KW)~1KS takes values in /C when S(x) € S
for all x. O

The fundamental algebraic property (3.8) is clearly an algebraic property of the subspace
IC comprised of operators K mapping 7 to 7 and is independent of what basis e;, i =
1,23, ...,4, for T we may choose. Up to now we could apply our theory when the field
S(x) took values in S. Suppose instead that, for some nonsingular mapping D : 7 — 7,
S(x)D~1, regarded as the composition of the two maps D™! : 7 — 7 and S(x) : 7 — 7,
took values in S. In this case we can introduce a new basis

e.=De, i=123...,q (4.27)
and define S'(x) as that field taking values in L(7) such that
S'(x)e} =s; = S(x)e; = Sx)D e}, (4.28)

implying S'(x) = S(x)D~!. Accordingly, we need to introduce the field P’(x) as that field
taking values in L(7") such that

P'(x)e; = P; = P(x)e; = P(x\)D ‘e, (4.29)
implying P'(x) = P(x)D~!. Our theorem says that I’(x) takes values in C when S/(x) takes
values in S, and so we conclude that for all nonsingular D : 7 — 7 and for any x € R4,

Px)D™' € K when SX)D™! € S forall X, (4.30)
or equivalently that

P(x) € KD when S(x') € SD forall X/ (4.31)
where

SD={AecL(T)|A=SD forsomeS € S},
KD ={A e L(7)| A =KD forsomeK € K}. (4.32)

It is not immediately clear when the assumption of the central theorem that L, is
bounded and coercive for all 1 € [0, 1] is satisfied. The following theorem gives a simple
condition on M that guarantees this.

Theorem 4.2 Let M be such that MLoM < M, and assume that L, Lo are coercive. Then
L, defined at (3.7) is bounded and coercive for all X € [0, 1].

Proof The boundedness of L) can be seen to be a corollary of Grabovsky’s Definition 3.17
and Lemma 3.18 [15]. Then we remark that condition MLyM < M implies the fact that
the family of self-adjoint operators L, is continuous in A € [0, 1]. Therefore, eigenvalues
of L, depend continuously on .

When A = 1, or A = 0, we have L, = L and, respectively, Ly = Lo which are bounded
and coercive by hypothesis.

Thus, if there exists a A for which L; is not coercive, then there exists A € (0, 1) so that
at least one of the eigenvalues of L, is zero, which in turn will imply that L, is a singular
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matrix. Hence, to prove coercivity for the family L, for all A € (0, 1) it is sufficient to show
that L;, is invertible for all A € (0, 1).
In this regard, if we consider

L, =1, L1, U =1y P M = 1ML, (4.33)
(3.7) becomes
Ly =T+ A1+ 1 - AL -DM] I —1), (4.34)

where the condition MLoM < M is rewritten for M’ as (M’)2 < M’ and we also have
L’ > 0. Then invertibility of L, is equivalent to invertibility of L) which in turn is equivalent
to the invertibility of

F=[I+1-2)L -DM]L, =1 -1)I-M)+LGI+(1—-1M). (4.35)

The eigenvalues of M’ are between 0 and 1 and therefore the eigenvalues of AL+ (1 —A)M’
will always be between A and 1. Thus, invertibility of F is equivalent to the invertibility of

F=D+L,D=(1-3)I-M)QI+1—-1»M)L (4.36)

The eigenvalues of the self-adjoint operator D are clearly nonnegative, and therefore, the
operator D + L' is positive definite and hence invertible. O

Remark 4.3 Here we show that the condition (3.8) simplifies in the case where for k #
0, I'(k) only depends on k/|k|, and that M can be eliminated from the condition. By
subtracting the conditions implied by (3.8) that

KM-Tm)LcCK, KM-TIm)KCL, (4.37)

we get that J(T'(n) — I'(m))XC C K for all unit vectors m and n. Hence, if (4.37) holds
it will still hold if M is replaced by (I'(n)), where the angular brackets (-), denote a
possibly weighted average over the sphere |[n| = 1. The formula (2.6) for I'(k) implies
0<T(n)< Lal. So with the choice M = (I'(n)),, we have that M < LO_1 whichas M > 0
then implies the condition that MLoM < M. Other choices of M may be useful too, as
given K, both M and Ly determine the manifold M = Wlﬁl(lCo), where Ko consists of all
self-adjoint maps in /C.

5 Exact identities satisfied by the Green's function
Consider a point x° and take h(x) to be proportional to 8, which as conveyed in Remark

1.1 denotes a smooth approximation of a Dirac delta function localized at x = x:

h(x) = h%(x —x%), with h® = —(L(x%) — Lo)s’, (5.1)
where the amplitude s° € 7 is prescribed. We also recall that G denotes in this paper an
approximate Green’s function (see Remark 1.1), and here and in the next two sections, we
assume that L(x) is smooth enough.

Then, with appropriate decay conditions at infinity imposed so that the Green’s function
(fundamental solution) exists and is unique, (1.6) and (4.6) informally imply

P(x) = (L(x") — Lo)s’8(x — x°) — (L(x) — Lo)G(x x)(L(x") — Lo)s". (5.2)
With the tensor s’ € 7 replaced by a succession of ¢ tensors s(l), sg, s 52, each in 7,

0
i

P(x)e; = (L(x°) — Lo)s?8(x — x°) — (L(x) — Lo)G(x x°)(L(x°) — Lo)s?
= [(L(x°) — Lo)8(x — x°) — (L(x) — Lo)G(x, x°)(L(x°) — Lo)]S%e;, (5.3)

and defining the linear map $° : 7 — 7 via S’e; = s?, we obtain
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informally implying

P(x) = T(x,x°)S°, (5.4)
with

T(x x%) = (L(x°) — Lo)8(x — x°) — (L(x) — Lo)G(x, x°)(L(x°) — Ly). (5.5)

For fixed x and x°, with x # x° we can consider T(x,x°) as a map from 7 to 7,
and given any S° : 7 — 7 we can choose sources s? such that S; = s?. Define
T(x,x°)S = {T(x,x%)S | S € S} where T(x, x°)S is the composition of the two maps, and
S, as defined at the beginning of Sect. 4, is a subspace of L(7) such that AS C K for all
A € K. Then our theorem says that T(x, x°)S C K for all x, x, with x # x°. Alternatively
we can view T(x,x°) as a map from L(7) to L(7) defined as B = T(x, x°)A iff b; = Be;
and a; = Ae; satisfy b; = T(x, x%)a; fori = 1,2, ..., 4. Viewed in this way, T(x, x%) maps
S to a subset of K. More generally, (4.31) implies T(x, x°) maps SD to a subset of XD
for all nonsingular D : 7 — 7. Also given any nonsingular Sp, we can choose D so that
SoD € S and T(x, x°) will then map this to an element of XD.

To better understand this property of T(x, x°), consider the operator T : H — H,
associated with the integral kernel T(x, x°), given by

T = (L — Lo) — (L — Lo)G(L — Lo) = (I — K¥)"'K, (5.6)

where the last identity follows from (4.12). Define the associated sequence of operators

o0
T, = A(I — AKW¥) 'K = Z VTHKWYK, (5.7)

j=0

where as K and ¥ are bounded operators the operator expansion converges for small

enough A. The associated integral kernel Ty (x, x°) (regarded as a generalized function)

can then be written as a series of convolutions, and the first few terms of which are given

informally by

T (% x%) = A8(x — xO)K(x°) + A2Kx)¥(x — x)K(x°)

+23 /Rd KX)®(x — y)K(y,)¥(y, — xO)Kx°) dy,

e / / Ko0W(x — y,) Ky ¥(y; — y,)K(y,)
R4 JR4
¥y, — xOK(x%) dy, dy, + ..., (5.8)

in which @(x), is the Fourier transform of the operator W(k) associated with the operator
V. Clearly W(x) lies in the space spanned by the W(k), and therefore (3.8) implies that each
successive term in the expansion (5.8) lies in X and hence Tj (x, x°) € K for small enough
1, assuming the convergence of the series is pointwise not just in the L? -sense implied
by the boundedness of K and W. As the properties of T(x, x°) must be such as to account
for the Central Theorem 4.1, there presumably must be some analytic continuation or
other arguments which allow us to deduce that T(x, x%) € K for each x and x°. We make
the assumption that such arguments will be found. By definition, S is a subspace of L(7')
such that AS C K for all A € K. So as T(x, x°) takes values in K we immediately see that
T(x, x°) maps S to a subset of K, as expected. It appears that the converse need not be true
as an operator in L(7") that maps S to a subset of K, generally need not lie in K. Thus, the
assertion that T(x, x°) € K for each x and x° appears to contain more information than



19 Page 20 of 36 Milton and Onofrei Res Math Sci (2019) 6:19

that covered by the central theorem 4.1. However, observe that if we consider S to be the
largest set such that AS C K forall A € K then S becomes a unit algebra. Then, since our
theorem implies T(x, x°)S € K for all S € S, by choosing S = I we obtain T(x, x°) € K.
If L is a self-adjoint operator then so too is G. Indeed, supposing that E' = Gh’ and
E = Gh then (3.2) implies
J=LE—h, J =LE —hwith},J €J, EE €& (5.9)
and using the orthogonality of £ and J we have
(Gh,h')3 = (E LE' —J')3y = (E,LE)3 = (LE E')3 = (LE = J,E')3y = (h, Gh')y.
(5.10)
which implies G is self-adjoint. In terms of T(x, x°) this says that
T(x,x%) = TN x), (5.11)

where T' (x°, x) is the adjoint of T(x?, x) on the space 7. The extension of Tf (x% x) to an
operator (going by the same name) acting on L(7') is also the adjoint, with respect to the
inner product (4.20), of the extension of T(x, x°) that acts on the space L(7). To see this,
we have

q q
(A, TT(x°, x)B) \ier) = Z (Ae, [TT(x%, x)Ble)), = Y (Ae;, TN, x)(Bey).,
i=1

IX
—

<T(x, x")Ae;, Bei>T = (T(x, x9)A, B)L(T). (5.12)

|
-M“‘

Il
-

Our theorem then implies TT(xo, x)SD C KD for all x, x°, with x # x°, and for all
nonsingular D : 7 — 7. By swapping x and x° we see that T(x, x°)SD and Tt (x, x°)SD
are both subsets of /C. The latter implies that for all B € SD and A € (D)™ that

0= (A T (x x°)B) (1) = (T(x x°)A, B) (7). (5.13)

So we see that T(x, x’) maps not only SD to a subset of KCD, but also (KD)* to a subset
of (SD)*, in which (SD)* is the orthogonal complement of SD in the space L(7) with
respect to the inner product (4.20).

Further insight into the relation between the operator T defined by (5.6) and the Green’s
operator G can be gained by applying the operator (L — Lo)T to both sides of

J-LE=(@L-L)E—-h, JeJ, E€é (5.14)
where we now only require that h € H. This gives
— (L —Lo)E=(L—Lo)I'(L — Lo)E — (L — Lo)Th, (5.15)
and hence
(L—Lo)E=[I+(L—Lo)I (L —-Ly)Th (5.16)
As E = Gh we see that the Green’s function G satisfies
(L—Lo)G = [I+ (L~ Lo)[]"(L — Lo)T
= (I — K¥) " !KI
=TT, (5.17)

where we have made use of (4.21) (with A = 1). Instead of (4.14), we may write
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J(x) = Lx)E(x) — H(x), withE e & JegJ, (5.18)

and we see that if T'H takes values in SD, then (L — Lo)E takes values in JD. The constraint
that T'H takes values in SD is of course a nonlocal constraint on H(x) and therefore not
as easy to check as the constraint that S(x) € SD (assuming H = —(L — Lo)S for some
S e 9n).

6 Links between Green'’s functions of different physical problems
In the same way that the theory of exact relations for composites easily provides links
between effective tensors, so too does our theory easily provide links between the Green’s
functions of different physical problems. The treatment here adapts the theory of links
for composites, given in [17] Sect. 4.3, to Green’s functions.

Consider m different physical problems, each described by an equation that can be
expressed in the form (1.5):

J9x) = LY0E?(x) - h9(x), withJ@ e 7@, ED € £®, n@ e 1O, (6.1)
where i = 1,2,..., m indexes each different problem, and each field 19 (x), E9(x) and
h(x) takes values in a tensor space 7 for every x € R?. The projection l"(li) onto €Y is
assumed to act locally in Fourier space, i.e., if E¥) = I’(li)A(i) then the Fourier components
E(i)(k) and K(i)(k) of E? and A® are related via E (k) = l"(li)(k)K(i)(k) for some operator
l"(li)(k) that projects onto a subspace El((i) cT.

We can rewrite this set of equations in the equivalent form

TV (x) LY (x) 0 .. 0 EW(x) h(x)
12 (x) 0 LPx) ... 0 E?(x) h?(x)
= . . . . . - . B (6.2)
Jo) (x) 0 0 ... Lx)) \E"(x) h")(x)
~————
J(x) L(x) E(x) h(x)
where J(x), E(x) and h(x) take valuesin 7 =70 @ 7@ @ ... @ 7", and satisfy
Ecé JeJ, heH, (6.3)

in which J and &£ consist of all those fields J(x) and E(x), respectively, taking the form
indicated in (6.2) with component fields JO e 7O and ED € €9, fori=1,2,...,m, and
'H is defined by H = £ @ J. The Green’s function for the system of uncoupled Egs. (6.2)
and (6.3) takes the form

GY(x, x0) 0 . 0
0 GO (x, x%) e 0
Gxx) = . . : . , (6:4)
0 0 ... G (x,x°)

in which G (x, x%) denotes the Green’s function for the “i-th” problem. We introduce a
constant reference tensor Ly and a constant tensor M that are both assumed to be block

diagonal:
oo ... o0 MO o ... 0
o LY ... o o M® ... o0
Lo=| . . o M= . N E (6.5)

o o .. L o 0 .. M"
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Then associated with the decoupled system (6.2) and (6.4) is an operator

(k) 0 . 0
0 vk ... 0
U(k) =
0 0 coo WK
MY — r(K) 0 .. 0
0 M® -1k ... 0
= , , , , ) (6.6)
0 0 .. MO _pimg)
in which
rO) = [ (Lt a1~ ), 6.7)

where l"(li) (k) is the projection onto El((i) and the operator inverse is taken on Elii).

As before, we search for subspaces K C L(7) having the property (3.8) and associated
subspaces S C L(7) that are subspaces having the property that AS C K forall A € K.
Due to the special algebraic structure of the problem, the search for such subspaces
simplifies: see Sect. 4.3 of [17] and pages 5-3 to 5-11 of [15]. The exact relation then
implies that

(L(x) — Lo)G(x, x°)(L(x°) — Lo)+Lo — L € K for all x,x°, with x # x°, (6.8)
and if L@ (x) is self-adjoint for all i we have additionally that for all nonsingular D — D,

((L(x) — Lo)G(x x°)(L(x°) — Lo)+Lo — L)(KD)* c (SD)*  forall x, x°, with x  x°,
(6.9)

in which (XD)* and (SD)" are the orthogonal complements of XD and SD on the space
L(T), with respect to the inner product (4.20).

For these exact relations to a generate a link between the Green’s functions of the
different problems, it is necessary that U not be separable. It is separable if after some
reordering of the indicesi = 1,2, .. ., m labeling the m problems there exists a subdivision
of the problems such that the exact relation decouples. In other words, there exists a p,
1 < p < m, such that there are subspaces K; C L(71), and Ky C L(73), where

T1=TVeTWg.. o7V, T,=TtVg7@g.  ¢7mM, (6.10)

with K1 and K each having the algebraic properties of an exact relation, and any block
diagonal tensor

B o ... o0
o B® ... o
B=| . ) ' ) (6.11)
0 0o ... Bm
is in K if and only if
BY o ... o0 B+ 0 ... 0
0 B® ... o 0 B2 . 0
B1 = . . . . € ICl and B2= . . . . € ’Cz,
0 0 B® 0 0 B

(6.12)



Milton and Onofrei Res Math Sci (2019) 6:19 Page230f36 19

When we say K; and ICy have the properties of an exact relation, we specifically mean
that for all k € R? one has

A1 \I’j(k)AQ e IC;, forall Al, A2 ek, ] =12 (6.13)
in which
v (k) 0 . 0
0 vk ... 0
v (k) = . . . . and
0 0 vk
vt (k) 0 . 0
0 etk L. 0
Wy (k) = ] ) ' ] ) (6.14)
0 0 coo WK

7 Exact identities satisfied by the DtN map and boundary field equalities: a
generalization of conservation laws

This section generalizes the ideas developed in [48], where it was shown how Hill’s exact
relation in the theory of composites, could be used to derive exact identities satisfied by the
“Dirichlet-to-Neumann map” of a body € containing two elastically isotropic materials
with the same shear modulus: in particular, these identities allow one to exactly deduce
the volume fractions occupied by the phases from boundary measurements. The key idea
was to apply (nonlocal) boundary conditions on the boundary tractions and displacements
on the boundary 92 of 2 in such a way that they mimic the body placed in an appropriate
infinite medium with appropriate sources outside. The exact relations satisfied by the
fields in the latter problem imply that the fields inside €2 satisfy these exact relations too,
and this in turn allows one to obtain additional information about the boundary fields:
the boundary field equalities.

We recall the conventions of Remark 1.1, and our assumption made in the beginning
of Sect. 5 that L(x) is smooth enough. We also mention that here and in the next section
we assume 2 is sufficiently smooth and we restrict attention to those equations (having
the required canonical form) for which the response of a body filled by inhomogeneous
material and devoid of sources inside is governed by a “Dirichlet-to-Neumann map” (DtN
map) Agq. Symbolically we may write

3] = Aq(9E), (7.1)

where 0E informally denotes the boundary information associated with the field E, and 9]
informally denotes the boundary information associated with the field J. In the context of
the primary Eq. (1.2), 9E represents the value of the potential field u(x) at the boundary
92 of © and 9dJ represents the value of the flux vector field n - J(x) at the boundary 9<2,
where n is the outward normal to the surface 92 (assumed smooth). (Equivalently, for the
primary equations, dE can be taken as the tangential values of E(x) since integrating these
over the surface yields the boundary values of u(x), up to an additive constant vector).
The Appendix gives further examples of boundary fields dJ and 9E that are associated
with various physical equations, in particular quasistatic equations. Beyond (1.2) and the
equations in the Appendix we avoid giving a precise definition of the fields JE and dJ.
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Specifying JE determines a unique E (and hence J) that solve
Jx) =LX)EX), JeJqo Ee€fq (7.2)

where Jo and Eq are the closures of the spaces Jq and £q comprised of those fields
J(x) and E(x) defined in © which can be extended outside €2 in such a way that with their
extensions they lie in 7 and &, respectively. Note that 7 o and £q are not orthogonal, nor
even nonintersecting. Associated with J(x) is the boundary field 9]. As it depends linearly
on JE, this linear relation defines the DtN map (7.1).

We make a side remark that, as shown in [35], Chap. 3 (7.2) can be reformulated as an
equation in the abstract theory of composites,

L, 20 = [y PLeoL, VLY E), Tell@ & =1,""Tq Ecliao&=1)"C,
\q’:_/ —_— —  — —

j L E
(7.3)

where Ly can be any positive definite self-adjoint tensor (the “reference tensor”), and
U= L’ E)n Ly *Ta), T=15"278 &=1,"%¢, (7.4)

in which jg and 5502 consist of those fields in J and &, respectively, that vanish outside €2.
The DtN map is then associated with the “effective operator” L, mappinglj to itself. Fields
ini{ can be uniquely characterized either by the associated value of 9E or by the associated
value of 9]: given JE there is a map W to a field U = W(9E) in U, and given L.Uce¢ U there
is map @ to 9] = oL, U = ®L,W(JE). This provides the connection between L, and
the DtN map: Aqg = L, V. A similar reformulation of (7.2) as a problem in the abstract
theory of composites was made independently by Grabovsky (see [15], Chap. 2) who takes
Lo = I and refers to fields in I/ as “harmonic functions” (as they are indeed harmonic
functions in the conductivity problem). We thank Yury Grabovsky for pointing out the
need for replacing Jq and £q by their closures Jqand Eq in (7.2), unless, of course, they
are already closed.

Boundary field equalities may be viewed as exact identities satisfied by the DtN map
that are independent of the precise microstructure inside the body. For the boundary field
equalities derived here we need only assume that L(x) € M and satisfies the coercivity
condition (3.1) for all x € .

Specifying dE is one of many possible boundary conditions that uniquely determine the
fields inside 2. Another frequently used one is specifying dJ. A different sort that we use
here is providing some type of mixed nonlocal boundary condition that mimics surround-
ing the body by infinite homogeneous medium with tensor L; with appropriate sources
placed outside the body. Sources outside the body can be considered as a superposition of
localized delta function sources. So let us define Q¢ = R? \ Q and consider a single delta
function source at xg € Q.

Then in Q€ the equations informally take the form

J(x) = LIE(x) + (L1 — Lo)s%(x —xq), J € Jqc, E € &qc, (7.5)

where Jqc and Eqc are comprised of those fields J(x) and E(x) defined outside €2 which
can be extended inside €2 in such a way that with their extensions they lie in J and &,
respectively. Now one can easily (numerically if not analytically) solve for the problem of

a point source in an infinite homogeneous medium having moduli L;:

J°(x) = LiE%(x) + (L1 — Lo)s%(x —xo), J°e J, E°eé&. (7.6)
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Alternatively, the analysis of this section will go through if we replace the delta function
with any square-integrable source that is compactly supported outside 2, say with s°8(x —
xo) replaced by s°r(x) where the scalar-valued function r(x) is square integrable and
r(x) = 0 inside €.

Subtracting (7.6) from (7.5) gives informally

Jx) =LiEX), JeJge, Eege, T =Jx) —1°x), E() =E®x) —E’(x).
(7.7)

The boundary information 3 and 9E associated with the fields J and E are linked by the
exterior DtN map Agc: Aqc(dE) = 9J. As the material outside € is homogeneous, A ¢
is in principle computable and will be assumed known. Since the fields outside and inside
the body must be compatible, i.e., share the same boundary information 9] and 9E, we see
that 9E and 9] must be such that informally

3] — 8)° = Agc (OE — 9E?), ie., 8] — Aqc(3E) = 8)° — Aoc(DED), (7.8)

in which 8]J° and 9E° denote the boundary information associated with J° and E°. Some
care needs to be taken. For example in the conductivity problem in which J(x) is the
current, 3] represents the flux J - n where n is the outward normal to Q. So in defining
A qc it is important that it maps to the flux J - n where again n is the outward normal to
Q, not the outward normal to QC.

Equation (7.8) provides the needed boundary conditions that constrain dJ and dE. They
are not so pleasant as they are nonlocal and involve Aqc. Instead of specifying dE or
dJ, one specifies 3] — Aqc(3dE). Supposing that the DtN map Aq entering (7.1) has been
experimentally measured, or numerically calculated, then (7.8) provides the explicit equa-
tion

AQ(AE) — Agc (3E) = 8]° — Ao (EO) (7.9)

that can be solved for dE. The question arises as to whether a solution exists, and if so, is
it unique? However, it is exactly the same as solving the governing equations (1.5) for the
body 2 surrounded by homogeneous medium with tensor L; and with the source term
h(x) = (L; — Lo)s%§(x — xo), so uniqueness of E (and hence dE and 9J) is assured.

Now instead of considering a single experiment, one can consider g experiments with
s replaced by s(l’, sg, el sg, each source remaining at xg. The fields E(x) and J(x) are then
replaced by E;(x) and J;(x). Let us define, as previously,

S%e =s), E(xe; =Ei(x), Jxe; =Ji(x), Px) =J(x)— LiE(x), (7.10)

and let 9E and dJ represent the boundary information associated with E(x) and J(x),

0
q

then our theorem implies that P(x) € KD for all x € Q. If S contains a nonsingular

respectively. If s9, 89, . . ., s0 are chosen so that S° € SD for some nonsingular D : 7 — 7
element S! then there is no restriction on S” as we can choose D = (S)~18°. This then
constrains J(x) — LoE(x) to lie in KD for all x € . This should then naturally provide
constraints on the boundary information 9E and dJ, thus yielding exact identities satisfied
by the DtN map. The examples in the next section demonstrate this explicitly. These exact
identities must be satisfied for every choice of nonsingular D : 7 — 7, every choice of xg
outside €2, and for every choice of S° € SD. It seems unlikely that the set of exact identities
produced as xg varies outside €2 will all be independent. Rather it is probably the case that
a source at xg outside €2 has the same effect as a set of sources around the boundary of €2,
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implying that it suffices to take sources restricted to the boundary of 2. (Technically, one
should take sources just outside €2 and let them approach the boundary).

If L(x) is self-adjoint, one has the additional constraint that if S° € (KD)* then J(x) —
LoE(x) must lie in (SD)* for all x € €, and this then implies additional constraints on the
boundary information 9E and 3].

Depending on the nature of the exact relations, boundary field equalities may involve
the volume fraction of one phase in a body containing two phases and thus allow the
volume fraction to be exactly determined (e.g., see [48]).

Note that the constitutive law inside the body €2 that J(x) = L(x)E(x) for some L(x) such
that Wm(L(x)) € KD for all x [or more generally that J(x) = L(x)E(x) + (L(x) — Lo)S(x)
inside 2 for some L(x) with Wy (L(x)) € K and for some S(x) € S] can just be viewed
as a nonlinear constraint on the fields J and E inside 2. This constraint, coupled with
the appropriate boundary conditions, allows one to deduce the boundary field equalities
that constrain the boundary information dE and 9J. From this perspective our analysis
immediately applies to a large range of nonlinear problems. This is developed further in
the next section.

8 A alternative view of some boundary field equalities

As an interesting illustration of boundary field inequalities, expressed in a different form,
let us focus on Eq. (1.2) with initially /;,(x) = 0 within Q. We will concentrate on cases
d = 2and d = 3 since these are of greatest practical importance. First, starting in the case
d = 2, and defining new fields, 7iﬂ (x), with components given by

Tip(x) = —Eap(x),  Tap(x) = Eng(x), (8.1)
Eq. (1.2) can be rewritten as

J) =LORJx), V-J=0 V-J=0, (8:2)
with R* being a 4-index tensor with elements

{RYigjy = 3y {R™ )y, RY = (_01 (1)) (8.3)

where R* is the matrix for a 90° rotation. Thus, the action of R+ on T(x) is to rotate its
columns by 90°, each column being a divergence-free field, to give E(x), each column then
being a curl-free field. We can also consider 2m solutions to (8.2) labeled by an index pair
kv,k=1,2v=12,...,m, with fields J*”(x) and Tkv(x) each satisfying (8.2), so that the
resulting set of equations can then be rewritten as

Jx) = LRI, V-J=0 V-Jx) =0 (8.4)
where J(x) and j(x) are four-index fields with elements

Jiako®) =T (), i () =T (), (85)
and the divergence acts on the first index of these fields. The constitutive law in (8.4), the

boundedness and coercivity of L, and the fact that L(x) is constrained to take values in M
can be replaced by the constraint that Q(x), defined to have elements

~

Qiakv1 (%) = Jigkv (%), Qiakv2(X) = Jiarkv (X); (8.6)
takes values in a set 13, where a 5-index tensor Q is defined to lie in B if and only if there
exists a four-index tensor L € M satisfying the boundedness and coercivity constraint
that BoI > L > ool > 0, and
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Qiwkv1 = LiajﬂRﬁsgy Qey kv (8.7)
where (following the Einstein summation convention) sums over repeated indices are
assumed. If the manifold M has dimension m, then B will be a r-dimensional object (in
a 8m2-dimensional space) with r = 4m?* + my.

At points x where J(x) is nonsingular this constraint that Q(x) € B is equivalent to
requiring that the fields satisfy the clearly nonlinear constraint,

LK) = —JEIE] 'R e M, (8.8)
and that L(x) thus defined satisfies the boundedness and coercivity condition (3.1). We
can of course lump all the last four indices of Q(x) into a single index y taking values from
1 to s = 4m?, and then regard Q(x) as a 2 x s matrix-valued field satisfying V - Q = 0,
i.e., the columns of Q are then divergence-free vector fields. The mapping of the last four
indices onto y can be chosen so the first 22 columns of Q (are associated with J while
the last 2m2 columns of Q are associated with 7. We let Q; and Q, denote the 2 x 2m?-
matrix-valued fields formed by the first and last set of 2722 columns, so these are associated
with J and J, respectively. Associated with Q(x), Q1 (x), and Q,(x) are then also the fluxes
q(x) = n(x) - Q(x), q; (x) = n(x) - Q; (x), q»(x) = n(x) - Q,(x) at the boundary €2, where n
is the outward normal. Thus, the first and last 2> elements of q(x) give q; (x) and q,(x),
respectively.

The boundary information for Eq. (1.2) is usually taken as the values of the potential u
and flux n - J, where n is the surface normal. However, as noted in the previous section,
specifying the tangential value of Vu at the surface allows one to recover u (up to a trivial
constant) and thus is an equivalent condition. So we see that instead of using the potential
uas our boundary information one can use nf]V. Then (7.8) can be interpreted as a nonlocal,
linear constraint on the boundary flux q. It can be rewritten as

q — Aqc(qy) = q(l) - AQC(q(z)): (8.9)
where q{ and qJ are the fluxes across 9 associated with solving the equations in an infinite
homogeneous medium with constant tensor L1 € M with a source S(x) with support
outside 2 taking values in SD, and with Agc being the exterior DtN map associated
with this medium. Our theorem then forces J(x) — LoE(x) within 2 to lie in D and this
constraint can alternatively be written as Q(x) € D implying q(x) € n(x)D . To precisely
define D one can return to the representation where Q is a 5-index tensor. Then Q € D
ifand only if Z € X'D where Z is the four-index tensor with elements

Zigsy = Qiasv1(X) — {LO}iotj,BR/‘Lﬁky Qrysv2- (8.10)
The constraint that q(x) € n(x)D for all x € 9Q2 is a boundary field equality.
We can relax the constraint that S(x) is zero inside €2, and given D, Lo, o, Bo redefine
B so that a 5-index tensor Q is in B if and only if there existsan S € SDandaL € M
with BoI > L > apl > 0, such that

Qiasv1 + {Lo}iajpSjpsv = Liajp [Rﬁgky Qkysv2 + Sjgsvl, (8.11)
where sums over repeated indices are assumed. Again our theorem implies that with the
boundary conditions (8.9) we have the boundary field equality that q(x) € n(x)D for all
x € 992, where D is defined as before.

Of course, Q(x) being divergence-free field in a simply connected two-dimensional
region 2 is equivalent to the existence of a s-component potential w(x) such that

Q(x) = R*Vw. (8.12)
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The nonlocal linear constraints on the boundary flux q can then be rephrased as nonlocal
linear constraints on w(x) at the boundary x € 9€2. The result that Q(x) € D then implies
Vw(x) € C = R*D, and this not only constrains the tangential derivatives of the surface
potential, but also implies the additional boundary field equalities (1.10).

Now consider the three-dimensional case. Then a vector field e(x) is the gradient of
a potential #(x) in a simply connected domain € if and only if the 3 x 3 antisymmetric
matrix-valued field

0 —e3(x)  ex(x)
AX)=| e3lx) 0 —e1(x) |, (8.13)
—e(x)  e1(x) 0

is divergence free. The requirement that A(x) be antisymmetric can be viewed as con-
straining it to lie in a three-dimensional subspace. Knowing the boundary value of the flux
n(x) - A(x) (where n(x) is the outward normal to d2) gives the tangential components of
e(x), which can be integrated to give u(x) for x € 9. Thus, say, with a constitutive law
J(x) = LX)E(x) with E = VU where U(x) is represented as a 3m?-component potential,
and J(x) is represented as a divergence-free 3 x 3m? matrix-valued field, we can replace
the 3 x 3m? matrix-valued E by a 3 x 3 x 3m? three-index field A that is antisymmetric in
the first pair of indices. Then the constitutive relation with the restriction that L(x) € M,
and that L(x) is bounded and coercive, can be replaced by a nonlinear restriction Q(x) € B
involving a subset B (independent of x) of a nonlinear manifold, and a divergence-free 3 x s
matrix-valued field Q(x), where s = 12m? with components comprised of the 3 x 3m>-
components of J(x) and the 3 x 9m?-components of A(x). (B is defined so that it ensures
A is antisymmetric in the first pair of indices.) The boundary information is contained in
q(x) = n - Q(x) that is restricted to satisfy a nonlocal, linear, relation of the form (8.9)
where the components of q; represent the components of n - J and the components of
q, represent the components of n - A, and when appropriately defined the first 312 ele-
ments of q give q;, while the remaining last 972 elements of q give q,. Our result that
J(x) — LoE(x) € SD for all x € Q then again implies Q(x) € D, for some appropriately
defined subspace D . We thus obtain the boundary field equality that q(x) € n(x) - D .

Similarly, in three dimensions, a current field j(x) satisfying V - j(x) = 0 can be expressed
in terms of the curl of some vector potential g(x), or equivalently in terms of the anti-
symmetric part of Vg. The values of n(x) - j(x) only provide partial information about the
tangential values of Vg(x) at the boundary of 92 and these are insufficient to determine,
by integration, g(x) for x € Q2. However, we can think of prescribing the boundary value
of g(x) for x € 92, which then allows one to determine n(x) - j(x). More generally, with
say J(x) = L(x)E(x) where E = VU and U(x) is a 3m2-component potential, the 3 x 3>
matrix-valued field J(x) satisfying V - J = 0 can be replaced by the appropriate compo-
nents of VG(x), for some 3 x 3m? matrix-valued potential G(x). Instead of a relation like
(8.9), we obtain a restriction on the boundary potentials like

U— Age(G) =10 — Age(GY), (8.14)

for some appropriately defined exterior DtN map A c. Thus, instead of relations involving
the components of a divergence-free 3 x 12m? matrix-valued field Q(x), one can express
everything in terms of Vw where w(x) is a t-component potential, where t = 12m?,
comprised of the 3m? elements of U and the 9m? elements of G(x). The restriction that
Q(x) € B is then equivalent to a nonlinear local restriction Vw € A. The result that
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Q(x) € D, can be rewritten as Vw € C for some appropriately defined subspace C, and
the boundary field equality that q(x) € n(x) - D implies restrictions on the tangential
derivatives of w at the surface 92, and also implies the additional boundary field equality
(1.10).

Just as in two dimensions, one can redefine 13 (and hence A) to allow for a weaker
restriction of the form (8.11).

9 Conjectured extension of exact relations to some nonlinear minimization
problems

The canonical equations (1.5) are the Euler—Lagrange equations for the minimizer E = E
of the following minimization problem

inf (LE — 2h, E)4,. 9.1
ﬁgg( E E)n (9.1)

Similarly, the extended equations (4.14) are the Euler—Lagrange equations for the mini-
mizer E = E of the following minimization problem
inf (LE + 2(L — Lo)S, E) ¢, (9.2)
Eee
where the inner product on $ = € @ J is defined by (3.11). Now for each point x let
G(x) denote a subset of the manifold M that is closed under homogenization. This is
guaranteed if given any y-periodic function L(y) € G(x) for ally € R?, then the associated
effective tensor L* also lies in G(x). (That it suffices to consider periodic functions was
established in [1,43]). We also assume that G(x) varies smoothly with x. Then consider
the following double minimization problem

inf inf (LE + 2(L — Lo)S, E) . 9.3)
L Eee¢

L(x) € G(x), Vx
Following the ideas of Kohn [20], we switch the order of taking infimums to get the
nonlinear minimization problem:

inf W (x, E(x)) dx, (9.4)
Ee¢ Jpd

where for all x € R? and all B € L(7),

W (x, B) = Agéf( (AB + 2(A — Lo)S(x), B) (7). (9.5)

x)

One can view the nonlinear “energy function” W (x, B) as being the infimum of a con-
tinuous set of quadratic functions. If S(x) is smooth, one expects the problem (9.4) to
have a smooth minimizer E = E. Otherwise, if a minimizing sequence E;,j = 1,2,...
develops fine-scale oscillations, it would be indicative that any associated sequence of
tensor fields L(x) = L;(x) that are a minimizing sequence for (9.3) also develops fine-scale
microstructure as j increases. The development of such fine-scale microstructure indi-
cates that composite materials are needed in the construction, having some homogenized
effective tensor L*(x). However, because G(x) is closed under homogenization we should
be able to just directly use materials in G(x) whose tensor matches that of the desired
effective tensor L*(x). In this way fine-scale oscillations in L;j(x) and hence E ; (x) (with j
large) can be removed.
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This argument strongly suggests that there should be a minimizer of (9.4) and that
minimizer E(x) = E(x) should satisfy the nonlinear Euler—Lagrange equations:

Jx) = IV B) , Jed Eec (9.6)
OB |p_E(
Then from (9.5) it follows that there exists some L(x) € G(x) C M such that
J(x) = LE(x) + (L(x) — Lo)S(x). 9.7)

Indeed, a tangent plane to a minimum of a set of quadratic functions must be tangent
to at least one of them. If S(x) entering (9.5) takes values in SD for some nonsingular
D : 7 — T we conclude that

P(x) = J(x) — LoE(x) (9.8)

necessarily takes values in CD. Also if all tensors in G(x) are self-adjoint for all x, then if
S(x) takes values in (XD)*, P(x) necessarily takes values in (SD)*.

10 Conclusions
We have laid the foundations of the theory of exact relations for wide classes of lin-
ear partial differential equations, where the coefficients are position dependent and sat-
isfy appropriate nonlinear constraints, and have derived exact relations satisfied by their
Green’s functions. Similar to the theory of exact relations in composites, it all boils down
to finding subspaces K C L(7) satisfying (2.9) and associated subspaces S C L(7) such
that AS C K for all A € K. The algebraic search for such subspaces /C or, more precisely
the subspaces Ky consisting of symmetric tensors in K, has been intensively studied by
Grabovsky, Sage, and subsequent coworkers in the case when ¥(k) is only a function of
k/|k|. Their progress is summarized in [14,15]. To apply their results to our setting a
relatively easy task remains, namely to identify the subspaces IC and S associated with
each Co. We caution, though, that some of these results are for equations such as ther-
moelasticity where the field E(x) has constant components, independent of x, such as
the temperature increment 0. Then E(x) is not square integrable, and our analysis does
not apply in its current form. It may apply if we expand the constitutive law and treat
those terms involving constant fields as source terms. Thus, for example, consider the
thermoelastic equation
€(x) = Sx)o(x) + a(x)0, €= [Vu+ (Vu)T]/2, V.o=0, (10.1)

where €(x) is the strain, u(x) is the displacement field, o(x) is the stress, 6 = T — Ty
is the change in temperature T measured from some base temperature Tp, S(x) is the
compliance tensor (inverse elasticity tensor), and «(x) is the tensor of thermal expansion.
Provided a(x) is square integrable, we can treat h(x) = —a(x)6 as our source term, o(x) as
the field E(x), and e(x) as the field J(x). Of course, there could be additional source terms,
not just those arising from the thermal expansion.

For many other equations of interest, such as wave equations in lossy media, ¥(k) for

k # 0 has the form
4
W(k) = —— > [kI/¥;(k/k]), (10.2)
q pars
where (k) is scalar-valued, and so (2.9) holds for all k # 0 if and only if for all unit vectors
n,and forj=0,1,...,p,

A¥im)Ar e £, forall A, Az e K. (10.3)
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Thus, we are confronted with algebraic questions that are essentially the same as those
investigated by Grabovsky, Sage, and subsequent coworkers. The next step will be to search
for specific examples of physical relevance, beyond those encountered in the theory of
exact relations for composites. Irrespective of whether such exact relations exist for wave
equations in lossy media, it is to be emphasized that the current theory already applies to
many of the examples studied by Grabovsky, Sage, and coworkers as summarized in the
book [15].

We also made large strides in developing the theory of “boundary field equalities” and
provided for the first time a general theory for exact relations satisfied by the DtN map
for bodies containing appropriate inhomogeneous media. Again, examples are needed
to illuminate the theory and bring our results from an abstract setting to practice. Our
boundary field equalities relied heavily on the existence of an appropriate constitutive law
inside the body, or at least by imposing nonlinear constraints on fields so they could be
related by an appropriate constitutive law, where the tensor L(x) entering the constitutive
law depends upon the local fields. An interesting question is: Are there boundary field
equalities, beyond the standard conservation laws, that do not require this of the interior
fields? For example, in the setting of Sect. 8 one may ask about the existence of sets B and
appropriate boundary conditions in the two-dimensional case where Q is a divergence-
free 2 x s matrix-valued field and s is not the square of an even integer, and in the
three-dimensional case where Q is a divergence-free 2 x s matrix-valued field and s/3 is
not the square of an even integer. (Of course, one may add to Q an arbitrary number of
“dummy” divergence-free columns that do not participate in the analysis, so one would
want to exclude such trivial manipulations).

In our analysis we made heavy use of the tensor Lo, but the Green’s function G(x, x°)
is independent of Ly. We could have replaced Lo by any other tensor L;, on the manifold
M = Wﬁl(/Co) (where Ky consists of all self-adjoint maps in ) and the analysis would
have carried through. This raises the question, which we have not explored, as to whether
this different choice of Ly would yield new constraints on G(x, x?), or just recover those
obtained with the original choice of Ly.
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Appendix: Some physical equations that can be expressed in the required
canonical form

Here we give examples of some physical equations that can be expressed in the required
canonical form. The examples are by no means comprehensive: for further examples, see
[26] Chap. 2, [35] Chap. 1, [27,28] and the appendix of [29]. In the equations that follow we
omit the source terms. We emphasize that if one is interested in exact relations satisfied by
the DtN map and the associated boundary field equalities, then it is not necessary that the
source terms have a physical significance provided they are localized outside the body 2.
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The simplest canonical equations are those of electrical conductivity

jx) =o(x)e(x), V-j=0, e=-VV =0, (10.4)
— ==
J(x) L(x) E(x)

where j(x) and e(x) are the electrical current and electric field and V (x) is the electrical
potential. The boundary fields dJ and 9E are the flux n - j(x) and boundary voltage V' (x),
respectively, with x € 92 and n being the outward normal to 2. As displayed in the table
at the beginning of Sect. 2.1 in [26] (adapted from one of Batchelor [4]), the equations for
dielectrics, magnetostatics, heat conduction, particle diffusion, flow in porous media, and
antiplane elasticity all take the same form as (10.4) and so any analysis applicable to (10.4)
applies to them as well.
Another important example is that of linear elasticity,

ox) =C(x)e(x), V-6=0 €=[Vua+ (Vu)l]/2, (10.5)
—_ ==
J© LX) EX

where a(x) (not to be confused for the conductivity tensor field) is the stress, €(x) is the
strain, u(x) is the displacement, and C(x) is the elasticity tensor field. The boundary fields
dJ(x) and dE(x) are the traction n-o(x) and boundary displacement field u(x), respectively.

It is also possible to have equations that couple fields together, such as the magneto-
electric equations,

d\ (e B)[e A Y. h_ _ _ —
(b) = <ﬂT ﬂ) <h>’ V.-d=V-b=0 e=-VV, h=-Vy, (10.6)
—_— ————

J(x) L(x) E(x)

where d and b are the electric displacement field and magnetic induction, e and h are
the electric and magnetic fields, V and ¢ are the electric potential and magnetic scalar
potential (assuming there are no free currents), &(x) is the free-body electrical permittivity
(with h = 0), B(x) is the second-order magnetoelectric coupling tensor, p(x) is the free-
body magnetic permeability (with e = 0). The boundary fields 9J(x) and JE(x) are then the
flux pair (n - d(x), n - b(x)) and the potential pair (V(x), ¥ (x)), respectively, with x € 9.

Thermoelectricity also takes this form, but one has to be careful in defining the fields to
ensure that the associated tensor L(x) is symmetric (see, e.g., Sect. 2.4 in [26]).

Fields that are coupled together need not have the same tensorial rank, an example
being the equations of piezoelectricity,

(06 20
—_—— ————

J(x) L(x) E(x)
where S(x) is the compliance tensor under short-circuit boundary conditions (i.e., with
e = 0), D(x) is the piezoelectric stress coupling tensor, and &(x) is the free-body dielectric
tensor (i.e., with T = 0). The strain field ¢, electric displacement field d, stress field o, and
electric field e satisfy the usual differential constraints:

e=[Vu+(Vw)]/2, V.d=0, V.6=0 e=-VV. (10.8)

Since the stresses and strains are symmetric matrices, D is a third-order tensor that maps
vectors to symmetric matrices. The boundary fields 9J(x) and JE(x) are the displacement,
flux pair (u(x), n - d(x)) and the traction, voltage pair (n - g, V), respectively.
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Of course, more than two fields can be coupled together. Thus, by combining a piezo-
electric material and a magnetostrictive material in a composite, we can obtain a material
where there is coupling between electric fields, elastic fields, and magnetic fields.

For fields varying in time at constant frequency w, with wavelengths and attenuation
lengths much bigger than the size of the body under consideration, the quasistatic equa-
tions are applicable. For dielectrics these take the same form as (10.4):

dx) = e(x)e(x), V-j=0, e=-VV =0, (10.9)

where everything is now complex-valued: d(x) and e(x) are the complex-valued electrical
displacement field and electric field, V' (x) is the complex-valued electrical potential, and
e(x) is the complex-valued electrical permittivity. (The physical displacement field, electric
field, and potential are the real parts of d(x)e ™%, e(x)e ™%, and Ve ?, respectively). Let

us set
d=d +id’, e=ée +ie!, V=V +iV', e=¢+¢, (10.10)

where the primed fields denote the real parts, while the doubled primed fields denote the
imaginary parts. Physically, &”(x) is associated with electrical energy loss into heat and
is positive semidefinite. Assuming it is positive definite and that an inverse [¢”]~! exists,
substitution of (10.10) in (10.9), followed by suitable manipulation, gives the equivalent
coupled field equations of Gibiansky and Cherkaev [7]:

e// [s//]—l [8//]—18/ _d/

d” = €/[€//]71 & + 5[3”]716‘/ e ’ (10'11)
S—— e —

J(x) L(x) E(x)

Clearly L is real and symmetric and by inspection of the quadratic form associated with
L one sees that it is positive definite. Now 9] consists of the voltage, flux pair (V",n - d”)
while 9E consists of the flux, voltage pair (—n - d’, V). As Gibiansky and Cherkaev show,
similar manipulations can be done for viscoelasticity in the quasistatic limit where the
equations have the form (10.5), but with all fields being complex. More generally, the
Gibiansky—Cherkaev approach can be applied to equations where the tensor entering
the constitutive law is not self-adjoint, but its self-adjoint part is positive definite, to an
equivalent form where the tensor L(x) entering the constitutive law is self-adjoint and
positive definite [25] (see also Sect. 13.4 of [26]): such manipulations can be applied, for
example, to electrical conduction in the presence of a magnetic field where, due to the
Hall effect, the conductivity tensor a(x) entering (10.4) is not symmetric.

Wave equations, can be expressed in the form (4.12) with an identity like (4.15) holding.
For example, at fixed frequency w with a e~ time dependence, as recognized in [32] the
acoustic equations, with P(x) the (complex) pressure, v(x) the (complex) velocity, o(x, ®)
the effective mass density matrix, and « (x, @) the bulk modulus, take the form

( —iv ) _ (—(w,o)—1 0 ) <vp)’ (10.12)
—iV.-v 0 w/Kk P
— —

J(x) L(x) E(x)

(and 9E and 9] can be identified with the boundary values of P(x) and n - v(x) at 9%,
respectively). Here we allow for effective mass density matrices that, at a given frequency,
can be anisotropic and complex-valued as may be the case in metamaterials [30, 33,44, 50].
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Maxwell’s equations, with e(x) the (complex) electric field, h(x) the (complex) magnetizing
field, u(x, w) the magnetic permeability, e(x) the electric permittivity, take the form

, -1
— - v
’ ih _ [op] 0 X e ’ (10.13)
iVxh 0 we e
——— ——
J(x) L(x) E(x)

(and 9E and 9J can be identified with the tangential values of e(x) and h(x) at €2, respec-
tively). The linear elastodynamic equations, with u(x) the (complex) displacement, o(x)
the (complex) stress, C(x, w) the elasticity tensor, p(x, @) the effective mass density matrix,
take the form

( —0/w ) _ (—C/a) 0) ([Vu—l—(Vu)T]ﬂ), (10.14)
-V a/a) 0 wp u

J(x) L(x) E(x)

(and 9E and 9J can be identified with the values of u(x) and the traction n - o(x) at 92,
respectively). The preceeding three equations have been written in this form so ImL(x) > 0
when Imw > 0, where complex frequencies have the physical meaning of the solution
increasing exponentially in time. Under assumptions that the material moduli are lossy,
or that the frequency w is complex with positive imaginary part, one can easily manipulate
them into equivalent forms similar to the Gibiansky—Cherkaev form in (10.11) with a
positive semidefinite tensor entering the constitutive law [32,34]. Of course, the boundary
fields E and 9] then need to be appropriately redefined.

For thin plates, the dynamic plate equations at constant frequency can be written in the

( iM ) (—’D(x)/a) 0 ) (vw)
_ Y. (10.15)
V-(V-M) 0 h(x)wp(x) v
——

J(x) L(x) E(x)

form

Here M(x, t) is the (complex) bending moment tensor, D(x) is the fourth-order tensor of
plate rigidity coefficients, /(x) is the plate thickness, p(x) is the density, and v = dw/0¢ is
the velocity of the (complex) vertical deflection w(x, £) of the plate. Note that the matrix
L(x) has positive definite imaginary part when o has positive imaginary part. dE can be
identified with the boundary values of the pair (Vv, v) while 9] can be identified with the
boundary values of the pair (Mn, (V - M) - n), in which n is the outward normal to 9€2.
Again, when the material moduli are lossy, or the frequency w is complex with positive
imaginary part, this can be manipulated into the Gibiansky—Cherkaev form in (10.11)
with a positive semidefinite tensor entering the constitutive law, and with appropriately
redefined boundary fields.

Further examples of wave equations at constant frequency that can be represented in
the required form are given in the appendix of [29].

Publisher’s Note

Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 3 March 2018 Accepted: 23 January 2019 Published online: 13 February 2019



Milton and Onofrei Res Math Sci (2019) 6:19 Page 35 of 36

References

1.

2.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

32.

33.

34.

Allaire, G.: Shape Optimization by the Homogenization Method. Applied Mathematical Sciences, vol. 146. Springer,
Berlin (2002)

Backus, G.E.: Long-wave elastic anisotropy produced by horizontal layering. J. Geophys. Res. 67(11), 4427-4440
(1962)

Ball, J.M.: Convexity conditions and existence theorems in non-linear elasticity. Arch. Ration. Mech. Anal. 63(4),
337-403 (1977)

Batchelor, GK: Transport properties of two-phase materials with random structure. Annu. Rev. Fluid Mech. 6,
227-255(1974)

Benésova, B.: Kruzik, Martin: weak lower semicontinuity of integral functionals and applications. SIAM Rev. 59(4),
703-766 (2017)

Cherkaev, AV.: Variational Methods for Structural Optimization. Applied Mathematical Sciences. Springer, Berlin
(2000)

Cherkaev, AV, Gibiansky, L.V.: Variational principles for complex conductivity, viscoelasticity, and similar problems in
media with complex moduli. J. Math. Phys. 35(1), 127-145 (1994)

Clark, KE., Milton, GW.: Modeling the effective conductivity function of an arbitrary two-dimensional polycrystal
using sequential laminates. Proc. R. Soc. Edinb. 124A(4), 757-783 (1994)

Dell’Antonio, G.F, Figari, R, Orlandi, E.: An approach through orthogonal projections to the study of inhomogeneous
or random media with linear response. Ann l'inst Henri Poincaré (A) Phys. théor. 44(1), 1-28 (1986)

Dykhne, A. M.: Conductivity of a two-dimensional two-phase system. Zhurnal eksperimental'noi i teoreticheskoi fiziki
/ Akademiia Nauk SSSR, 59:110-115, July 1970. English translation in Soviet Physics JETP 32(1):63-65 (1971)

Eyre, D.J., Milton, G.W.: A fast numerical scheme for computing the response of composites using grid refinement.
Eur. Phys. J. Appl. Phys. 6(1), 41-47 (1999)

Faraco, D., Székelyhidi, L.: Tartars conjecture and localization of the quasiconvex hull in R2%2_ Acta Math. 200(2),
279-305 (2008)

Grabovsky, Y.: Exact relations for effective tensors of polycrystals. I: necessary conditions. Arch. Ration. Mech. Anal.
143(4), 309-329 (1998)

Grabovsky, Y.: Algebra, geometry and computations of exact relations for effective moduli of composites. In:
Gianfranco Capriz and Paolo Maria Mariano, editors, Advances in Multifield Theories of Continua with Substructure,
Modelling and Simulation in Science, Engineering and Technology, pp. 167-197. Birkhduser Verlag, Boston (2004)
Grabovsky, Y.: Composite Materials: Mathematical Theory and Exact Relations. IOP Publishing, Bristol (2016)
Grabovsky, Y.: From microstructure-independent formulas for composite materials to rank-one convex,
non-quasiconvex functions. Arch. Ration. Mech. Anal. 227(2), 607-636 (2018)

Grabovsky, Y., Milton, GW.,, Sage, D.S.: Exact relations for effective tensors of composites: Necessary conditions and
sufficient conditions. Commun. Pure Appl. Math. (New York) 53(3), 300-353 (2000)

Grabovsky, Y., Sage, D.S.: Exact relations for effective tensors of polycrystals. II: applications to elasticity and
piezoelectricity. Arch. Ration. Mech. Anal. 143(4), 331-356 (1998)

Kohler, W.,, Papanicolaou, G. C: Bounds for the effective conductivity of random media. In Burridge, R, Childress, S,,
Papanicolaou, G.C. (eds.) Macroscopic Properties of Disordered Media: Proceedings of a Conference Held at the
Courant Institute, June 1-3, 1981, Lecture Notes in Physics, vol. 154, pp. 111-130. Springer, Berlin (1982)

Kohn, RV.: The relaxation of a double-well energy. Contin. Mech. Thermodyn. 3(3), 193-236 (1991)

Lax, P.D.: Functional Analysis. Wiley, New York (2002)

Levin, V. M.: Thermal expansion coefficients of heterogeneous materials. Inzhenernyi Zhurnal. Mekhanika Tverdogo
Tela: MTT, 2(1):88-94 (1967). English translation in Mechanics of Solids 2(1):58-61 (1967)

Milgrom, M.: Linear response of general composite systems to many coupled fields. Phys. Rev. B: Condens. Matter
Mater. Phys. 41(18), 12484-12494 (1990)

Milton, GW.: Multicomponent composites, electrical networks and new types of continued fraction. I. Commun.
Math. Phys. 111(2), 281-327 (1987)

Milton, GW.: On characterizing the set of possible effective tensors of composites: the variational method and the
translation method. Commun. Pure Appl. Math. (New York) 43(1), 63-125 (1990)

Milton G. W: The Theory of Composites. Cambridge Monographs on Applied and Computational Mathematics, vol.
6.In: Ciarlet, P.G, Iserles, A, Kohn, RV., Wright, M.H. (eds.) Cambridge University Press, Cambridge (2002)

Milton, GW.: Sharp inequalities that generalize the divergence theorem: an extension of the notion of
quasi-convexity. Proc. R. Soc. A: Math. Phys. Eng. Sci. 469(2157), 20130075 (2013). See addendum [29]

Milton, GW.: Addendum to “Sharp inequalities that generalize the divergence theorem: an extension of the notion
of quasi-convexity. Proc. R. Soc. A: Math. Phys. Eng. Sci. 471(2176), 20140886 (2015). See [28]

Milton, GW.: A new route to finding bounds on the generalized spectrum of many physical operators. J. Math. Phys.
59,061508 (2018)

Milton, G.W.,, Briane, M., Willis, J.R.: On cloaking for elasticity and physical equations with a transformation invariant
form. New J. Phys. 8(10), 248 (2006)

Milton, GW., Golden, KM.: Representations for the conductivity functions of multicomponent composites.
Commun. Pure Appl. Math. (New York) 43(5), 647-671 (1990)

Milton, GW., Seppecher, P., Guy, B.: Minimization variational principles for acoustics, elastodynamics and
electromagnetism in lossy inhomogeneous bodies at fixed frequency. Proc. R. Soc. A: Math. Phys. Eng. Sci.
465(2102),367-396 (2009)

Milton, GW., Willis, J.R: On modifications of Newton's second law and linear continuum elastodynamics. Proc. R. Soc.
A: Math. Phys. Eng. Sci. 463(2079), 855-880 (2007)

Milton, G.W., Willis, J.R.: Minimum variational principles for time-harmonic waves in a dissipative medium and
associated variational principles of Hashin—-Shtrikman type. Proc. R. Soc. A: Math. Phys. Eng. Sci. 466(2122),
3013-3032 (2010)

19



19 Page360f36 Milton and Onofrei Res Math Sci (2019) 6:19

35. Milton, GW. (ed.): Extending the Theory of Composites to Other Areas of Science. Milton—Patton Publishers, Salt Lake
City (2016)

36. Moulinec, H,, Suquet, P.M.: A fast numerical method for computing the linear and non-linear properties of
composites. C. r. Séances I'Acad. Sci. Sér. Il 318, 1417-1423 (1994)

37. Miller, S, Sverék, V.: Convex integration for Lipschitz mappings and counterexamples to regularity. Ann. Math.
157(3), 715-742 (2003)

38. Murat, F.. Compacité par compensation. Ann. Sc. Norm. Super. Pisa, Classe Sci. Ser. IV 5(3), 489-507 (1978). (French)
[Compactness through compensation]

39. Murat, F.: Compacité par compensation: condition nécessaire et suffisante de continuité faible sous une hypothése
de rang constant. (French) [Compensated compactness: Necessary and sufficient conditions for weak continuity
under a constant-rank hypothesis]. Ann. Sc. Norm. Super. Pisa, Classe Sci. Ser. IV

40. Murat, F.: A survey on compensated compactness. In: Cesari, L. (ed.) Contributions to Modern Calculus of Variations.
Pitman Research Notes in Mathematics Series, vol. 148, pp. 145-183, Harlow, Essex (1987). Longman Scientific and
Technical. Papers from the symposium marking the centenary of the birth of Leonida Tonelli held in Bologna, May
13-14,(1985)

41. Olver, PJ, Sivaloganathan, J.: The structure of null Lagrangians. Nonlinearity (Bristol) 1(2), 389-398 (1988)

42. Pablo, P.. Weak continuity and weak lower semicontinuity for some compensation operators. Proc. R. Soc. Edinb.
Sect. A, Math. Phys. Sci. 113(3-4), 267-279 (1989)

43. Raitums, U.E.: On the local representation of G-closure. Arch. Ration. Mech. Anal. 158(3), 213-234 (2001)

44, Schoenberg, M., Sen, P.N.: Properties of a periodically stratified acoustic half-space and its relation to a Biot fluid. J.
Acoust. Soc. Am. 73(1), 61-67 (1983)

45. Tartar, L. Compensated compactness and applications to partial differential equations. In: Knops, R.J. (ed.) Nonlinear
Analysis and Mechanics, Heriot-Watt Symposium, Volume IV. Research Notes in Mathematics, vol. 39, pp. 136-212.
Pitman Publishing Ltd, London (1979)

46. Tartar, L Estimation de coefficients homogénéisés. (French) [Estimation of homogenization coefficients]. In:
Glowinski, R., Lions, J.L. (eds.) Computing Methods in Applied Sciences and Engineering: Third International
Symposium, Versailles, France, December 5-9, 1977. Lecture Notes in Mathematics, vol. 704, pp. 364-373. Springer,
Berlin (1979). English translation in Topics in the Mathematical Modelling of Composite Materials, pp. 9-20,
Cherkaev, A, Kohn, R. (eds.). ISBN 0-8176-3662-5

47. Tartar, L: The General Theory of Homogenization: A Personalized Introduction. Lecture Notes of the Unione
Matematica Italiana. Springer, Berlin (2009)

48. Thaler, A.E, Milton, G.W.: Exact determination of the volume of an inclusion in a body having constant shear
modulus. Inverse Probl. 30(12), 125008 (2014)

49. Torquato, S.: Random Heterogeneous Materials: Microstructure and Macroscopic Properties. Interdisciplinary
Applied Mathematics, vol. 16. Springer, Berlin (2002)

50.  Willis, J.R.: The non-local influence of density variations in a composite. Int. J. Solids Struct. 21(7), 805-817 (1985)

51. Zhang, K: On the structure of quasiconvex hulls. Ann. I'lnst. Henri Poincaré. Anal. Linéaire 15(6), 663-686 (1998)

52. Zhikov, V. V.: Estimates for the homogenized matrix and the homogenized tensor. Uspekhi Matematicheskikh Nauk
= Russ. Math. Surv. 46:49-109 (1991). English translation in Russ. Math. Surv. 46(3):65-136 (1991)



	Exact relations for Green's functions in linear PDE and boundary field equalities: a generalization of conservation laws
	Abstract
	1 Introduction
	2 A brief review of exact relations in composites
	3 Functional framework
	4 The central theorem
	5 Exact identities satisfied by the Green's function
	6 Links between Green's functions of different physical problems
	7 Exact identities satisfied by the DtN map and boundary field equalities: a generalization of conservation laws
	8 A alternative view of some boundary field equalities
	9 Conjectured extension of exact relations to some nonlinear minimization problems
	10 Conclusions
	Appendix: Some physical equations that can be expressed in the required canonical form
	References




