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addressing the more imminent transitional stage wherein legacy and autonomous vehi-
cles share the urban infrastructure. We address this gap by introducing a new policy for
stochastic network traffic control involving both classes of vehicles. We conjecture that
network links will have dedicated lanes for autonomous vehicles which provide access to
traffic intersections and combine traditional green signal phases with autonomous vehicle-
restricted signal phases named blue phases. We propose a new pressure-based, decen-
tralized, hybrid network control policy that activates selected movements at intersections
based on the solution of mixed-integer linear programs. We prove that the proposed policy
is stable, i.e. maximizes network throughput, under conventional travel demand conditions.
We conduct numerical experiments to test the proposed policy under varying proportions
of autonomous vehicles. Our experiments reveal that considerable trade-offs exist in terms
of vehicle-class travel time based on the level of market penetration of autonomous ve-
hicles. Further, we find that the proposed hybrid network control policy improves on tra-
ditional green phase traffic signal control for high levels of congestion, thus helping in
quantifying the potential benefits of autonomous vehicles in urban networks.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

The emergence of autonomous vehicles (AVs) in urban networks leads to new operational challenges that have received a
growing attention over the past few years. Of particular interest is the future paradigm wherein legacy (or human-operated)
vehicles have been fully replaced with AVs. In this futuristic context, several studies have shown that the management of
urban networks may benefit from forecasted technological advancements, such as improved trajectory control, automatic
collision avoidance or platooning. However, the intermediate traffic state wherein legacy and autonomous vehicles co-exist
has not been nearly as much examined by researchers. In such an intermediate traffic context, urban networks will need to
adapt to make the most out of AV technology and allow the transition towards fully autonomous traffic, if this is ever to
happen. The first AVs evolving in urban traffic networks are likely to have to abide by the existing infrastructure and legisla-
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tion. However, this picture may change rapidly. We conjecture that with the increase in AV demand, urban traffic networks
will adapt and that AV-specific infrastructure will be available to improve network operations at traffic intersections.

In this paper, we hypothesize a hybrid traffic context wherein legacy vehicles (LVs) and AVs both have access to dedicated
infrastructure in an urban transport network. We propose a new stochastic hybrid network control model to manage traffic
intersections by combining traditional green signal phases with AV-restricted signal phases called blue phases. During blue
phases, only AVs are allowed to proceed through the intersection. On the other hand, green phases can be used by any
type of vehicle. To avoid first-in-first-out restrictions on queue departures, we assume that AVs have dedicated lanes to
access traffic intersections, hereby referred to as AV-lanes. Legacy vehicle lanes (LV-lanes) can be used by both LVs and AVs
to access traffic intersection but for convenience we assume that AVs choose AV-lanes by default. We assume fixed route
choice or known turning ratios and we prove that the proposed network control policy is stable under conventional travel
demand conditions, i.e. that queues are bounded.

We first discuss the literature on network traffic control in transportation before investigating the state of the art in
intersection management with AVs. We then position our paper with respect to the field and highlight our contributions.

1.1. Network traffic control

Traffic signal timing has been studied for decades, and some of the classic methods such as Webster (1958)’s delay
formula are widely known today. Optimization of individual signals is well-established, but optimal coordination of signals
across networks is more complex (Gartner et al., 1975; Robertson and Bretherton, 1991) as complete two-way coordination
even through grid networks can be impossible to achieve. Signal timing is further complicated by additions such as transit
signal priority (Skabardonis, 2000; Dion and Hellinga, 2002). Nevertheless, several commercial software tools (e.g. Synchro)
are currently available to assist city engineers with signal timings.

The literature on network traffic control spans across several fields such as optimization and control theory, transporta-
tion engineering and computer science. The seminal work of Tassiulas and Ephremides (1992) pioneered the research on
stability conditions in network traffic control with an application to data packets routing in communication networks. The
authors notably introduced the concept of back-pressure algorithm as method for decentralized control of a network of
routers. In the context of urban transport networks, there is an extensive body of research on network traffic signal control.
Varaiya (2013) proposed a network traffic control policy based on max-pressure, a variant of the back-pressure algorithm
wherein the control policy chooses the signal phase that maximizes the pressure at each intersection. Stability was proven
assuming each turning movement has a distinct queue. Wongpiromsarn et al. (2012) proposed a pressure-based policy which
maximizes throughput for unbounded queues. However, practical limitations such as link length require a careful choice of
the pressure function to avoid queue spillback. Building on this effort, Xiao et al. (2014) proposed a pressure-releasing policy
that accounts for finite queue capacities. Nonetheless, to more canonically apply the pressure-based routing they assumed
that each turning movement has a separate queue, which is often not realistic. Le et al. (2015) proposed a fixed-time policy
wherein all phases are assigned a non-zero activation time and proved stability for fixed turning proportions and unbounded
queues. Recently, Valls et al. (2016) propose a convex optimization approach to traffic signal control that decouples the sta-
bility of the system from the choice of traffic control policy.

Starting from the seminal work of Smith (1979), several efforts have also attempted to model the impact of traffic
signal optimization on route choice (Zhang et al.,, 2012; Gregoire et al., 2014a; Zaidi et al., 2016). Other studies used bi-
level optimization for signal timings that assume a user equilibrium behavior Yang and Yagar (1995); Sun et al. (2006).
Le et al. (2017) used utility functions in max-pressure control to influence routing. However, while Tassiulas and
Ephremides (1992)’'s policy is provably throughput-optimal, max-pressure route choice makes no guarantees on the effi-
ciency of the travel times. We assume fixed route choice in our network traffic control model to focus on green and blue
phases signal control, and leave route choice for later studies.

1.2. Intersection management with autonomous vehicles

With the advent of connected and autonomous vehicular technology over the past decades, researchers have progres-
sively explored and proposed new intersection management paradigms instead of the traditional tricolor signal control sys-
tem. Dresner and Stone (2004, 2005) proposed the autonomous intersection manager (AIM) protocol as an alternative to
traffic signals for AVs. In AIM, vehicles use wireless communication channels to request a reservation from the intersection
manager (IM). A reservation specifies the turning movement as well as the time at which the vehicle can enter the inter-
section. The IM simulates reservation requests on a space-time grid of tiles and accepts requests if they do not conflict with
other reservations. If two vehicles will occupy the same tile at the same time, a potential conflict exists and the request
must be rejected. The AIM protocol can be used with a First-Come-First-Served (FCFS) policy, wherein vehicles are priori-
tized based on their arrival time at the intersection. Fajardo et al. (2011) and Li et al. (2013) compared FCFS with optimized
traffic signals, and found that FCFS reduced delays in certain scenarios. However, Levin et al. (2016) found that FCFS cre-
ated more delay with signals in certain common cases (e.g. asymmetric intersections). Traffic signals are within the feasible
region of AIM controls (Dresner and Stone, 2007), so AIM can always perform at least as well as signals when optimized.

Naturally, FCFS is only one of many potential policies for reservations. Schepperle and Bohm (2007) and
Schepperle et al. (2008) allowed vehicles to bid for priority: in addition to reservation requests, vehicles could also com-
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municate their willingness-to-pay and receive priority access accordingly. The authors found that auctions reduced delay
weighted by vehicle value-of-time, and Vasirani and Ossowski (2010) found similar results for a network of intersections.
Carlino et al. (2013) used system bids to further improve the efficiency of auctions. However, Levin and Boyles (2015) found
that high value-of-time vehicles could become trapped behind low value-of-time vehicles, making it difficult to achieve
higher travel time savings for high-bidding vehicles.

Several efforts have focused on more microscopic vehicle trajectory optimization formulations to control AVs at traffic in-
tersections. Gregoire et al. (2014a) developed a cooperative motion-planning algorithm using a path velocity decomposition
to optimally coordinate vehicles while preventing collisions. Fortelle and Qian (2015) integrated a priority-based assignment
into autonomous intersection simulation. Altché and De (2016) developed a Mixed-Integer Linear Programming (MILP) for-
mulation to coordinate vehicles through intersections. In this model, the IM decides when AVs enter the intersection and at
which speed. The authors discretized time and tracked vehicle movement in continuous space variables. Zhang et al. (2016,
2017) focused on the decentralized control of traffic intersections based on First-In-First-Out (FIFO) conditions and consid-
ered fuel consumption, throughput and turning movements. This framework was extended by Malikopoulos et al. (2018) pro-
posed a decentralized energy-optimal control framework for connected and automated vehicles. Vehicle separation is en-
sured by rear-end and lateral collision avoidance constraints and the authors prove the existence of a nonempty solution
space.

Levin and Rey (2017) proposed a conflict point formulation for optimizing intersection throughput referred to as the
AIM* protocol. As in Altché and De (2016), the IM decides on AVs’ entry time and speed but instead of discretizing time,
the authors discretize the intersection and focus on conflict points to ensure safety. The authors prove that there always
exist a conflict-free, feasible solution to the proposed MILP. The present paper builds on this research to coordinate traffic
operations during blue phases.

Only a few papers have addressed the configuration wherein AVs and legacy vehicles share traffic intersections.
Dresner and Stone (2006) proposed to periodically activate a traditional green phase to allow legacy vehicles to access the
intersection. Bento et al. (2013) suggested that legacy vehicles could reserve additional space to ensure safety while using
the AIM protocol. Qian et al. (2014) discussed the use of car-following models for collision avoidance among legacy vehicles
and AVs. These efforts rely on the deployment of the AIM protocol to handle vehicle reservations but do not discuss their
impact at a network level, i.e. the effect of such policies on network throughput and stability. Levin and Boyles (2016) found
that reserving extra space for legacy vehicles created significant delays and that high AV market penetrations (around 80%)
were needed for AIM to improve over traffic signals. The hybrid network traffic control policy combining blue and green
phases proposed in this paper may provide an hybrid approach to retain efficiency at lower market penetrations.

1.3. Our contributions

In this paper, we propose a new decentralized, stochastic model for coordinating traffic composed of LVs and AVs in a
network of intersections. Our model assumes that vehicle route choice, or equivalently, turning proportions are known. We
assume that lane queues are measured periodically and we propose a decentralized, pressure-based algorithm to optimize
network throughput. We distinguish between traditional green phases and blue phases which are only available for AVs. For
this, we assume that intersections are accessible through two types of lanes: LV-lanes, which can be used by both LVs and
AVs, and AV-lanes, which are restricted to AVs. During blue phases, all incoming lanes have access to the intersection and
traffic is coordinated using the conflict-point formulation proposed by Levin and Rey (2017). At each intersection and each
time period, a phase is activated based on the current state of the network using the proposed hybrid pressure-based policy.

We make the following contributions. 1) We propose a new model for network traffic control with LVs and AVs which
combines traditional green phases with AV-restricted blue phases. 2) We present a new MILP formulation for green phase
activation wherein turning movement capacity is determined endogenously and lane FIFO blocking effects are accounted for.
3) We extend the max-pressure formulation proposed by Varaiya (2013) to lane-based queues and we propose a new hybrid
max-pressure network control policy wherein LVs and AVs share the infrastructure. 4) We characterize the stability region
of this system and prove that the proposed hybrid max-pressure network control policy is stable, i.e. stabilizes the largest
possible set of demand rates in the network. 5) We conduct numerical experiments to test the proposed hybrid network
control policy.

The remainder of the paper is organized as follows. We present our stochastic network traffic control model in Section 2.
Intersection phase activation models are presented in Section 3. The proposed control policy and its stability proof are
introduced in Section 4. Numerical results are presented in Section 5 and we discuss our findings in Section 6.

2. Stochastic network traffic control

Consider a traffic network G = (W, A) with a set of intersections N connected by a set of links A. The set of links is
partitioned into three subsets: internal links that connect two intersections, denoted A,C.A, source links at which vehicles
enter the network, denoted A; C A, and sink links at which vehicles exit, denoted As c .A. We model congestion at network
intersections using point-queues of infinite size and we are interested in the evolution of queue lengths over the entire
network.
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We consider two classes of vehicles and lanes: autonomous vehicles (AVs), denoted a, and legacy (or human-driven)
vehicles (LVs), denoted I. We assume that each link of the network consists of a set of lanes which are either restricted to
AVs (AV-lanes) or available to both AVs and LVs (LV-lanes). We use 4, and A4; to denote AV-lanes and LV-lanes, respectively,
and we assume that vehicle movement between different classes of lanes are forbidden. Although AVs can use LV-lanes, we
do not model any type of interaction at the traffic-flow level among AVs and LVs on LV-lanes: if an AV uses an LV-lane we
assume that it behaves as an LV. We assume that each class of lanes is served by a color-coded traffic phase. Specifically, we
assume that LV-lanes are served exclusively by traditional green signal phases. In turn, we assume that AV-lanes are served
exclusively by signal-free blue phases. Blue phases differ from green phases in that they directly control vehicles’ trajectory
within the intersection. The proposed hybrid network control policy presented hereafter chooses which phase (green or
blue) should be activated at each intersection of the network and each time period over a discretized time horizon. Both
traffic control phases are formally introduced in Section 3.

Let x;(t) € R, be the number of vehicles on link i € A seeking to enter the intersection at time t. Although we discretize
vehicles in our numerical experiments, integer queue lengths are not necessary for the analytical results presented hereafter.
Let x(t) be the array of all queue lengths at time t. x(t) is the state of the network, and the state space is X = {x;(t) > 0:
i e A}. We consider discretized time and we assume fixed phase time of length At. Further, we assume that the state of
the network x(t) is known at each time period t = 0, At, 2At, .. .. The goal is to design a throughput-optimal network traffic
control policy that optimally selects a traffic signal control at each time period [t, t + At].

The proposed stochastic network traffic control formulation is based on the concept of vehicle movements which are
formally defined below.

Definition 1. A movement (i, j) € A2 is a vehicle trajectory from lane i to lane j across a common intersection n € A in the
network. We denote M the set of all movements in the network.

AVs communicate their position with IMs to make use of the AIM protocol, hence we assume that movement-specific
queues are known for AVs. In contrast, LV-queues can be detected through loop detectors and flow sensors currently in use
for traffic signals but their destination is assumed unknown. Specifically, let A; c A be the set of AV-restricted lanes. For
these lanes, we assume known movements queues, ie. if j € Aq, then x;(t) = 3" 4, %ij(t) and x;(t) is known. In contrast,
for other lanes i € A; = A\ Aq, only x;(t) is known since route choice for LVs is assumed unknown.

For each lane i € A we assume that lane capacity C; is known and determined assuming a triangular fundamental diagram

relationship, that is G; = %’fv’: where U; is the free-flow speed on lane i, K is the jam density and w is the congestion wave
speed. We also assume that the maximum, unconditional movement service rate §;; is known for each movement and
determined based on lost time, specifically: unconditional movement service rates for all movements (i, j) are calculated as
§;j = min{G, C;} 2.

Let P;(t) be a random variable denoting the turning proportion from lane i to j at t with known mean p;;. Let Di(t) be a
random variable denoting the external incoming traffic onto lane i at time t with known mean d;. We denote p, d and § the
vectors of mean turning proportions, mean demands and unconditional movement service rates, respectively. These upper
bounds on movement service rates represent the maximum number of vehicles that can be moved from lane i to lane j
during time period t when no conflicting movement with (i, j) is activated. From these rates, we can determine maximum,
unconditional lane service rates 5; = 3" 4.(; jyer Sij- For convenience if i and j do not correspond to a possible movement
in the network, e.g. they belong to different intersections or they are both entry or exit lanes of the same intersection,
we assume that p;; = 0. Hence, we can define the sets of AV-movements M, = {(i, j) € A2 pij # 0} and LV-movements
My ={(i, j) € A : pij # 0}

Traffic at network intersections is coordinated by phases which are determined by the selection of the activation matrix.
In addition, we also introduce the concept of service matrix which is used in the proposed traffic control formulations.

Definition 2. An activation matrix B(t) is a |.A| x |.A|-matrix wherein all entries take value O (inactive) or 1 (active), i.e.
Bi(t) {0, 1} at time t.

Definition 3. A service matrix «(t) is a |A| x |A|-matrix wherein all entries take a value between 0 (not serviced) and 1
(fully serviced), i.e. ai(t) [0, 1] at time t.

The entries of an activation matrix characterize the activeness of the corresponding phase: §;;(¢) = 1 means that move-
ment (i, j) is active during phase t whereas f;;(t) =0 means that movement (i, j) is inactive. The entries of the service
matrix characterize the service level of active movements during phase t: «;;(t) =1 corresponds to a maximal service level
for of movement (i, j), whereas «;;(t) = 0 means that movement (i, j) cannot serve any vehicles during time period t. Frac-
tional service level values model situations where conflicting movements, i.e. posing a safety risk, simultaneously have non-
zero activation values. The activation and service matrices are linked through the movement-based constraints a;(t) < B;;(t).
These linking constraints ensure that an intersection can only service vehicles on movement (i, j) if this movement is ac-
tive B;;(t) = 1. Further, for priority movements, we set «;;(t) = f;;(t) which implies that an activated priority movements
has full service level. In the proposed traffic control policy, the selection of the activation matrix requires the solution of
two mathematical optimization problems presented in Sections 3.1 and 3.2, respectively and further details are discussed
therein.
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Let Y;(t) be a random variable with mean y;(t) denoting the number of vehicles serviced in lane i at time t. The vector Y(t)
is endogenous to the service matrix c(t) selected by the control policy. Note that the mean y;(t) of Y;(t) is unknown and y;(t)
will be modeled as a control variable in the proposed traffic phase optimization formulation. Specifically, the dependency
between the vector of lane service rates y(t) and «(t) will be presented in detail in Sections 3.1 and 3.2, for green and blue
phases, respectively. The proposed stochastic network traffic control model is summarized by the lane-queue evolution Eq.

(1).

Xj(t + At) = x;(t) = Yj(t) + >_Pj()Yi(t) + Dj(t) Vje A (1)
ied

Note, if j ¢ Ar then D;(t) = 0. Conversely, if j € Ar then j has no predecessor links, thus Y~;. 4 P;(t) = 0. Although AV-
lanes and other lanes have identical queue evolution equations, the information available is more accurate for AV-lanes, this
used in the calculation of network control policies.

In related works, the lane service rate vector y(t) is commonly calculated as the minimum between the supply (lane or
movement service capacity) and the demand (lane or movement queue length) (Varaiya, 2013; Le et al., 2015). However, this
modeling approach does not always capture the interdependency between the activation of possibly conflicting movements
with lane or movement service capacity and queue length. Precisely, previous efforts have assumed that a set of activation
matrices is provided for each intersection and that lane or movement service capacities can be pre-processed accordingly.
This overlooks the impact of queue length on intersection capacity. In contrast our proposed integrated approach aims to
accurately estimate the expected number of serviced vehicles at each time period by leveraging the available lane-queue
length information (note that this information is also assumed available in the aforementioned papers).

3. Traffic control with green and blue phases

In this section, we present two intersection-based formulations to coordinate traffic at intersections during green
(Section 3.1) and blue (Section 3.2) phases, respectively. The proposed formulations aim to identify the optimal traffic phase
at each intersection of the network and at each time period. The notion of cycles, i.e. a sequence of phases, is not repre-
sented in the proposed network model. Specifically, we do not impose any constraints on the sequence of phases that may
be activated at network intersections. Instead, this is left to be optimized by the proposed network traffic control policy,
which we will prove to be throughput-optimal (Section 4). Notably, we show that network-wide traffic coordination can be
decentralized by implementing a hybrid pressure-based policy that activates the highest pressure phase—among green and
blue phases—at each intersection and at each time period.

3.1. Green phase

For green phases, we propose a MILP approach that aims to identify the optimal activation matrix c(t) while accounting
for movement capacity loss due to potential conflicting movements and known lane-queues. Specifically, we estimate the
expected number of serviced vehicles (or lane service rates) for each lane in the network when this value is assumed
endogenous to the selected activation matrix.

Let Al C A (respectively, M]' C M;) be the set of LV-lanes (respectively, LV-movements) of intersection n € A'. We make
the following design assumptions:

1. The set of LV-movements M] can be partitioned into two sets: priority P" and yield Y" movements, i.e. M} =P" U "
and P"NY" = @.

2. Two conflicting priority movements cannot be selected simultaneously.

3. Two conflicting yield movements cannot be selected simultaneously.

Assumptions 2 and 3 are motivated by the fact that in existing traffic intersections there needs to be a consensus between
movements posing a safety risk: this consensus is traditionally resolved by “right-of-way” rules which implies that one
movement must have priority over the other. For instance, two through movements cannot be activated simultaneously
unless they are parallel. In our numerical experiments we model through and right turns as priority movements whereas
left turns are categorized as yield movements.

To implement the intersection design assumptions listed above, we introduce two binary matrices that can be pre-
processed for all intersections in the network. Formally, let C;; be the set of conflict points that movement (i, j) € M}
passes through. This set can be defined by examining the geometry of the intersection containing movement (i, j) and iden-
tifying conflict points with other movements—an illustration is provided in Section 3.3. Given conflict point sets C;; for each

. . . i’ i’ .
movement (i, j) € M?', we can determine the values c;j’ for each pair of movements as follows:

i = VG, ). (@, ') e M} (2)

1 ifcijﬂci/jr * O
0 otherwise
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Let g‘;./].j, be a binary parameter indicating forbidden simultaneous movements, formally defined as:

- 1if (i, j). (. j) e P and ¢ =1
g/ ={1if .. Heyandd) =1 V). (. J)eM 3)
0 otherwise

Let Bji(t) {0, 1} be the binary variable representing the activation of LV-movement (i, j) € M] in the activation matrix
(Bij(t) = 1) or not (B;;(t) = 0). To forbid the simultaneous activation of two priority or two yield conflicting movements, as
required by the design assumptions 2 and 3, we impose the following constraint:

Bi(®) + By (®) <1 VG, ), (0, j)em!:g) =1 (4)

We can use a supply-demand formulation to calculate the lane service rates y;(t) for movements (i, j) € M]. Let
a;i(t)€[0, 1] be the decision variable representing the fraction of capacity allocation to LV-movement (i, j) € M} Recall that
We have the relationship a(t) < 8;(t). On the supply side, the expected movement capacity is a;;(t)s;;. Assuming known,
exogenous turning proportions, p;;, the demand for movement (i, j) at time ¢t is upper-bounded by p;x;(t). However, FIFO
behavior on lanes may lead to vehicle-blocking (Tampére et al., 2011; Li and Sun, 2016). To capture this lane FIFO behav-
ior, let ¢;(t)€[0, 1] be a variable representing FIFO blocking effects on vehicles movements from lane i € A}, ie. ¢;(t) =1
means no blocking effects, whereas ¢;(t) <1 implies that only a fraction of the demand for each turning movement is able
to traverse the intersection due to FIFO blocking effects. For instance, if only 60% of the demand for a given movement can
exit its upstream lane, then the remaining 40% blocks the demand of other turning movements. Hence, in this example,
only 60% of the demand for other turning movements may exit and ¢;(t) = 0.6. The expected service rate of movement
(i, j) € M} can then be defined as:

yij(t) = min{a;; (£)$i;, pijxi(£)Pi (0)} (5)

The value of lane-based variables ¢;(t) can be adjusted based on the supply-to-demand ratio of each movement. For each
lane i, we define the level of FIFO blocking effects as the minimum supply-to-demand ratio and the no-blocking case, i.e.
¢;(t) = 1. This yields the following definition:

. . Olij (t)S_ij .
i(t)=miny min {——=1, 1% Vie Al 6
w0 {(zﬁj)ew { pijXi(t) : (©)
Observe that if min(i.j)eM? [%} >1 for all movements (i, j) € M} emanating of lane i A, then ¢;(¢t) =1 and
@i (t)Sij = pijXi(£) = pijx;(£) i (), thus y;;(t) = pijx;(t)¢;(t) for all movements (i, j) € M]. Otherwise, if there exists an out-
going lane j such that o;”ff)(i‘)’ < 1 and this ratio is minimal over all emanating movements from lane i; then ¢;(t) = (;’fit)(s[’)f
yt ijt

and y;;(t) = «;;(£)S;; = p;xi(£)¢;(t). Hence, the FIFO condition (6) implies that the expected service rate y;(t) of movement
(i, j) € M] defined in (5) is always demand-constrained, i.e. y;;(t) = p;;x;(t)¢;(t). Movement service rates can be linked
to lane service rates by summing over all movements from the incoming lane. Since movement service rates are always
demand-constrained, we obtain y;(t) = ZJEAT:(I‘J)EMT yij(t) = ZJEAF:(L]»)EM? pijXi ()i (t) = x;(£);(¢), for all LV lanes i e AJ.

For a priority movement (i, j) € P", recall that o;;(t) = B;;(t). In turn, for a yield movement (i, j) € V", the available
capacity depends on the selection of conflicting movements. Note that, based on our design assumptions, a yield movement
may conflict with any number of priority movements as long as these priority movements do not conflict with each other.
To calculate the endogenous expected capacity of yield movements, we define p;(t)> 0 as the slack of movement (i, j) € M}
representing the expected available capacity for this movement if the activation matrix B(t) is selected. Hence, the slack of
movement (i, j) € M] is equivalent to the reserve capacity of movement (i, j) if (i, j) is activated. Mathematically, the slack
of (i, j) € M can be defined as:

wij(t) = (s_ij —J/ij(t))ﬁij(f) = (s_ij - Pijxi(f)¢i(t))ﬁij(f) (7)
Recall that ¢;; is the set of conflicts movements of (i, j) € M]. The endogenous expected capacity of yield movements
depends on the choice of the activation matrix. The available capacity of a yield movement (i, j) € V" is defined as the
minimum slack of its conflicting activated movements. This definition ensures that the available capacity of (i, j) is no more
than the minimum slack available among active movements in C;;, while inactive movements in C;; do not restrict the
available capacity of (i, j). Hence, we can define the expected capacity of yield movement (i, j) € V" as:

a;j(t)$;; = min {(i'r}'])ienc,»j {Mﬂj' ) : By () = 1}7 s-ijﬂij(t)} (8)

To incorporate Eqs (6), (7) and (8) as MILP constraints, we linearize these equations exactly using additional binary vari-
ables. Let x;(t)e{0, 1} and xi(t) € {0, 1} be binary variables used to linearize the right-hand side of (6). Eq. (6) is equivalent
to the constraints:

$i(t)<1 VieA (9a)
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i) = xi(t)  Vie A] (9b)
B0 < L V) €M7 gy (©) 0 (90)
_ 9ij(©)s; ) Sij . S
@i(t) = pijxi(t) -(1- Xij (t)) pijxi(t) V(@ j) e M pljxl(t) >0 (9d)
X,‘(t) + Z Xij(t) =1 Vie A? (96)
Ji(. )eMp.pijxi(t)>0
xi(t) € {0,1} Vie A} (9f)
Xij(t) € {0, 1} V(i j) e M} (9g)

To exactly linearize Constraints (7) and (8), let A;(t)e{0, 1} and A::;.j, (t) € {0, 1} be binary variables used to model the
right-hand side of (8). Egs. (7) and (8) are equivalent to the constraints:

;i (t) < Bij(t) V(i j) e " (10a)
aij(t) = Bij(t) — (1 = A5(t)) V(i j) e " (10b)
a;j(0)Sij < Bij (O)Syj — P Xy (O @i () + (1 — By (£))S;; V@, j) eV (. ]) e (10¢)

a;j(£)Sij = By (6)Syjy — P Xy (O @y (£) — (1 — By (£))Si5 — (1 — )wf;-j/(f)) max{s$;;, Sy} Y(, j) € Y™, (', j') € C;; (10d)

A+ Y Ao =1 V(i j) e Y (10e)
(. J))eCyj

AT < Bry (D) V(i j) e V" (0. ]) € C (10f)

Aij(€) € {0, 1} V@, j) eyt (10g)

AMi®efo 1) VA Hey () ey (10h)

Our objective is to select a control policy that maximizes network throughput. We build on the max-pressure literature
and define w;(t) as the weight of lane i € A at time t onto the network based on current queue lengths (Tassiulas and
Ephremides, 1992):

w;(t) = x(t) — Z pijX;(t) (11)
jeA:(i,j)em
As in Varaiya (2013), we will later show that maximizing pressure locally, i.e. at each intersection, will maximize net-
work throughput. Hence, the objective function for the green phase activation program should maximize local pressure, i.e.
Lieap WiO)yi () = Zie ap Wi (O ()1 (0)-
Let GREEN be the maximal local pressure that can be obtained using the green phase based on the network state x(t) at
intersection n € NV. The proposed mathematical programming formulation for identifying maximal pressure green phases is
summarized below in (12) and hereby referred to as the GREEN.

Zg(x(t)) = max D wit)xi()i(t) (12a)
ieAr
st gi(t) <1 Vie AP (12b)

¢i(t) = xi(t) Vie A (12¢)
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o (t)S;

@i(t) < P (D) V(i j) € M} : pijxi(t) > 0 (12d)
oy %i®Os Sij - N v () S
i(t) = pijxi(t) ( Xij (t)) pijxi(t) V@, j) e M puxl(t) 0 (12¢)
X,’(t) + Z Xij(t) =1 Vie A? (]Zf)
Jr(.)eMp.pijxi(t)>0
Bi®) +Bry®) <1 VG.j),(, j)emM:g) =1 (12¢)
a;j(t) = B (t) V(. j) e P" (12h)
a;j(t) < Bi;(t) V@, j) eyt (12i)
a;j(t) = Bij(t) — (1 — A4(0)) V(i j) e (12))
a;j(t)Sij < Brj (O)Syj — PijXy (O @i () + (1 = By (£))Sy; V@i, j) ey (. j) e (12k)

a;j(t)Sij = By (6)Syj — prjXy (O @y (1) — (1 = By (£))Si; — (1 — )»i;-j/(f)) max({s;, iy} V@, j) e V", (0, j) ey (121)

A+ Y Ao =1 Y(i, j) e V" (12m)
(1'.j)€Cij
AT () < By (1) V(. j) e Y (0, ') € G (12n)
xi(t) €{0,1} Vie A (120)
Xij(t) € {0, 1} V@, j) e M} (12p)
Aij(t) € {0, 1} V@i, j) e " (12q)
Al () e {0,1} Y@, j) e V", (i, ]) e (12r)
Bij(t) € {0, 1} V(. j) € M} (12s)
aij(t) = 0 Y(i, j) e MP (12t)
¢i(t) =0 Vie Al (12u)

To illustrate the behavior of GREEN, consider a 4-approach intersection where each lane has 3 movements (left, straight,
right). All straight and right turns are priority movements whereas left turns are yield movements. Assume that all move-
ments from South and North lanes are activated as illustrated in Fig. 1. We examine the behavior of the model from the
perspective of lane S_. Without any loss of generality, we assume that all movements have identical capacity S;;, denoted
§ for short. For this activation matrix, the conflict set of yield movement (S_,W,) is the opposite priority movements:
Cs_w, ={(N_.S;), (N_,W,)}. Observe that Constraints (10) for movement (S_, W, ) collapse to:

os w, <1

asw, =1-(1-=Asw,)
os w,S<$—PnNs. XN oN
Ols,w+5_ <§-— pN,W+XN,¢N,

- - N,S -
s w,S>5—PNs AN PN — (1= Agy )$
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Fig. 1. Illustration of a green phase activation. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

.. N.W, =
os w,S =5 — PNw, XN PN — (1 — A5y ")S

As w, + )»SN:VS@ + )»SN:VMVQ* 1

If the slack of both movements (N_,S;) and (N_, W, ) is greater than the capacity of (S_,W,) (i.e. $), then A5 y, =1 and
as_w, = 1. In this case, yield movement (S_, W, ) is unrestricted. Otherwise, assume that the slack of (N_,S,) is lower than

that of (N_, W, ) and lower than s, then kg\’_‘vsﬁ =land as yw, =1- . Observe that a5 , > 0 since Constraints
(9) require py s, Xy _¢n_ < an_s,S=S5 since (N_,S;) is an activated priority movement. In this case, movement (N_,S;)
restricts the service level of yield movement (S_, W, ).

The level of FIFO blocking effects on lane S_ (i.e. ¢ ) takes the minimum value among supply-to-demand ratio of all
movements emanating from this lane and 1. If all supply-to-demand ratios are greater than 1, then xs. =1 and ¢s_ =
1, which corresponds to the case where no FIFO blocking effects occur on lane S_. Otherwise, in the continuity of this
illustration, assume that the lowest supply-to-demand ratio is achieved for movement (S_,W,) (due for instance to the
restricted service level of this movement) and this supply-to-demand ratio is lesser than 1. In this case xs w, =1 and

PN_s, XN_N_
S

¢s = %. In this case, FIFO blocking effects due to the limited available capacity of movement (S_, W, ) are restricting
W, Xs_

the outflow of lane S_, which in turn affect the pressure release of this lane. This phenomena is observed in current lanes
where a left-turning vehicle blocks through movements for the lane. In practice, this is often alleviated by adding a left-turn
bay.

This analysis highlights that Model GREEN is fully determined by the choice of the activation matrix B(t) which is decided
based on the maximum pressure release that can be achieved. The solution of GREEN gives an optimal service matrix at
intersection n for the green phase, denoted «f(t) and an optimal (binary) activation matrix denoted BZ(t).

3.2. Blue phase

To coordinate traffic during blue phases, we adapt a mixed-integer programming formulation from Levin and
Rey (2017) to maximize local pressure. For blue phases, lane service rates can be obtained by solving an optimization prob-
lem wherein collision avoidance constraints are imposed at all conflicts point of the intersection. In contrast to GREEN, the
blue phase model optimizes individual vehicle trajectories while ensuring traffic safety. Specifically, the blue phase Model
finds optimal AVs speeds and departure time based on the current AV demand at each intersection.

Let V" (t) be set of AVs in the network at time t seeking to enter intersection n € . Let Al c A, (respectively, MI c Mg)
be the set of AV-lanes (respectively, AV-movements) of intersection n € N. For each intersection, the set of possible AV-
movements is assumed known and intersecting AV-movements generate conflict-points. Thus, an AV-movement (i, j) € M@
can be viewed as a two-dimensional trajectory which consists of a sequence of conflict-points starting at the head node of
lane i denoted i* and ending at the tail node of lane j denoted j~. Since AVs’ route choice is assumed to be known, we can
map each vehicle to a trajectory. Let y, (respectively, y,}) be the entry (respectively, exit) point of vehicle v € V"(t) into
the intersection. Let p, be the trajectory of v, i.e. py ={y,,.... ¥ }-
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Recall that the current time period consists of the interval [t,t + At[. Let t,(c) >t be a decision variable representing the
arrival time of vehicle v at point ce p, and let 7,(c)>0 be a decision variable representing the time conflict point ce py is
reserved for vehicle v. The values of these variables is determined by the speed assigned and the departure assigned to v as
described in Levin and Rey (2017).

Let z, be a binary variable denoting if vehicle v € V"(t) traverses intersection n during the current time period (1) or not
(0). Formally,

z=1 « tyH+wy)<t+At (13)
A relaxed form of this relationship can be modeled using integer-linear constraints as follows:
(V) + () <t+At+ (1 -2z)M, (14)

where M, >0 represents a large number which can be set to the maximal exit time of vehicle v € V"(t). Constraint (14) im-
poses that z, =1 if t,(y,}) + 7(y,") <t + At and is free otherwise. To ensure that z-variables are only activated if all pre-
decessor vehicles in the same queue have traversed the intersection, we impose the constraints z,, < zy, for all vehicles
v,V eV(t) 1y, = Yy ey <ey. Let VI(t) = {veVn(t) : y, =i} be the set of vehicles seeking to travel from lane i € A7 at
time t. The number of AVs serviced on lane i € Aj is ZveVi”(t)ZV' Similarly to the objective function of GREEN, the objective
of the blue phase model is to maximize local pressure on AV-lanes. This can be formulated as: 37 4n w;(t) Zvevin(t)Zy.

The remaining of the blue phase model is identical to that presented in Levin and Rey (2017). Note that movement ca-
pacity is only implicitly represented within the blue phase model. Recall that we assume a triangular fundamental diagram
relationship in the intersection. This relationship is used to determine the reservation time 7,(c) in Constraint (15d). Con-
straints (15e) and (15f) are used to impose lower (U,) and upper (U,) bounds on the speed of vehicle v, and to impose that
vehicles have a constant speed throughout the intersection. FIFO conditions at all shared conflict points for vehicles in the
same lane queue are imposed by Constraints (15g). Binary variables §,,,(c) are used to model the order of vehicles at con-
flict points, ie. §,,(c) =1 (respectively §,,,(c) = 1) means that vehicle v (respectively, v') traverses conflict point ¢ before
vehicle v (respectively, v) and disjunctive trajectory separation constraints (see (15h) and (15i) in the formulation below)
are used to ensure that conflict points are reserved a sufficient amount of time to ensure traffic safety. This formulation
builds on space-discretized collision avoidance formulations for air traffic control (Rey et al., 2015a; 2015b). For more details
on this conflict-point formulation, we refer the reader to Levin and Rey (2017). Let Z}(x(t)) be the maximal local pressure
that can be obtained using the blue phase based on the network state x(t) at intersection n. The MILP used to coordinate
traffic during blue phases is summarized below in Formulation (15) and hereby referred to as the BLUE.

Z3(x(t)) = max dowit) Yz (15a)
ie Al veVn(t)
st. L)+ <t+At+ (1 —-2z,)M, Yv e V(t) (15b)
t(y, ) =ey Yv e V(t) (15c¢)
Ly | Lty —t(y))
()= —+ Yv e V'(t),Vce 15d
v(C) w d (Vo 7o) (®) Pv (15d)
- o+ -+
du(%: yv ) S ty(V,j') _ ty(yu_) E du(VU ) VU ) VU c Vn(t) (156)
U, u,
tv(c) — tv(yvi) tv(qur) - tv(yui)
= Yv e V'(t),VYce 15f
0 -0) A7) (0. ¥e<p (150
ty(c) + T(c) <ty (c) Yo, v e V() 1y, =y, . en < ey, Yce pyNpy (15g)
ty(€) + Tw(c) =ty (c) < (1 = 8y (€)) My Yo, v e V(L) 1Yy # Yy Ve e pyNpy (15h)
Sy (€) + 8yp(c) =1 Yo, v e VIO () 1y, £y, v <V, Yce pyN py (15i)
Zy <2y Yo v e V() 1y, =Y, e <ey (15j)

Sy (c) € {0, 1} Yo v e V() Ly, # Yy Yce pyNpy (15k)



D. Rey and M.W. Levin/ Transportation Research Part B 130 (2019) 105-129 115

SN IA < 3 T "
<X
N S~
IS PAAN - ] N~ .
\ ?g )‘ / | \ K
\
——= AV-movement o ——— Priority LV-movement ———= AV-movement o Conflict points
——— LV-movement © Entry/exit point - = = = Yield LV-movement Inactive Inactive movement P
(a) (b) (c)

Fig. 2. (a) shows all possible LV- and AV-movements on a typical intersection. (b) depicts a possible green phase involving priority and yield LV-movements
and (c) illustrates the conflict-point formulation during blue phase. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

z,€{0,1} Yv e V(t) (151)
ty(c) >t Yv e V'(t),Vc e py (15m)
7,(c) >0 Yv e V'(t),Yc e py (15n)

To derive the service matrix a}(t) associated with the optimal solution of BLUE at intersection n and time t, we intro-
duce movement-based vehicle sets Vl."j t)={veV(t):y, =it y,5 =j} for each (i, j) € M. The service rate of movement
(i, j) € M7 is then calculated as the ratio of the number of vehicles serviced by the unconditional movement service rate,
ie.:

Zusvg,(t) Zy

The (binary) activation matrix Bj(t) associated with the optimal solution of BLUE intersection n and time t can be defined
based on e (t) as follows:

a;;(t) = (16)

1 if Olij(t) >0

Bi(©) = {0 otherwise (17)

Similarly to green phase, we can also derive the FIFO blocking effects ¢;(t) associated to lane i in blue phase using the
relationship y;(t) = x;(t)¢;(t):
bi(0) = yit)  Lvewry v

' xi(t) xi(t)

Although variables a(t), B;(t) and ¢;(t) are only implicitly defined in BLUE, they are used to characterize the stability

properties of the proposed network control policy, as discussed in Section 4.

(18)

3.3. Hllustration of GREEN and BLUE traffic control formulations

The proposed traffic control formulation is illustrated in Fig. 2 for a typical traffic intersection connected to eight in-
coming and eight outgoing links, each of which composed of one LV-lane and one AV-lane. A possible solution to GREEN
is shown in Fig. 2(b) with four priority LV-movements and two yield LV-movements. The blue phase is illustrated in 2c
wherein AV-traffic is coordinated by solving BLUE and reserving conflicts points for each vehicle in order to maximize local
pressure.

To further illustrate the behavior of formulations GREEN and BLUE, we examine a specific instance based on the intersec-
tion geometry illustrated in Fig. 2(b) and (c), respectively. We consider a 4-approach intersection with one LV-lane and one
AV-lane per approach. Lanes are labelled based on their cardinal orientation. Incoming lanes are sub-scripted with a - sign
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Table 1
Turning proportions, lane capacity, unconditional movement service rates and number of conflict points
(blue phase only) based on movement type. The time period is At = 10s and green phase lost time is

L=2s.
G By S5 Number of
Movement  Type Dpij (in veh/At)  (in veh/At)  (in veh/At)  Conflicts Points (]py|)
Right Priority 10% 5 4 5 2
Through Priority 80% 5 4 5 6
Left Yield 10% 5 4 5 6

Table 2
Lane-queues length and vehicle route choice (for blue phase only).

Lane (i) Demand (x;(t)) AV route choice (blue phase only)

s 10 [N+ E+. Ny Ny W, No Ny Ny Ny Ny
2 4 [E+, Ey, Se, W, ]

N- 2 [S+. 5]

E 7 W, W, Wo, Ny, Se Wa, Wi ]

and outgoing lanes are sub-scripted with a + sign. Each lane has three possible movements: right, through and left. For
green phase purposes, Right and Through movements are assumed to be priority (?) movements whereas left movements
are assumed to be yield () movements.

We assume that the free-flow speed is U = 44 ft/s and the congestion wave speed is w = 11 ft/s. We consider an inter-
section of width 48 ft and assume all vehicles to be of length 17.6 ft. We use a time period of At =10 s and we assume a
lost time of 2 s for green phase which represents all-red clearance time and vehicle start-up delay. Under this configuration,
lane capacity (C;) is 5 vehicles per time period. The unconditional movement service rate of green phase is sfj = 4 vehicles
per time period, and, assuming no lost time for blue phase, the unconditional movement service rate of blue phase is s'fj =5
vehicles per time period. This information, along with turning proportions and movement specific information is detailed in
Table 1.

Prior to solving model GREEN, it is necessary to identify the potential conflict sets C;; of each movement (i, j) of the
intersection. In this illustration, we assume the following intersection configuration:

» Right movements are conflicting with through and left movements ending at the same lane.

« Through movements are conflicting with right movements ending on the same lane, perpendicular through movements
and left movements starting from a different lane.

o Left movements are conflicting with right movements ending on the same lane, through movements starting from dif-
ferent lanes and left movements starting from perpendicular lanes.

To illustrate this intersection configuration, the conflict sets C;; of movements emanating from lane S_ are provided below
(the conflict sets of movements emanating from other lanes are symmetrical):

° CS,_E+ = {(W—,E+)7 (N—7E+)}
® CS,.N+ = {(E—vNJr), (W_,E;), (E_,W,), (E_,S;), (N_,Ey), W_, N+)}
° CS,,W+ = {(N—s W+)? (W—?E-F)s (N_,S+), (E—s W+)a (E_,S+), (W—s N+)}

For comparison purposes, we assume identical traffic demand for both LV and AV-lanes. We assume that there is no
downstream traffic, hence pressure weights are equal to lane-demand, i.e. x;(t) = w;(t) for all incoming lanes into the inter-
section. Lane-demand and AV route choice information is provided in Table 2.

We explore the behavior of GREEN and BLUE in this base case configuration and in the case where movement capac-
ity is doubled, i.e. C; = 10 vehicles per time period (hereby referred to as “2 x Capacity”). The details of the optimal solu-
tions of GREEN and BLUE are summarized in Tables 3 (lane-based variables) and 4 (movement-based variables). In the base
case configuration, the optimal objective function value of GREEN is Z} (x(t)) = 50 and that of BLUE is Zg(x(t)) = 55. In the
2 x Capacity case, the objective of GREEN is Z}(x(t)) = 104 and that of blue is Zj(x(t)) = 115.

Optimal lane service rates and pressure-weighted lane service rates are reported in Table 3. These results highlight the
difference between GREEN and BLUE with the former servicing only 1 lane in the base case and 2 lanes in the 2 x Capacity
case. In contrast, BLUE is capable to service some traffic on all 4 lanes of the intersection thanks to the conflict-point for-
mulation allowing multiple conflicting movements to be activated simultaneously.

In the base case, only the 3 movements from South lanes (S_) are activated by GREEN. Blocking effects due to FIFO
conditions yield ¢s_(t)=0.5 as summarized in Table 3. This indicates that only 50.0% of the demand on lane S_ is able to
access the intersection. The service rate of movements is detailed in Table 4. Of the activated movements, all movements
have full service capacity. In this example, the high demand of the South lane leads the intersection manager to only activate
South-based movements. This is reflected in the movements slacks: the through movement (S_, N, ) has null slack (us_n, =
0.0), thus blocking other movements which conflict with this movements. This activation pattern is typical of saturated
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Table 3

Optimal lane-based variables obtained by solving GREEN and BLUE for the illustrative instances. For green phase, lane ser-
vice rates are calculated as y;(t) = x;(t)¢;(t). For blue phase, lane service rates are calculated as y;(t) = Y_,cn () 2y and FIFO
blocking effects as ¢;(t) = y;(t)/x;(t).

Base case (G; = 5 veh/At) 2 x Capacity (G = 10 veh/At)
GREEN BLUE GREEN BLUE
Lane  ¢(t)  yi(t)  wieyi(6)  @i(6)  yi(6)  wiltlyi(t)  @i(t)  yit)  wiltlyi(e)  i6)  yit)  wile)yi(t)
S 0.5 5.0 50.0 0.2 2.0 20.0 1.0 10.0 100.0 0.6 6.0 60.0
w_ 0.0 0.0 0.0 0.75 3.0 12.0 0.0 0.0 0.0 1.0 4.0 16.0
N_ 0.0 0.0 0.0 0.5 1.0 2.0 1.0 2.0 4.0 1.0 2.0 4.0
E_ 0.0 0.0 0.0 043 3.0 21.0 0.0 0.0 0.0 0.71 5.0 35.0

Table 4

Optimal value of movement-based variables obtained by solving GREEN and BLUE for the illustrative instances. For green phase, movement
service rates are calculated as y;;(t) = p;jX;(t)¢;(t) and pu;(t) is calculated by (7). For blue phase, movement service rates are calculated
as y;j(t) = ZVEVS (t) 2o

Base case (C; =5 veh/At) 2 x Capacity (G; = 10 veh/At)

GREEN BLUE GREEN BLUE
Movement  y;(t)  py(t)  ay(t)  By(t)  y(0) oayt)  Bu(t)  y(0) o) oe) o By(t)  yu(t)  ayt)  By(t)
(S_,E}) 0.5 3.5 1.0 1 1.0 0.2 1 1.0 8.0 1.0 1 1.0 0.1 1
(S-,Ny) 4.0 0.0 1.0 1 1.0 0.2 1 8.0 1.0 1.0 1 4.0 0.4 1
S_,W,) 0.5 3.5 1.0 1 0.0 0.0 0 1.0 8.0 0.82 1 1.0 0.1 1
W_,S,) 0.0 0.0 0.0 0 1.0 0.2 1 0.0 0.0 0.0 0 1.0 0.1 1
(W_,E;) 0.0 0.0 0.0 0 2.0 0.4 1 0.0 0.0 0.0 0 2.0 0.2 1
(W_,Ny) 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0 1.0 0.1 0
(N_,Ey) 0.0 0.0 0.0 0 0.0 0.0 0 0.2 8.8 0.11 1 0.0 0.0 0
(N_,S}) 0.0 0.0 0.0 0 1.0 0.2 1 1.6 7.4 1.0 1 2.0 0.2 1
(N_, W) 0.0 0.0 0.0 0 0.0 0.0 0 0.2 8.8 1.0 1 0.0 0.0 0
(E_,Ny) 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0 1.0 0.1 1
(E-,W,) 0.0 0.0 0.0 0 3.0 0.6 1 0.0 0.0 0.0 0 3.0 0.3 1
(E-,S}) 0.0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0.0 0 1.0 0.1 1

intersections. In the 2 x Capacity case, there is enough capacity to service all South lane demand s n, = 1.0, which is
sufficient to allow North lane demand to travel through the intersection. In this case, there are no blocking effects on North
and South lanes and yield movements admit partial service levels of as_y, =0.82 and ay_g, = 0.11.

In contrast to green phase, blue phase activates at least one movement from each incoming lane to the intersection with
a total of 6 movements in the base case, and 9 movements in the 2 x Capacity case, as indicated in Table 4. All activated
movements have fractional service rates (c;;(t)) comprised between 0.2 and 0.6, which is narrower range compared to ser-
vices rates of activated movements in green phase. Comparing the number of vehicles moved, we find that in the base case
GREEN moves a total of 5 vehicles while BLUE moves 9 vehicles. In the 2 x Capacity case, GREEN is able to move 12 vehicles
and BLUE moves 17 vehicles.

This highlights that at low capacity, the green phase model is substantially constrained. Further, GREEN can be particularly
sensitive to turning ratios p;;. For example, if the turning ratios for left turns are null and the corresponding demand shifted
to right turns instead, solving the same example in the base case yields a an activation matrix wherein all through and right
turn movements from South and North lanes are activated since all of these movements do not conflict with one another.
In this case, ¢s_ = 0.5 and ¢_ = 1 since North lane demand can be fully serviced.

The MILPs GREEN and BLUE can be solved to optimality using traditional branch-and-cut-and-bound techniques in near
real-time, as shown in Section 5. Their solution provides the basis for the proposed online network traffic control policy
which is introduced in the next section, along with its proof of stability.

4. Hybrid network control policy and stability

In this section, we present a new network traffic control policy for intersection control combining green (LV-lane re-
stricted) and blue phases (AV-lane restricted) and prove that it maximizes throughput. The proposed network traffic control
policy works by repeatedly solving GREEN and BLUE at each time period t based on the network state x(t) and combining
local (intersection-level), optimal activation matrices into a network-wide activation matrix o(t).
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4.1. Stability region

Let M be the set of service matrices. A policy is a function 7 : X — M that chooses a service matrix a(t) € M for every
state x(t). We use the concept of strong stability to characterize the proposed stochastic queuing process (Leonardi et al.,
2001; Wongpiromsarn et al., 2012; Zaidi et al., 2016):

Definition 4. Let { be a time period index. A stochastic queue evolution process is strongly stable under policy 7 if and only
if there exists K < oo such that the network state x(t) verifies:

lir_nsupIE|:1_Z|x(t)|j| <K (19)

t—oo t=1

For brevity, we hereby referred to strong stability as stability.

To show that the proposed policy is stabilizing and define the stability region of the system, we introduce artificial
decision variables in GREEN and BLUE MILPs. Let A;, = A U A, and let y;(t) [0, 1] be a decision variable representing the
lane service supply on lane i € Ay. Recall that §; = 3~ ;c 4. jjer Sij is the unconditional lane supply. Consider the lane supply
constraints of the form:

Yit) < yi(®)S; Vie Ay (20a)

vi(t) < Bij(t) V(i j) eM (20Db)

Constraints (20) require that y;(t) be at least y;(t)/S; and impose that y;(t) be null if any movement emanating from lane
i is inactive. Observe that since B;;(t) = 0 = y;;(t) = 0, FIFO conditions on lanes imply that if there exists a lane j such that
p;j >0 and B;;(t) =0, then y;(t) = 0, which is consistent with Constraints (20). Observe that Constraints (20a) are equivalent
to the class-specific lane supply constraints:

xi(O)i(t) <yi(®)S;  Vie A (21a)
Y zy=yt)s  VieA (21b)
vevn(e)

Lane supply constraints (20) can be incorporated in GREEN by adding (21a) and (20b) to (12). Similarly, (20) can be
incorporated in BLUE by adding (21b) and (20b) to (15) via Egs. (16), (17) and (18) which link variables o;(t), B;i(t) and ¢;(t)
to BLUE, respectively. Observe that variables y;(t) € [0, 1] do not influence the optimal solution GREEN or BLUE MILPs since
y;(t) <s; for all i € Ar,. We henceforth refer to the MILPs with lane supply constraints (21) and variables y;(t), Vi € Ay, as
the extended GREEN and BLUE MILPs.

Let Qcreen and g,y denote the feasible regions of the extended GREEN and BLUE MILPs, respectively. Further, let Q =
Qcreen U Qpye be the feasible region verifying the constraint sets of both GREEN and BLUE, and let Conv(£2) be the convex
hull of €. We say that an infinite sequence of controls {y(t)} for t = 1,2, ... is admissible if {p(t) € 2} for all time periods t.

Definition 5. For any lane i€ Ay, let 7, = lim lfzf-:] yi(t) be the average lane supply of i for sequence {y(t)e2}. An
t—o0
admissible control sequence {y(t) e 2} accommodates flow f if
fi < ‘}7is_i Vl S .Am (22)

Definition 5 states that a flow f can be accommodated if, on average, 7;$; vehicles can be served on lane i € Ay. From
Proposition 2 of Varaiya (2013), y € Conv(R2) if and only if {p(t)e R} is an admissible control sequence. We define the
stability region of the system accordingly.

Definition 6. Let D be the set of demand rate vectors such that there exists an admissible control sequence {y(t) e 2} with
P € Conv(L2) defined as:

D= {deR'f" L (fi < i € A (D) eQ})} (23)
Let R be the interior of D i.e.. R = {d € D°}. R is the stability region of the system.

4.2. Hybrid max-pressure network control policy

The proposed hybrid max-pressure policy selects at each time period t the service matrix e(t) which maximizes the
network-wide pressure among all possible green and blue phases.
Definition 7. The network traffic control policy 7*(x(t)), defined as:

T (R(t)) = argmax{z (ZE@(®)) v Z3(x(1))) - a(t) € M} (24)

neN
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is hereby referred to as the hybrid max-pressure network control policy for legacy and autonomous vehicles.

At each intersection n € N, the hybrid max-pressure policy selects the phase (green or blue) and service matrix («(t))
maximizing the local pressure. The service matrix is either af.(t) if the green phase is activated or ej(t) if the blue phase is
activated. The implementation of the hybrid max-pressure policy requires the resolution of the two MILPs GREEN and BLUE
at each intersection of the network. We next show that policy 7* is stabilizing for any demand rate in the stability region
of the system R.

Theorem 1. The stochastic queue evolution process (1) is stable under the hybrid max-pressure policy w* (24) for any demand
rates vector d € R.

Proof. To show that the stochastic queue evolution process (1) verifies the stability condition (19), we first observe that
this process is a discrete-time markov chain (DTMC) and we will show that it satisfies the conditions of Theorem 2 in
Leonardi et al. (2001). Specifically, we need only to show that there exists € >0 such that the drift of a chosen Lyapunov
function of the DTMC is upper-bounded. Let x(t) ||:\’,(t)||2 = ied (x;(t))? be the chosen Lyapunov function (equivalent to
V(-) in the notation of Leonardi et al. (2001)). We show that the Lyapunov drift of the DTMC E[||x(t + At)||2 - ||x(t)||2| x(t)]
is upper bounded by —e¢|x(t)| where |x(t)| = }";_ 4 |x;(t)| under the hybrid max-pressure policy 7* (24).

Let Ax;(t) =x;(t + At) —x;(t). We have: [x(t+AD)|* —[[xO)[> = [%(©) + Ax(@®)|* — [|x(O)[* = 2x(0)T - Ax(t) +
| AX(t) ). Recall that Ay, = Ay U Ay

X(OT-AX() =— Y X OY(0) + Y D x;(OPE)Yi(t) + Y x;(t)Dj(t)

JjeAr jeAsieAr JjeAr

==Y x(OYi(O)+ Y Y x(OPO)Yi(t) + Y x;(t)D;(t)
ieAr, jeAoicAr JjeAr

=> Yi(®) (—xi(t) +> xj(t)P,-j(t)) + ) x;(D;(t)

ieAr JjeAo JeAr
Computing the conditional expected value E[x(t)T - Ax(t)| x(t)]:
E[X(t)T - AX(t)| x(6)] = — Y E[Yi(H)| () wi(t) + Y x;(t)d; (25)
ieAr, JjeAr

Further, since Yj(t) >0 and P;(t) <1, we have:

Ax;(t) = =Y;(t) + Zpij(t)yi(t) +Dj(t) <

{ZieAl:(i,j)eM, Yi(t) + Dj(t) if j e A (26)
iceA

Diedaijyem, Yi(©) +Dj(t) if j e Aq

Let S; be the maximum value of the random variable Y;(t). If i € A;, then ; can be determined based on the unconditional
lane service capacities §;; otherwise if i € Aq, then this bound can be derived from AVs’ maximum speed under conflict-free
traffic conditions. Let S = max({S; : i € A} and let K; be the number of lanes permitted to reach lane j, i.e. Kj = |ie A : (i, j) €
M| if je Ajor Kj=lie Ag: (i, j) € Mq| if j € Aq. In addition, let D; be the maximum value of the random variable D;(t).
From (26) we get Ax;(t) < K;S+ D;, which gives the following bound:

E[l|Ax0) [ 2()] = > (K;S+Dj)* =K’ (27)
jeA

By definition E[Y;(t)| x(t)] = y;(t). Hence, combining Eqs. (25) and (27), the Lyapunov drift of the DTMC can be upper-
bounded as:

E[[|%(t + AD|I? — () [|*] 2(6)] = E[2%(6)T - Ax(t) + [| Ax(D)[*] %(1)] (28)

<K’—2(Zyi(t)w,-(t) + ij(t)dj) (29)

icArn jeAr

Since by assumption d € R and the stability region is non-empty, there exists an admissible control sequence {p(t)e €2}
with p € Conv(Q2), which stabilizes d. Further, by Theorem 2 of Leonardi et al. (2001), there exists €f> 0, such that the
Lyapunov drift of the DTMC is upper-bounded as follows:

ieAr, ieAr,

:
E[[|Ix(t + A0 |” — x| x(©)] <K' — € > [xi(0)| =K' - 2(62 > Ixf(t>l> (30)

We next show that the hybrid max-pressure policy m* achieves a better Lyapunov value than the admissible control
sequence {p(t) e 2}. Specifically, if the hybrid max-pressure policy 7* is used, then the term Y—;_, yi(t)w;(t) in (29) is
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maximized through the GREEN and BLUE MILPs. Since ;4 x;(t)d; is a constant with regards to the control variables of
the policy, and since €f is a bound on the difference of the achieved outflow and the achieved inflow under the admissible
control sequence {y(t) e 2}, it must hold that

;
Doy Owit) + > xi(0)d; = Y yiOwit) + Y xj(t)d; > < > xi)] (31)
2

i€Ar JjeAr i€ Aro jeAr ieAro
Hence, using policy 7*, the upper bound on the Lyapunov drift of the DTMC given in (29) becomes:

E[llx(t +AD|* - x| x©)] <K =2 Y yi©Owi(t) + Y x;(0)d; (32)
icAr JjeAr
<K —€" Y )] =K —€'|x(t)] (33)
ic Ay

Since K’ is a constant, Eq. (33) is equivalent to Condition (3) in Theorem 2 of Leonardi et al. (2001), with the choice of
x(t)— ||x(t)||? as the Lyapunov function V() and B = 0, which proves the theorem. O

A natural extension of Theorem 1 is that the pure network traffic control policies wherein only GREEN or BLUE is used to
coordinate traffic are also stable.

Corollary 1. The pure pressure-based network traffic control policy consisting of policy m* (24) with only green (respectively,
blue) phases coordinated by GREEN (respectively, BLUE) are stable for any demand rates in the stability region R.

Proof. To prove that pure network traffic control policies are stable within the stability region R it suffices to observe that
policy r* (24) is defined based on a logical OR-condition taking the maximum local pressure among green and blue phases
at each time period and intersection. Hence, Theorem 1 also applies to the unary case wherein only GREEN or BLUE is used
to coordinate traffic. O

Theorem 1 proves that the proposed hybrid network control policy m* (24) stabilizes any demand vector in
the stability region of the system R (23). According to Tassiulas and Ephremides (1992), and as discussed in
Wongpiromsarn et al. (2012) and Varaiya (2013) for the case of signalized traffic control, this is equivalent to throughput
optimality since it shows that the stability region of policy (24) is a superset of the stability region of any policy.

Corollary 1 establishes that pure policies based on GREEN or BLUE traffic control models also maximize throughput.
We note that stability of the pure green network traffic control case is an extension of the work of Varaiya (2013).
Varaiya (2013) proposed a network traffic control policy for a single class of vehicles and assumed that each movement
had a dedicated queue. In addition, it was assumed that movement capacities are exogenous to the traffic signal control
policy. We have both relaxed this framework by only requiring knowledge of lane-queues, and extended the formulation to
two classes of lanes. Further, we introduced pressure-based formulations for both green and blue phases which account for
FIFO blocking effects on upstream lanes, and account for the loss of capacity due to conflicting movements being simulta-
neously activated.

4.3. Online network traffic control algorithm

We are now ready to present our decentralized network traffic control algorithm used to implement the proposed hybrid
max-pressure network control policy. The pseudo-code of the proposed policy is summarized in Algorithm 1. At each time
period t, we calculate the optimal GREEN and BLUE phases at each intersection of the network n € A based on the current
state of the network x(t). The phase with the highest local pressure is selected for each intersection.

Algorithm 1: Hybrid max-pressure network control policy.
Input: G = (N, A),d, p, S t, x(t)
Output: o(t)
for n e N do
ZZ(x(t)) < Solve GREEN (12)
Z3(x(t)) < Solve BLUE (15)
o' (t) < arg MaXen ) i (¢) {Z2(x(1)), Z} (x(£))}
o(t) < [o"(8) |nen

5. Numerical experiments

In this section, we conduct numerical experiments to test the proposed hybrid network control policy and report our
findings.
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5.1. Implementation framework

We implement the proposed hybrid network control policy on artificial datasets to test computational performance and
analyze the algorithm'’s behavior. We use a synthesized grid network of size 5 x 5, wherein each of the 25 nodes corresponds
to a controlled intersection and each edge represents a bidirectional link between adjacent nodes. All intersections have the
same topology as that depicted in Fig. 2(a), i.e. each node has four incoming and four outgoing links, each of which has one
LV-lane and one AV-lane. Each incoming lane allows three movements: through, left turn and right turn.

We assume that vehicles’ routes in the network are fixed. In each instance generated, we randomly and uniformly assign
an origin and a destination to each vehicle, a route among these nodes and a departure time within the considered time
horizon. Origins and destinations are chosen among nodes at the edge of the grid. The level of travel demand is determined
by the departure rate of vehicles into the network and the impact of travel demand onto network performance is assessed
through a sensitivity analysis.

The time period is set to At =10 s. We assume that green phases have a lost time of 2 s to account for vehicle start-up
delays and signal clearance intervals and we conduct a sensitivity analysis on this input parameter. In turn, blue phases are
assumed to have zero lost time.

We use point-queues for all links in the network and we assume that vehicles take three time periods to travel from an
intersection to the next intersection on their route. Vehicles travel through 3 links, each with a 10 s free flow time, between
each intersection. Hence, in this configuration, it takes 30 s for a vehicle to travel between two adjacent intersections at
free flow. We set the time horizon to 30 minutes and we execute Algorithm 1 periodically until all vehicles have exited the
network.

Vehicles’ speed limit through intersections is assumed to be uniform and equal to 44ft/s and the wave propagation
speed is taken as 11 ft/s. We assume that all vehicles have a length of 17.6 ft and that lanes have a width of 12 ft. We use
the triangular fundamental diagram to determine lane capacity which results in 1440 veh/h or 5 vehicles per time period.

We explore the sensitivity of the proposed policy with regards to the proportion of AVs by varying the proportion of AVs
from 0% to 100% in increments of 10%. In all our numerical experiments we assume that AVs always choose AV-lanes. To
benchmark the performance of the proposed hybrid network control policy (summarized in Algorithm 1), we also simulate
network traffic under a traditional traffic signal configuration wherein AV-lanes and blue phases are nonexistent. Under this
configuration all AV-lanes are treated as LV-lanes, and we model this by using single-lane links with twice the lane capacity
of the LV-lanes in the network configuration with both LV- and AV-lanes. Thus, in this benchmark there are no AV-lanes and
since we assume that AVs behave as LVs and LV-lanes, all vehicles are treated as LVs. This benchmark is hereby referred to
as 2 x Green. Each experiment is simulated 40 times and average performance is reported.

The simulation framework is implemented in Java on a Windows machine with 8 Gb of RAM and a CPU at 3 GHz. All
MILPs are solved with CPLEX 12.8 (Java API) with a time limit of 60 s and default options.

The impact of the departure rate onto network performance is explored in Section 5.2, the impact of lost time during
green phases is assessed in Section 5.3 and the activation pattern of green and blue phases is discussed in Section 5.5.

5.2. Impact of departure rate

The evolution of the total system travel time (TSTT) for a varying departure rate is depicted in Fig. 3. For this experiment,
the green phase lost time is set to 2 s and we vary the departure rate from 4000 veh/h (lowest demand) to 10,000 (highest
demand). As expected, we observe that TSTT increases super-linearly with the departure rate, i.e. travel demand. We find
that the market penetration of AVs has a significant impact on TSTT. If less than 50% of AVs are present in the system, we
find that the use of dedicated AV lanes and the blue phase is not beneficial for the network in terms of TSTT, even at high
demands, as noted by the performance of the benchmark which outperforms the hybrid network control policy for these
levels of AV market penetration. Recall that the benchmark represents the TSTT when the pure, green network traffic control
policy is used with the equivalent of two LV-lanes. At high demands (i.e. 8000 veh/h and beyond), we find that a market
penetration of more than 50% of AVs outperforms the benchmark. At the highest departure rate tested (i.e. 10,000 veh/h),
for a market penetration of 70%, the average TSTT is reduced by 1/2 compared to the benchmark. For AV market penetration
rates of 80% and higher, we find that the reduction of the average TSTT is lesser than that achieved at 70% of AV market
penetration. This can be explained by the fact that network capacity is not fully used at 100% of AVs compared to 70% since
in the former configuration LV-lanes remain empty throughout the experiment.

To further investigate the behavior of the proposed hybrid network control policy, we examine average, vehicle-class
travel times relative to the benchmark configuration. Fig. 4 shows the average vehicle travel time for AVs (blue series),
LVs (green series) and overall (orange series) in the network based on AV proportion and departure rate. The benchmark
is shown as a dashed flat line in red. Three main trends can be identified: first, we find that increasing the departure
rate mainly impacts the mean relative travel time of LVs with regards to the benchmark. Second, the proportion of AVs
minimizing the mean vehicle travel time in the network is relatively robust to the travel demand and is found to be around
70% of AVs. This suggests that at lower or higher market penetration rates, network capacity is not saturated and AV- or LV-
lanes are under-utilized, respectively. This insight can help in identifying the optimal AV market penetration rate to deploy
AV lanes and blue phases. Third, for high levels of travel demand, a sufficiently high proportion of AVs improves on the
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Fig. 3. Total system travel time for a varying proportion of AVs and vehicle departure rate. The results illustrate the trend of the mean total system travel
time over 40 simulations on a 5 x 5 grid network with each link having one AV and one LV lane. The 2 x Green experiment (benchmark) corresponds to
the scenario where each link has the capacity of two LV-lanes.

benchmark, i.e. the average vehicle travel time (over both LVs and AVs) obtained using the hybrid network control policy is
lower than the average vehicle travel time obtained with the pure, green network control policy.

For a departure rate of 4000 veh/h, LVs and AVs’ average travel time remain similar and the hybrid network control
policy performs similarly to the benchmark. Increasing the departure rate from 5000 to 7000 veh/h, we observe congestion
effects impacting LVs' average travel time, while AVs’ average travel time remain only slightly penalized. Further increasing
the departure rate to 8000 veh/h and beyond yields a new pattern: for a proportion of AVs greater or equal to 60%, the
aggregate average vehicle travel time improves on the benchmark although LVs’ average travel time remain more penalized
than that of AVs. At a departure rate of 10,000 veh/h, we find that both LVs and AVs’ average travel time are lower than
the average travel time in the benchmark configuration and considerable travel time reduction are achieved from 60% of
AVs and beyond. Specifically, at this departure rate and with a market penetration of AVs of 70%, we find that the average
vehicle travel time is reduced by approximately 1/2 compared to the benchmark. We also observe that the mean relative
vehicle (LVs and AVs) travel time exhibits a convex-shaped profile with a minima at 70% of AV market penetration. This
highlights that for high departure rates, high AV market penetration rates (80% and above) yield an imbalanced usage of
network capacity due to the low demand of LVs.

The computational performance of the proposed hybrid network control policy is illustrated in Fig. 5, which depicts the
average runtime of MILPs BLUE and GREEN over all intersections and all simulations against the departure rate. The results
are reported for a market penetration corresponding to 50% of AVs. Computational runtime increases linearly with departure
rate for the GREEN MILP. The BLUE MILP computational performance profile exhibits a super-linear growth with departure
rate. This is expected since the BLUE MILP models each vehicle trajectory whereas the GREEN MILP use aggregate flow vari-
ables to model vehicles movements. Nevertheless, all MILPs are solved in a few milliseconds. Further, the performance MILPs
appears to be robust to vehicles’ route choice and departure time as demonstrated by the low variance of the computational
runtime over intersections and simulations. In practice, since the proposed hybrid network control policy is decentralized,
the system is easily scalable to arbitrary-size networks.

5.3. Impact of green phase lost time

We next explore the impact of green phase lost time. For this sensitivity analysis we set the departure rate to 7000 veh/h
and compare the baseline configuration (lost time of 2 s) with the cases of null (0 s) and doubled (4 s) lost time. The impact
of green phase lost time on TSTT is illustrated in Fig. 6. We observe that green phase lost time has a super-linear effect on
TSTT. For a high level of AV market penetration, i.e. with 80% of AVs or more, the resulting traffic configuration is almost
insensitive to lost time. We also find that the hybrid network control policy outperforms the benchmark for a sufficiently
high market penetration of AVs (in this case, a proportion 60% of AVs).

Fig. 7 provides a more detailed outlook on the impact of green phase lost time by examining vehicle-class average travel
time. If the green phase lost time is assumed null, we find that LVs’ average travel time remain comparable to AVs’ aver-
age travel time, especially if both classes of vehicles are in similar proportions in the network, i.e. for proportions of AVs
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Fig. 4. Average vehicle travel time based on AV proportion and vehicle departure rate. The results depict the mean and standard deviation over 40 simu-
lations on a 5 x 5 grid network with each link having one AV and one LV lane. The 2 x Green experiment (benchmark) corresponds to the scenario where
each link has the capacity of two LV-lanes.

between 50% to 70%. In turn, doubling the baseline lost time (4 s) considerably penalizes LVs' average travel time for low
proportions of AVs. For an AV market penetration of more than 60%, increasing green phase lost time is better managed with
the proposed hybrid network control policy than the in the pure, green network traffic control policy. This can be attributed
to the traditional green phase model used in the benchmark configuration: since all lanes are LV-lanes, increasing lost time
for green phases results in a considerable loss of capacity compared to the hybrid network configuration.

5.4. Impact of vehicle spacing at conflict points in blue phase

We next explore the impact of Vehicle spacing at conflict points, which can be viewed as a parameter of BLUE. Specifi-
cally, we incorporate a coefficient £ in front of 7,(c) variables, resulting in the following modification to constraint (15d):

g
T, (c)=£ (LV:; + Ly(tvsré’y), ;11())/1; ))) Yv e V(t),VYc e py (34)
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25 intersections in the network and time periods required in the simulation. The proportion of AVs is 50% and the lost time for green phase is 2s. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Total system travel time based on AV proportion and green phase lost time for a departure rate of 7000 veh/h. The results illustrate the trend of
the mean total system travel time over 40 simulations on a 5 x 5 grid network with each link having one AV and one LV lane. The 2 x Green experiment
corresponds to the scenario where each link has the capacity of two LV-lanes. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

We vary & from 1 (baseline) to 1.25 (25% inflation) and 1.5 (50% inflation). For this sensitivity analysis we set the departure
rate to 7000 veh/h and the green phase lost time to 2 s. The results are reported in Fig. 8 (TSTT) and 9 (class-based vehicle
travel time). We observe that inflating £ in BLUE increases the TSTT for AV market penetration rates of 50% and higher. This
suggests that lower levels of AVs in the network, blue phases are not restricting system performance. Comparing with the
benchmark, we observe that increasing & in blue phases results in higher delays, which can be expected since in the baseline
case the proposed hybrid policy only matches the benchmark. In terms of vehicle-class impacts, we find that inflating &
mainly penalizes AVs at high AV market penetration rates. In particular, for an inflation of 50% and an AV market penetration
rate of 70% or higher, we find that the mean LV travel time is lower than the mean AV travel time, which contrasts to the
no-inflation case wherein AVs have better service.

Both this analysis and the analysis of the impact of green phase lost time (5.3) offer insights on how the parameters
of the system can be tuned to increase safety standards, e.g. by increasing lost time in green phases or vehicle spacing in
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Fig. 7. Average vehicle travel time based on AV proportion and green phase lost time for a departure rate of 7000 veh/h. The results depict the mean and
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the scenario where each link has the capacity of two LV-lanes. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)
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Fig. 8. Total system travel time based on AV proportion and vehicle spacing inflation (blue phase) for a departure rate of 7000 veh/h. The results illustrate
the trend of the mean total system travel time over 40 simulations on a 5 x 5 grid network with each link having one AV and one LV lane. The 2 x Green
experiment corresponds to the scenario where each link has the capacity of two LV-lanes. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

blue phases. Further, these analyses also suggest that the parameters of the system could be used to prioritize a vehicle
class over another. For instance, increasing vehicle spacing in blue phases can favor LV travel time. Conversely, increasing
lost time in green phase can favor AV travel time. Such prioritization schemes could play key roles in the incorporation of
hybrid traffic control policies in urban transport networks.
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Fig. 9. Average vehicle travel time based on AV proportion and vehicle spacing inflation (blue phase) for a departure rate of 7000 veh/h. The results depict
the mean and standard deviation over 40 simulations on a 5 x 5 grid network with each link having one AV and one LV lane. The 2 x Green experiment
correspond to the scenario where each link has the capacity of two LV-lanes. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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Fig. 10. Distribution of average consecutive phase activations over time periods per intersection and per simulation. The departure rate is 7000 veh/h and
the lost time is set to 2 s.

5.5. Phase activation patterns

To further analyze the behavior of the proposed hybrid network control policy, we report the number of consecutive
green or blue phases activated based on the market penetration of AVs in the network. For this analysis, we focus on a
departure rate of 7000 veh/h and a green phase lost time of 2 s, which exhibited the most balanced level of congestion
for the generated instances and three AV penetration rates: 20%, 50% and 80%. Fig. 10 depicts the distribution of average
consecutive phase activation over time periods per intersection and per simulation. For an AV market penetration of 20%, we
find that green phase is activated for more consecutive time periods compared to blue phase, with up to ~ 70 consecutive
activations. This figure considerably reduces when the proportion of AVs in the network increases. Increasing the proportion
of AVs to 50% and 80% results in more frequent short streaks for green phases with the majority of consecutive activations
between 1 and 10 time periods. In contrast, blue phase activations are found to be more robust to the levels of AVs in the
network. Blue phases are mainly activated in streaks of 1 to 30 time periods, with a majority of consecutive activations
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between 1 and 10 time periods. Since the blue phase admits more combinations of vehicle movements compared to the
green phase, the latter often does not have greater pressure until queue lengths are longer. Hence, if the level of AVs in the
network is high, LVs may have to wait several time periods before being serviced.

6. Discussion and perspectives

In this paper, we proposed a new, pressure-based network traffic control policy for coordinating legacy vehicles (LV)
and autonomous vehicles (AV). The proposed approach assumes that LVs and AVs share the urban network infrastructure.
Specifically, we hypothesized that dedicated AV-lanes are available for AVs to access traffic intersections, thus obviating
the inherent limitations of first-in-first-out (FIFO) lane queues, i.e. vehicle blocking. This design assumption is plausible if
the level of penetration of AVs is sufficiently high (Levin and Boyles, 2016). It should be noted that AV-lanes need not
to be added infrastructure. If the proportion of AVs in the network is high enough, some LV-lanes can be restricted to
AV-traffic. To coordinate traffic at network intersections, we introduced two intersection-level MILP formulations for maxi-
mizing local pressure. GREEN is used to coordinate traffic among LV-lanes. The proposed formulation for green phases only
requires knowledge of lane queues and conflict-free movement capacities and estimates actual movement capacity endoge-
nously based on movement activation. In addition, since route choice is assumed unknown for LVs, MILP GREEN accounts for
vehicle-blocking effects due to FIFO conditions on lane-queues. To manage AV-traffic at network intersections, we introduce
a so-called blue phase during which only AVs are allowed to access the intersection. The resulting BLUE MILP is adapted for
max-pressure control from the conflict-point formulation introduced by Levin and Rey (2017). We characterized the stability
region of the proposed queuing system and showed that the proposed decentralized hybrid network control policy is stable,
i.e. that it maximizes network throughput, under conventional travel demand conditions. Further, Theorem 1 and its proof
show how traffic control formulations which are based on vehicle- or trajectory-level variables can be incorporated in stable
network traffic control policies.

We conducted numerical experiments on randomly generated artificial instances on a grid-network to test the proposed
policy. We explored the sensitivity of the policy with regards to the proportion of AVs in the network as well as the depar-
ture rate, which corresponds to the level of travel demand. We also investigated the impact of green phase lost time and
examined consecutive phase activation patterns. We found that the different patterns emerged based on the level of conges-
tion in the network. At low congestion levels, we observe that AVs’ travel time remains close to the benchmark travel time
whereas LVs’ travel time is increasingly penalized when the proportion of AVs exceeds that of LVs. A low proportion of AVs
penalizes AVs’ travel time; instead a high proportion of AVs penalizes LVs. At higher congestion levels, the hybrid network
control policy is seen to outperform the benchmark, thus quantifying the benefits the blue phase model for coordinating
AV-traffic. We also find that travel demand mainly impacts LVs’ travel time whereas AVs’ travel time are considerably less
penalized. Identifying critical levels of penetration for AVs can provide insight into the management of urban infrastructure.
For instance, this can help in assessing at which point it becomes beneficial to restrict specific lanes to AV-traffic.

The outcomes of the experiments also reveal that fairness should be taken into consideration when allocating lanes to
vehicle classes (LVs, AVs). Indeed, for high proportions of AVs in the network, LVs’ travel time may be considerably penalized,
despite the overall average travel time improving. Exploring the trade-offs between network throughput and fairness will
be addressed in future studies. Real-time lane allocation among vehicle classes (e.g. LV, AV) can be expected to further
impact route choice and travel behavior altogether. Specifically, while LVs may be assumed to be restricted to LV-lanes for
safety and traffic stability reasons; AVs may have the choice between using AV-lanes or LV-lanes. Lane choice behavior
may have strategic implications for AVs and thus the proposed network traffic control policy. For instance, if AV-lanes are
tolled, AVs with low value of time may choose to avoid them whereas high value of time users may prefer them. This more
general network design and control problem can be modeled using bilevel or simulation-based optimization wherein users’
departure time and route choice can be accounted for based on traffic equilibrium theory (Le et al., 2017). Given that our
study is focused on traffic control and assumes fixed route choice, we leave this investigation for future research.

The proposed hybrid network control policy presents some limitations which outline possible future research directions.
Notably, we have assumed a point-queue model which does not account for physical link capacities. As discussed by Gregoire
et. al. Gregoire et al. (2014b) physical link capacities can be incorporated in pressure-based policies but may compromise
their stability properties. Further, if at a given intersection and time period, all pressure weights are null or negative, then
pressure-based control policies have no incentive to move traffic downstream. This is a well-known limitation of such poli-
cies which may result in loss of work conservation, i.e. no vehicles being moved at a time period while having nonzero
queue lengths. However, The comparison of the max-pressure solution to the average intersection actuation (which by as-
sumption provides sufficient capacity for stability) analytically shows that the max-pressure control indeed achieves a better
Lyapunov value. Further, scaling-up pressure weights so that they are always positive is not trivial in point-queue models,
which allow infinitely large queues. Hence, further research is needed to establish stabilizing pressure-based control policies
which ensure no loss of work conservation and are able to account for physical link capacities.

From a practical standpoint, the proposed model admits arbitrary phase ordering and unbounded cycle lengths, which
may not be acceptable in practice. While this is a common design limitation in the literature of max-pressure control
(Wongpiromsarn et al., 2012; Varaiya, 2013; Xiao et al., 2014), future work should investigate the effects of these limita-
tions on throughput and maximum stability in max-pressure control.
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The treatment of both classes of lanes also presents opportunities for improvement. The proposed hybrid network control
policy is designed to treat LV- and AV-lanes equally, i.e. no class is given any form of priority. This design choice could be
relaxed to create incentives for network optimization. For instance, in a context where so-called shared-AVs dominate the AV
market, promoting AV-lanes could be an attractive strategy to reduce car ownership and transition towards shared mobility.
In turn, at low AV penetration rates, it may be beneficial to prioritize LV-traffic to compensate for the reduced capacity
of green phase compared to blue phases. This design choice may require significant modification to the stability analysis,
necessitating a new max-pressure policy.
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