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G4 accuracy at DFT cost: unlocking accurate
redox potentials for organic molecules using
systematic error cancellation†

Sarah Maier, Bishnu Thapa and Krishnan Raghavachari *

The redox potential is a powerful thermodynamic and kinetic tool used to predict numerous chemical and

biochemical mechanisms. However, despite the improving predictive power of density functional theory

(DFT), chemically accurate theoretical redox potentials are often difficult to achieve with DFT. For example,

calculated redox potentials are sensitive to density functional choice and often fall short of the desired

accuracy. Thus, ranges of errors for computed redox potentials between different density functionals can

become quite large. The current study presents a cost-effective protocol that utilizes effective error

cancellation schemes in order to accurately predict the redox potentials of a wide range of organic

molecules. This computational protocol, called CBH-Redox, is an extension of the connectivity-based

hierarchy (CBH) method, and produces thermochemical data with near-G4 accuracy. Herein, we test the

CBH-Redox protocol against both experimental and G4 reference values and compare these results to DFT

alone. Considering 46 C, O, N, F, Cl, and S atom-containing molecules, when using the CBH-Redox

correction scheme, the MAEs for all eight density functionals tested are within the 0.09 V target accuracy

versus both experiment and G4. Moreover, CBH-Redox achieves an impressive accuracy, with a MAE of

0.05 V or below when compared to G4 for six of the eight density functionals tested. In addition, when the

CBH correction is applied, the error range across all functionals tested decreases from 0.12 V to about

0.05 V versus G4, and from 0.13 V to 0.04 V versus experiment.

Introduction

Predicting a system’s tendency to undergo particular chemical
transformations often requires a quantitative descriptor of the
system’s ability to gain or lose electrons. The redox potential,
which describes the free energy cost of electron transfer, is one
such descriptor. Indeed, the redox potential is a powerful
thermodynamic and kinetic tool used to explain numerous
chemical and biochemical mechanisms. For example, redox
potentials control the binding activity and transcription
mechanisms of DNA.1–3 Redox properties play an important
role in environmental chemistry, particularly in soil and sediment
chemistry.4,5 Additionally, redox potentials are widely studied in
drug and catalytic design.6,7 Moreover, in recent decades, new
developments in energy storage and redox flow batteries have
stimulated new interest in redox properties and electrochemistry
in general.8,9 Nonetheless, although such meaningful chemical
descriptors are needed, achieving reliable and consistent

redox potentials is a difficult task, both experimentally and
theoretically.10–12 Indeed, measured redox potentials are quite
sensitive to any change in experimental setup.12 In addition,
redox potentials calculated using typical quantum chemistry
packages are extremely sensitive to the chosen theoretical
method.10,11,13,14 Therefore, designing methods to produce
highly accurate, reproducible redox potentials remains an out-
standing task for scientists.

Experimental reduction potentials are usually obtained through
techniques like cyclic voltammetry and pulse radiolysis.15,16 In
practice, experimental setups are highly sensitive to the choice
of solvent, electrolytes, and reference electrode.17–21 Moreover,
the instability of certain radical organic reagents and the
irreversibility of particular redox reactions make experimental
measurements problematic.17,22 Thus, while obtaining quanti-
tatively accurate experimental measurements of redox poten-
tials would prove invaluable, such experiments often encounter
problems when it comes to accuracy and reproducibility. Thus,
well-designed theoretical techniques provide a promising alter-
native in cases where consistent experimental measurements
prove either problematic or impossible.10

Since their inception, quantum calculations have given
chemists predictive power when it comes to determining which
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chemical pathways are thermodynamically or kinetically favor-
able. Such methods, combined with accurate continuum solvent
models, make theoretical predictions of redox properties
possible.10 Presently, several protocols exist for the theoretical
determination of reduction potentials using continuum solva-
tion models.10 The most common protocols involve calculating
reduction potentials via a thermodynamic cycle, where the gas
phase geometries of both species in a redox couple are then used
to calculate free energies of solvation.10,19,23–26 By contrast, some
more recent protocols call for the direct computation of solution
phase geometries and frequencies. Indeed, a recent study by
Ho shows that direct calculation of solution phase geometries
using the SMD solvent model gives reliable and accurate results
when it comes to calculating redox potentials.27 Both protocols
described above commonly involve the use of semi-empirical or
DFT methods due to the steep computational scaling of more
accurate methods such as coupled cluster theory or the compo-
site methods.28,29 Although the abovementioned protocols have
helped greatly in the advancement of redox chemistry, they still
fall short. Indeed, semi-empirical methods do not always give
the desired accuracy, and DFT methods are sensitive to func-
tional choice and often fall short due to the presence of
systematic errors.19,30,31 For these reasons, ranges of errors for
redox potentials can become quite large. To illustrate, previous
studies have reported errors between theory and experiment in
the range of 100–500 mV.11,23,26 Additionally, errors between
quantum mechanical methods can range from tens to hundreds
of milivolts.32 Therefore, a reliable and comprehensive protocol
that eliminates systematic error in theoretical methods, without
greatly increasing computational cost, would have striking value.

Herein, a computational protocol for determining accurate
redox potentials, based on systematic error cancellation tech-
niques, generalized from the isodesmic schemes of Pople and
co-workers, is presented.33 This protocol, called CBH-Redox, is
an extension of the connectivity-based hierarchy (CBH) method
previously introduced by Raghavachari and co-workers.34 The
CBH protocol was originally introduced as a method to calculate
accurate thermodynamic properties of a wide range of organic
molecules to within an error range of 2 kcal mol�1. Since then,
CBH has been used to predict thermochemical data for medium
to large sized biomolecules and has also been extended to treat
radicals and cations.35–37 CBH was recently used to predict the
pKas for a data set of about 300 biomolecules to within 0.5 pKa

units of the experimental values.37 The present work applies the
CBH-2 protocol to a set of 46 organic molecules (containing C,
O, N, Cl, F, and S atoms) in aqueous solvent to achieve redox
potentials close to chemical accuracy. Additionally, the redox
potentials of several sulfur-containing molecules were also
computed in acetonitrile.

Computational redox potentials

The absolute reduction potential associated with the redox
process shown below

Ox + e� 2 Red (1)

is generally calculated using the change in Gibbs free energy
that occurs when a species either loses or gains an electron, and
is given by the following expression:

E
� ¼ �DG�

soln

nF
(2)

where F is Faraday’s constant, DG�
soln is the change in Gibbs free

energy associated with the reaction in solution, and n is the
number of electrons being exchanged in the reaction.38 Note
that the charge on the oxidized (Ox) and reduced (Red) species
is not indicated in eqn (1).

In order to compare redox calculations with experiment,
a relative potential is computed. In this case, the potential is
reported relative to an experimentally determined reference
electrode potential:

Erel = E1 � Eref (3)

where Erel is the relative potential and Eref is the potential of the
reference electrode.38

Therefore, the reliability of the relative redox potential is
dependent on the accuracy of the experimentally measured
reference potential. Unfortunately, reference values can vary
significantly depending upon conditions of the measurements.
For example, the experimental reference value for the standard
hydrogen electrode (SHE) is usually reported within a relatively
broad interval of 4.24–4.44 V.10 In addition, the reference value for
the Fc/Fc+ couple can range from 0.4 to 0.64 V (versus SHE).39,40 In
many cases, a particular choice of solvent, electrolytes, and to a
lesser extent temperature, can complicate reproducibility and can
shift measurements by tens to hundreds of millivolts. Moreover,
when using an aqueous reference electrode for a nonaqueous
system, the liquid junction potential between the two solutions
may cause further issues.41 Therefore, finding data compatible
with the majority of the literature is crucial, and if one wishes to
reproduce experimental data, care must be taken in choosing the
correct reference value. In this work, the SHE is used as the
reference, with ESHE = 4.28 V, consistent with the parameterization
of the SMD solvation model.10,38 The free energy of the electron
was taken to be 0 kcal mol�1.42

Currently, several protocols exist for calculating standard redox
potentials in solution. One of themost common protocols employs
the Born–Haber cycle, where the Gibbs free energy of the redox
reaction in solution DG�;rxn

soln

� �
is determined from the free energy

change in the gas phase DG�;rxn
gas

� �
along with the solvation free

energies of the oxidized and reduced species (DGRed/Ox
solv ).10

A scheme for this thermodynamic cycle is shown in Fig. 1.
Although this is the most common route taken, recent work

by Ho has shown that when using the SMD solvation model, the
direct calculation of pKas and reduction potentials in solution
yields accurate results, with negligible differences in most cases,
when compared to values calculated using a thermodynamic
cycle.27,43 More importantly, direct calculation of solution phase
geometries and frequencies may also lend some improvement
for larger molecules, such as amino acids, where conformational
changes upon solvation may need to be taken into account.27
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Therefore, for this work, all geometry and frequency calcula-
tions were performed directly in solvent using the SMD implicit
solvation model.

If the redox reaction is sensitive to pH, then hydrogen ions
are transferred in the process and the redox reaction is often
referred to as a proton-coupled electron transfer (PCET). In this
case, the redox reaction is dependent on the pH of the system,
and eqn (2) is altered to reflect this pH dependence.44 The
reduction potential for such a reaction is given by:

EPCET = E1 � 0.059�pH (at 25 1C) (4)

In this study, the redox potentials of phenolic and tyrosine
compounds were calculated using the PCET formalism. To check
the likelihood of deprotonation, pKa values were computed for
these species using B3LYP/6-311++G(3df,2p) level of theory, and
are reported in the Results section. Deprotonation for the rest
of the species was deemed unfavorable. The pKa is calculated
through the following relationship:

pKa ¼
DG�

deprot

2:303 � RT (5)

where DG�
deprot is the free energy change associated with depro-

tonation in solvent, R is the gas constant, and T is the
temperature.45 In the calculation of pKa, the aqueous phase free
energy of the proton is obtained through a thermodynamic cycle.
G�

Hþ ;aq was set to �270.29 kcal mol�1, which is the summation

of G�
Hþ ;solv ¼ �265:9 kcal mol�1, G

�
Hþ ¼ �6:28 kcal mol�1, and

DG1 atm!1 M
Hþ ¼ 1:89 kcal mol�1.46–48

Construction of the CBH-Redox
protocol

The connectivity-based hierarchy (CBH) approach is a chemically
intuitive, structure-based method to achieve highly accurate
thermochemical calculations.34 CBH provides a local correction
to the electronic environment of molecular fragments using a
connectivity-based generalization of the isodesmic, homodesmo-
tic, and related schemes proposed by Pople, George, and many
others.31,33,49,50 The hierarchy of error cancelation schemes out-
lined in the CBH protocol is well defined, and a complete
explanation of the CBH hierarchy and its rungs (CBH-0, CBH-1,
CBH-2, etc.) can be found in the first of a series of CBH studies
by Raghavachari and co-workers.34 Essentially, when moving up

the rungs of the hierarchy, fragment size becomes larger, with
CBH-0 prescribing fragments composed of only a single heavy
atom, CBH-1 prescribing fragments consisting of two heavy
atoms, and CBH-2 prescribing fragments consisting of one
heavy atom along with those heavy atoms in its immediate
bonding environment (Fig. 2).

Similar to the reaction schemes detailed by Wheeler, Houk,
Schleyer, and Allen, CBH schemes exploit the intrinsic error
cancellation of reactions that balance local bonding environ-
ments to improve the accuracy of quantum calculations.49

According to the CBH protocol, the molecule is first calculated
at a cheap or low level (LL) of theory, for example DFT. The
molecule is then fragmented according to a particular rung in
the hierarchy, and a CBH scheme for that molecule is made,
taking fragment overlap into account. This scheme is then used
to calculate a corrective term to be added to the energy of the
low-level calculation.

Fig. 2 illustrates the CBH-2 scheme that is followed in this
work, using diethylamine as an example. As mentioned earlier, in
the CBH-2 fragmentation scheme, the immediate connectivity of
all the atoms in the molecule is preserved, i.e., every heavy atom is
extracted with its immediate bonding environment. After fragmen-
tation is completed, the fragment energies are computed at both a
low level (LL) of theory (e.g., DFT) and at a more sophisticated but
expensive high level (HL) of theory (e.g., the Gaussian-4 composite
method, G4). Proceeding further, the difference between the
summed energies of the G4 fragments and the summed energies
of the DFT fragments is then computed. It should be noted that
each fragment preserves a portion of the total electronic
environment, and the sum of the fragment energies should
approximate the energy of the full molecule. Therefore, the
correction to the DFT full energy is obtained by:

EG4ðfullÞ � EDFTðfullÞ �
X
i

EG4ðiÞ �
X
i

EDFTðiÞ
¼ DCBHcorr (6)

where EG4(full) is the energy of the full molecule calculated with
G4, EDFT(full) is the energy of the full molecule calculated with
DFT, EG4(i) is the energy of the ith fragment calculated with G4,
EDFT(i) is the energy of the ith fragment calculated with DFT,
and DCBHcorr is the total CBH correction to be applied to full

Fig. 1 Thermodynamic cycle for the determination of redox potentials.

Fig. 2 Illustration of CBH-2 fragmentation scheme for diethylamine.
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DFT energy. Thus, it is the difference of the summed fragment
energies which provides a correction to the DFT energy of the
full molecule.

When this correction is added to the full DFT energy, the full
G4 energy is approximated as:

EG4(full) E EDFT(full) + DCBHcorr = ECBHG4 (7)

It is important to observe that the closer the fragments are in
representing the local bonding environment in the full molecule,
the better the CBH approximation becomes. Indeed, as onemoves
higher up on the hierarchy and fragment size becomes larger,
CBH-corrected energies should improve. Therefore, larger frag-
ments will in general produce more accurate CBH corrections.

Taking it one step further, the basic CBH protocol can be
modified to compute accurate redox potentials. Using the same
protocol outlined above, one can compute accurate Gibbs

free energies. In particular, onemay compute the Gibbs free energies

associated with the redox couple in eqn (1) to obtain DG�;CBH
soln :

DG�;CBH
rxn;soln ¼ G�;CBH

Red;soln � G�;CBH
Ox;soln (8)

From DG�;CBH
rxn;soln, one can subsequently obtain reduction

potentials according to eqn (2) and (3). As an example, the CBH-
Redox scheme for 3-(2-methoxyphenolxy)-1,2-propanediol is shown
in Fig. 3 following the CBH-2 scheme for fragmentation. Once the
CBH-2 scheme is determined, DGCBH

soln can be computed accordingly
(Fig. 4).

Notice that because calculating reduction potentials involves
computing relative energies, many of the fragment energies of
the reduced and oxidized species cancel with one another.
Additionally, due to their small size, the computational cost
for HL fragments is low. Notice also that in the case of the

Fig. 3 CBH-2 fragmentation scheme for 3-(2-methoxyphenolxy)-1,2-propanediol redox couple.

Fig. 4 Example of change in Gibbs free energy obtained from CBH-2 scheme.
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fragments, only the electronic energies must be considered if
both the HL and the LL fragments are optimized at the same
level of theory. This fact is due to the cancellation of the
thermal correction to the HL fragment by the corresponding
thermal correction to the LL fragment. A brief outline of the full
CBH-Redox protocol is given in Fig. 5.

Electronic structure methods

All calculations were performed using the Gaussian 16 suite of
programs.51 Eight density functionals were chosen to test the
overall performance of the CBH-Redox protocol. These density
functionals include: the popular hybrid functional B3LYP,
Truhlar’s meta-exchange–correlation functional M06-2X, the
long-range corrected CAM-B3LYP functional, Head-Gordon’s
long-range corrected oB97X functional, and their dispersion-
corrected counterparts, B3LYP-D3BJ, CAM-B3LYP-D3BJ, M06-2X-D3,
and oB97X-D, respectively. An unrestricted Kohn–Sham wave-
function was used for all radical species.52–59

Optimizations of the full molecules and the fragments were
performed at the B3LYP/6-31G(2df,p) level of theory to match
the Gaussian-4 (G4) composite method, with frequencies of the
full molecules being scaled by 0.9854.60–62 Optimization and
frequency calculations for all species were performed directly in
aqueous solvent using the SMD solvation model.43 It should be
noted that frequency calculations were computed under standard
state conditions of 1 mol L�1 at 298.15 K. All structures were
verified to be local minima. Following optimization, single-point
calculations of the full molecules as well as their fragment
molecules were performed in solvent with one of the functionals
listed earlier, along with the larger 6-311++G(3df,2p) basis set.60–62

G4 theory, which typically reproduces thermochemical data to
B1 kcal mol�1, was chosen as the high level of theory in the
CBH-Redox protocol, and thus fragment energies were also
calculated using G4 composite theory.29

Due to the variability of experimental conditions, assembling
a highly accurate set of experimental reference values compatible
with the majority of the literature is a challenging task. Therefore,
we elected to compare our calculated redox potentials to both
experiment and to values calculated directly with the accurate G4
composite theory. Thus, serving to enhance the overall assess-
ment of the protocol prescribed herein, G4 calculations were
carried out in solvent for all full neutral, radical, and cationic
species considered in this work.

Definition of test set and reference
values

For the present study, a set of 46 organic molecules was chosen
to demonstrate the scope and relevance of the CBH-Redox
protocol (Fig. 6). The redox properties of organic molecules play
a huge role in biochemical activity, drug design, and synthetic
organic chemistry. Moreover, when compared to inorganic
materials such as lithium, organic molecules are often cheaper
and less toxic, and have therefore been suggested as promising
electro-active candidates for flow batteries.9 The test set contains
a variety of hetero atoms (e.g., C, N, O, F, S, Cl), a wide range of
functional groups (e.g. acids, alcohols, aldehydes, alkyl-halides,
amines, ethers, ketones, nitriles, nitro compounds, phenyls,
thioethers), and varying degrees of linearity and conjugation.
Additionally, tyrosine, whose reduction potential influences
many biological mechanisms, including DNA synthesis andFig. 5 CBH-Redox protocol.
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water oxidation, was included in the set as an interesting test
case for the CBH-Redox protocol.63 The experimental values were
taken from cyclic voltammetry, square wave voltammetry, pulse
radiolysis, or differential pulse polarography studies.10,27,64–68

Moreover, all redox reactions involve only a single electron transfer.
It is important to note also, that most molecules included in the
test set are large enough that full G4 calculations are fairly costly,
and thus are suitable candidates for the CBH-Redox protocol.
Calculations for all 46 molecules were performed in aqueous
solvent. However, in the case of the sulfur-containing compounds,
redox calculations were also performed in acetonitrile for compar-
ison. Thioethers are readily oxidized to sulfoxides and sulfones in
aqueous solvent, often resulting in electrochemical irreversibility.
Therefore, accurate experimental results for such species are
difficult to achieve. Moreover, although cyclic voltammetry experi-
ments of sulfides generally result in irreversible plots regardless of
solvent, one need not consider the effects of acid–base chemistry
when computing the potentials in acetonitrile. Thus, redox
potential values in acetonitrile are a useful comparison, as some
recent studies have shown that for some sulfide species such as
methionine, the redox potential changes depending on the pH of
the system.69

With the test set established, careful analysis of the refer-
ence data is needed in order to obtain a meaningful benchmark
analysis of the CBH-Redox protocol. In order to mitigate the
possible deficiencies in experimental reference values, G4 redox
potentials are also used as a reference. Note that the present

work involves the reduction of radical-cation species; therefore,
all data reported is based on calculations involving open shell
species. Because this study employs only single determinant
methods, spin contamination must be considered. While it has
been shown that DFT suffers less from spin contamination, wave-
function methods are prone to greater contamination by higher
spin states.70,71 All radical species considered in the present work
are doublets and should have hS2i values of 0.75. However, at the
wavefunction-based steps of the G4 calculation, nearly all radical
species have significant spin contamination, withmany hS2i values
at the CCSD(T) step lying close to 1.2. The maximum hS2i value
observed is about 1.8 before annihilation. By contrast, for all DFT
methods, the radical hS2i values hover around 0.75, the largest
values being less than 0.81. Moreover, the hS2i values of the G4
daughter fragments likewise hover closer to 0.75, with a maximum
observed value of about 0.85. Unlikemany of the parentmolecules,
which have a high degree of delocalization due to the presence of
aromatic rings, the daughter fragments experience decreased spin
contamination, possibly due to the loss of aromaticity and thus
spin delocalization in the fragments. Indeed, the unrestricted
wavefunction is likely to be more appropriate for the smaller
systems where orbitals are less delocalized.

Thus, while the effects of spin contamination are rather
minimal in the full LL calculations and in the fragment LL and
HL calculations, further analysis of the full G4 reference values
is required. Fig. 7 shows the correlation between 43 reference
redox potentials (not including sulfur-containing compounds)

Fig. 6 Test set of phenols, anilines, methoxy benzene, amines, and amino acids.
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in aqueous solvent determined experimentally and those deter-
mined using G4. Here, G4 achieves a mean absolute error
(MAE) of 0.06 V (vs. SHE), or about 1.4 kcal mol�1, compared
to experiment, and an R2 value of 0.91. Thus, despite the
deviations in hS2i, this set of reference G4 potentials is still
regarded as a valid complementary reference to experimental
results. In the G4 calculation, CCSD(T) eliminates the S + 1
contaminant and reduces the S + 2 contaminant.71 Moreover,
CCSD(T) has been found to be somewhat insensitive to choice of
unrestricted or restricted orbitals in predicting energies.71

Because the wavefunction-based steps following the CCSD(T)
calculation in G4 are used for the addition of only corrective
differences to the CCSD(T) energy, the effects of spin contam-
ination in the G4 calculations may be partly cancelled, and thus
may play only a small role in the overall energy.29

Results and discussion

Using the CBH-Redox protocol, redox potentials for 46 organic
molecules in aqueous solvent and several sulfur-containing
compounds in acetonitrile were obtained using eight different
density functionals. As in previous applications of CBH, the
target accuracy for the present study was set to 2 kcal mol�1

error, or about 0.09 V, when comparing with experimental and
G4 values.35–37,72 For CBH schemes involving radicals, it is impor-
tant to note that in order to achieve effective error cancellation,
radical location must be known with some certainty. If not, the
radical may be placed on the incorrect fragment. Incorrect radical
placement can lead to insufficient bond matching and poor error
cancellation. For phenolic compounds and tyrosine derivatives,

the radical is placed on the fragment containing the aryl OH
group, for the anilines the radical is placed on the fragment
containing the aryl nitrogen, for the amines the radical is placed
on the nitrogen containing fragments, and lastly for the methoxy
benzenes, the radical is placed on the fragments containing the
aryl methoxy group. Lastly, one may argue that although the
fragments do not exactly replicate the Gibbs energies of a single
species in a redox couple, accurate reaction Gibbs free energies can
still be obtained if the energy difference between reduced and
oxidized fragments is representative of the energy difference
between the reduced and oxidized parent molecules. It should
be noted that electron delocalization in the full molecule is
captured at the low level of theory.

For the phenolic compounds as well as the tyrosine deriva-
tives, a PCET formalism was used to compute the redox
potentials. As evidence to suggest a PCET, in a 1975 study on
the acidity constants of phenol radical cations in 0 to 75%
sulfuric acid, the species considered were observed to have
negative pKas.

73 In a more recent study, an estimate of �2.0 is
given for the pKa of the tyrosine radical cation, and the paper
further suggests that tyrosine/phenol oxidation occurs via a
concerted transfer of H+ + e� in aqueous neutral solutions.74

Indeed, due to their high reactivity, these radical cation species
are difficult to isolate experimentally. Thus, we provide only the
calculated pKas for the phenol and tyrosine compounds in
Table 1. The calculated pKas of the radical cations in Table 1
also suggest the appropriateness of the PCET treatment for
these molecules.

The MAEs for LL uncorrected and CBH-corrected redox
potentials versus experiment are shown in Fig. 8 for 43 non-
sulfur compounds, for each of the eight density functionals
tested. Of the functionals tested, B3LYP, B3LYP-D3BJ,

Fig. 7 Correlation between calculated G4 redox potentials and corres-
ponding experimental values.

Table 1 pKa values for radical cation species calculated at B3LYP/
6-311++G(3df,2p)

pKa

(1) 2,6-Dimethoxyphenol �5.5
(2) 2-Methoxy-4-formylphenol �12.7
(3) 2-Methoxyphenol �4.1
(4) 3-Hydroxy-acetophenone �8.5
(5) 3-Methoxyphenol �3.3
(6) 4-Ethyl-2-methoxyphenol �3.3
(7) 4-Ethylphenol �5.1
(8) 4-Hydroxy-acetophenone �9.1
(9) 4-Methoxyphenol �2.6
(10) Bisphenol-A �3.2
(11) Triclosan �8.2
(12) 3-Chlorophenol �8.7
(13) 2,4,6-Trichlorophenol �14.1
(14) 2,4-Dinitrophenol �14.9
(15) 2,5-Dimethylphenol �5.1
(16) 2-Chlorophenol �9.9
(17) 2-Phenylphenol �6.4
(18) 4-Nitrophenol �12.3
(19) 4-Cyanophenol �10.5
(39) 3-Amino-L-tyrosine �1.3
(40) 3-Methoxy-L-tyrosine �4.3
(41) 3-Nitro-L-tyrosine �15.1
(42) 3-Fluoro-L-tyrosine �8.9
(43) L-Tyrosine �5.8
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CAM-B3LYP, CAM-B3LYP-D3BJ, oB97X, and oB97X-D show a
marked improvement. Interestingly, while dispersion corrections
improve accuracy at the LL, once the CBH correction is applied,
functionals that do not include the additional dispersion correc-
tion give identical MAEs. After applying the CBH correction,
B3LYP achieves a MAE of 0.07 V, and shows the largest error
reduction of about 0.12 V. The corrected B3LYP-D3BJ also
achieves an increase in accuracy, with a MAE of about 0.06 V
compared to its uncorrected MAE of about 0.17 V. CAM-B3LYP,
CAM-B3LYP-D3BJ, oB97X, and oB97X-D all achieve a MAE of
0.05 V (B1.2 kcal mol�1), yielding error reductions between 0.05
and 0.11 V. In the case of M06-2X and its dispersion-corrected
counterpart, CBH-corrected values actually show a small decrease
in accuracy, about 0.03 V. On average, M06-2X, a functional
parameterized to reproduce thermochemical data, performs
with the same overall accuracy as G4 (0.06 V vs. experiment)
for this particular test set. Thus, improving upon this method
using G4 fragments is unlikely.

The MAEs of uncorrected and CBH-corrected redox potentials
for 43 non-sulfur compounds versus the G4 reference values are
shown Fig. 9. Here again, B3LYP shows the largest improvement
with an error reduction of 0.12 V. B3LYP, B3LYP-D3BJ, CAM-B3LYP,
CAM-B3LYP-D3BJ, oB97X, and oB97X-D all achieve MAEs below
0.05 V compared to G4. CAM-B3LYP and its dispersion

corrected counterpart achieve a MAE of 0.03 V (B0.69 kcal
mol�1), while oB97X and oB97X-D both achieve a MAE of
0.04 V (B0.92 kcal mol�1). Nonetheless, M06-2X once again
experiences an overall decrease in accuracy of about 0.04 V once
the CBH correction is applied. However, although M06-2X
errors increase slightly upon applying CBH-Redox, its MAE still
hovers around a B2 kcal mol�1 accuracy.

Applying CBH-Redox greatly reduces the range of MAEs
across functionals. This is quite impressive, given the confusion
that can arise when deciding which functional works best for a
given set of conditions. In Fig. 9, MAEs of the LL calculations
range from 0.04 to 0.16 V, giving a range of 0.12 V. By contrast,
after the CBH correction is applied, the range of MAEs decreases
to about 0.05 across functionals. If the M06-2X are not included,
the range of MAEs drops to 0.01 V.When experimental values are
used as a reference, the range of MAEs across functionals shows
a further decrease from 0.13 to 0.04 V. Again, if the Minnesota
functionals are not taken into account, the range of MAEs across
functionals likewise drops to 0.01 V. The CBH-Redox protocol
seeks to eliminate systematic errors by matching bond types in
parent and fragment molecules. By doing such, CBH levels the
playing field of functional performance, and thus, the choice of
functional becomes less important. Given the slew of functionals
available for quantum chemical calculations, leveling functional
performance alleviates the confusion and complications involved
in picking a proper functional.

Fig. 10 shows the overall improvement in MAE due to
the application of CBH for each functional group and for
each functional tested, corresponding to the 43 molecules in
Table 2. Overall, the CBH-Redox protocol produces a significant
decrease in error for all functional groups, with a particular
improvement seen in amines and methoxybenzenes. Importantly,
the largest decrease in performance for the M06-2X functional
after the application of the CBH correction is seen in phenols and
methoxybenzenes. Coincidentally, these molecules make up the
majority of the test set. This could be one contributing factor
to the overall reported decrease in performance of the M06-2X
functional using the CBH-Redox protocol.

In Table 2, the redox potentials of all 43 non-sulfur molecules
in aqueous solvent for both LL uncorrected and CBH-corrected
calculations are listed. Also given in the table are experimental
and G4 reference values. The structures required to compute LL
and CBH-corrected redox potentials reported in Table 2 were
optimized with B3LYP/6-31G(2df,p), and all single point calcula-
tions were performed at the CAM-B3LYP-D3BJ/6-311++G(3df,2p)
level of theory. For the vast majority of potentials listed, the
application of CBH-Redox makes a substantial improvement. In
most cases, errors are more than halved. However, there are
some cases that showed a decrease in accuracy when compared
to either experiment, G4, or both. In the case of molecules 20
and 24, adding the CBH correction improves errors relative to
G4 but not to experiment. This result is likely attributed to the
discrepancy between experimental and G4 reference values. On
the other hand, increased errors relative to G4 are typically found
when DG for the full HL system is not accurately modelled by
DG of the fragment sums. Employing a CBH-3 fragmentation

Fig. 8 MAE of LL and CBH-2 redox potentials versus experiment.

Fig. 9 MAE of LL and CBH-2 redox potentials versus G4.
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scheme could perhaps allay this error. Larger fragments capture
more of the bonding environment, thus giving a more appro-
priate correction. Moreover, the effects of ortho substituents and
electron delocalization may be better captured at the fragment
level. However, if this strategy is employed, care must be taken to
ensure that the dihedral angles of the fragments do not deviate
far from planarity, making sure to match the planarity of the
benzene ring in the parent molecule. Nonetheless, considering
overall performance, the MAEs for six out of eight functionals
is substantially reduced, with CAM-B3LYP-D3BJ falling from
0.15 to 0.05 V relative to experiment, and from 0.13 to 0.03 V
relative to G4.

Table 3 shows the data collected for several sulfur-containing
compounds in water. The structures required for the LL and
CBH redox potentials reported in Table 3 were optimized with
B3LYP/6-31G(2df,p), and all single point calculations reported
were performed at the CAM-B3LYP-D3BJ/6-311++G(3df,2p) level
of theory. In water, the redox reactions of sulfide compounds are
often irreversible due to the chemical instability of the radical
site.68 In water, thiols are oxidized and subsequently deproto-
nated, resulting in the formation of a disulfide bond, while
thioethers are readily oxidized to sulfoxide and sulfone
products.68,75–77 Moreover, thioethers often adsorb to the surface
of the electrode, affecting the accuracy of the experimental
measurement.76 As shown in Table 3, DFT has a MAE of 0.13 V
compared to experiment. The CBH-corrected potentials display a
larger error of 0.21 V versus experiment. Experimental values in

water were reported versus the Fc/Fc+ couple. Values relative to
SHE were obtained by adding the conversion factor of 0.624 V as
reported in the literature.38 In aqueous solution, the neutral and
radical compounds with functional groups containing N, O and S
atoms are stabilized through hydrogen bonding with explicit
water molecules in the first solvation shell. However, it has been
suggested that SMD does not systematically treat this interaction
for thiols.78 Likewise, a similar effect is perhaps not captured for
thioethers by the solvation model, and thus results in higher
redox potentials compared to experiment. Moreover, calculations
involving sulfur-containing molecules using the SMD model
have been shown to give decreased accuracy when compared with
C, H, N, and O species, a result which is consistent with our
findings.43,79,80 Interestingly, when compared with full HL calcu-
lated redox potentials, the CBH-corrected values show an improve-
ment over DFT. Indeed, when compared to G4, error decreases
from 0.14 V to 0.03 V after applying the CBH correction. As a
possible explanation, it may be that neither the low level nor the
high level fully captures the effects of solvation; thus, applying
the CBH correction yields improved accuracy relative to G4.
Additionally, because thioethers typically produce an irreversible
potential due to their fast oxidation in water, the errors in
experimental reference values may result in deviations when
compared with G4 calculations.

As a comparison, redox potential calculations of sulfur-
containing compounds are also given in acetonitrile and com-
pared to experiments that use acetonitrile as a solvent and

Fig. 10 Overall improvement in MAE due to CBH correction for each functional group and functional tested, compared with experiment. A positive
value indicates overall improvement.
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Fc/Fc+ as a reference electrode (+0.624 V vs. SHE). Because the
effects of pH need not be considered in aprotic solvents, redox
potentials calculated in acetonitrile are used as a baseline for

the assessment of the CBH-Redox protocol on sulfur compounds.
The structures required for the LL and CBH redox potentials
reported in Table 4 were optimized with B3LYP/6-31G(2df,p),

Table 2 Redox potentials of 43 organic molecules in aqueous solvent in V vs. SHE. Experimental and G4 values are given, as well as LL and CBH-
corrected values. All structures were optimized with B3LYP/6-31G(2df,p), and single point energies were obtained at the CAM-B3LYP-D3BJ/
6-311++G(3df,2p) level of theory

Exp. G4 DFT CBH DFT�Exp. CBH�Exp. DFT�G4 CBH�G4

(1) 2,6-Dimethoxyphenol 0.66a 0.63 0.51 0.66 �0.15 0.00 �0.12 0.03
(2) 2-Methoxy-4-formylphenol 0.92a 0.90 0.80 0.95 �0.12 0.03 �0.10 0.05
(3) 2-Methoxyphenol 0.79a 0.85 0.70 0.84 �0.09 0.05 �0.15 �0.01
(4) 3-Hydroxy-acetophenone 1.09a 1.07 0.93 1.07 �0.15 �0.01 �0.14 0.00
(5) 3-Methoxyphenol 1.00a 1.05 0.91 1.06 �0.09 0.06 �0.14 0.01
(6) 4-Ethyl-2-methoxyphenol 0.72a 0.72 0.59 0.74 �0.13 0.02 �0.13 0.02
(7) 4-Ethylphenol 0.92a 0.92 0.76 0.91 �0.16 �0.01 �0.16 �0.01
(8) 4-Hydroxy-acetophenone 1.14a 1.09 0.99 1.14 �0.15 0.00 �0.10 0.05
(9) 4-Methoxyphenol 0.76a 0.77 0.60 0.75 �0.16 �0.01 �0.17 �0.02
(10) Bisphenol-A 0.91a 0.82 0.75 0.90 �0.16 �0.01 �0.07 0.08
(11) Triclosan 1.01a 0.93 0.85 1.00 �0.16 �0.01 �0.08 0.07
(12) 3-Chlorophenol 1.11a 1.12 0.95 1.10 �0.16 �0.01 �0.17 �0.02
(13) 2,4,6-Trichlorophenol 0.93a 0.98 0.82 0.96 �0.11 0.03 �0.16 �0.02
(14) 2,4-Dinitrophenol 1.49a 1.43 1.44 1.58 �0.05 0.09 0.01 0.15
(15) 2,5-Dimethylphenol 0.86a 0.90 0.75 0.90 �0.11 0.04 �0.15 0.00
(16) 2-Chlorophenol 1.05a 1.02 0.85 1.00 �0.20 �0.05 �0.17 �0.02
(17) 2-Phenylphenol 0.91a 0.99 0.81 0.96 �0.10 0.05 �0.18 �0.03
(18) 4-Nitrophenol 1.25a 1.23 1.14 1.29 �0.11 0.04 �0.09 0.06
(19) 4-Cyanophenol 1.21a 1.18 1.05 1.20 �0.16 �0.01 �0.13 0.02
(20) 2-Methoxy-5-nitroaniline 1.10a 1.22 1.11 1.24 0.01 0.14 �0.11 0.02
(21) 2-Methoxyaniline 0.89a 0.89 0.73 0.86 �0.16 �0.03 �0.16 �0.03
(22) 3-Methoxyaniline 1.02a 1.08 0.95 1.08 �0.07 0.06 �0.13 0.00
(23) 4-Methoxyaniline 0.77a 0.74 0.57 0.70 �0.20 �0.07 �0.17 �0.04
(24) 2-Chloroaniline 1.20a 1.29 1.15 1.28 �0.05 0.08 �0.14 �0.01
(25) 4-Chloroaniline 1.06a 1.13 0.99 1.12 �0.07 0.06 �0.14 �0.01
(26) 4-Methylaniline 0.93a 0.93 0.77 0.89 �0.16 �0.04 �0.16 �0.04
(27) Diethylamine 1.36b 1.19 1.03 1.20 �0.33 �0.16 �0.16 0.01
(28) Piperidine 1.34b 1.21 1.09 1.27 �0.25 �0.07 �0.12 0.06
(29) Pyrrolidine 1.26b 1.16 0.99 1.16 �0.27 �0.10 �0.17 0.00
(30) Diphenylamine 1.00c 1.07 0.92 1.10 �0.08 0.10 �0.15 0.03
(31) n-Methylaniline 0.95b 0.92 0.78 0.94 �0.17 �0.01 �0.14 0.02
(32) 1,2,3-Trimethoxybenzene 1.42d 1.41 1.26 1.43 �0.16 0.01 �0.15 0.02
(33) 1,2,4-Trimethoxybenzene 1.13d 1.06 0.94 1.10 �0.19 �0.03 �0.12 0.04
(34) 1,2-Dimethoxybenzene 1.44d 1.39 1.24 1.41 �0.20 �0.03 �0.15 0.02
(35) 1,3-Dimethoxybenzene 1.60d 1.56 1.44 1.60 �0.16 0.00 �0.12 0.04
(36) 1,4-Dimethoxybenzene 1.30d 1.21 1.08 1.25 �0.22 �0.05 �0.13 0.04
(37) 3-(2-Methoxy-phenoxyl)-1,2-propanediol 1.40d 1.31 1.23 1.39 �0.17 �0.01 �0.08 0.08
(38) Anisole 1.62d 1.75 1.60 1.76 �0.02 0.14 �0.15 0.01
(39) 3-Amino-L-tyrosine 0.64e 0.45 0.32 0.47 �0.32 �0.17 �0.13 0.02
(40) 3-Methoxy-L-tyrosine 0.87e 0.66 0.58 0.72 �0.29 �0.15 �0.08 0.06
(41) 3-Nitro-L-tyrosine 1.04e 1.04 1.04 1.19 0.00 0.15 0.00 0.15
(42) 3-Fluoro-L-tyrosine 0.90e 0.84 0.74 0.89 �0.16 �0.01 �0.10 0.05
(43) L-Tyrosine 0.94e 0.85 0.75 0.89 �0.19 �0.05 �0.10 0.04

MAE 0.15 0.05 0.13 0.03
RMSE 0.07 0.13 0.05

a Ref. 67. b Ref. 66. c Ref. 10 and 27. d Ref. 65. e Ref. 64.

Table 3 Redox potentials of sulfur-containing molecules in water in V vs. SHE. Experimental and G4 values are given, as well as LL and CBH-corrected
values. All structures were optimized with B3LYP/6-31G(2df,p), and single point energies were obtained at the CAM-B3LYP-D3BJ/6-311++G(3df,2p) level
of theory

Exp. G4 DFT CBH DFT�Exp. CBH�Exp. DFT�G4 CBH�G4

(44) Benzyl methyl sulfide 1.61a 1.84 1.71 1.85 0.10 0.24 �0.13 0.01
(45) 2-Hydroxyethyl benzyl sulfide 1.56a 1.81 1.72 1.87 0.16 0.31 �0.09 0.06
(46) Thioanisole 1.53a 1.60 1.41 1.62 �0.12 0.09 �0.19 0.02

MAE 0.13 0.21 0.14 0.03

a Ref. 68.
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and all single point calculations reported were performed at the
CAM-B3LYP-D3BJ/6-311++G(3df,2p) level of theory. As seen in
Table 4, the MAE versus experiment drops from 0.18 to 0.04 V
and from 0.14 to 0.03 V versus G4 reference values after the CBH
correction is applied. Thus, when using acetonitrile as a
solvent, applying the CBH correction improves calculated
values relative to experiment and G4.

Conclusions

In summary, the current study presents a computational protocol for
accurately predicting the redox potentials of a wide range of organic
molecules using effective error cancellation schemes. This protocol,
termed CBH-Redox, achieves impressive accuracy with a MAE of
0.05 V or below versus G4 for six of the eight density functionals
tested. The protocol achieves an impressive accuracy of 0.05 V versus
experiment and a MAE of 0.03 V versus G4 at the CAM-B3LYP-D3BJ/
6-311++G(3df,2p) level of theory. Considering 46 C, O, N, F, Cl, and S
atom-containing molecules, the MAEs of all functionals are within
the 0.09 V target accuracy. In aqueous solution, CBH-Redox achieves
near G4 accuracy. Moreover, the non-sulfur compounds, the error
range across all functionals tested decreases from 0.12 V to about
0.05 V versus G4 and from 0.13 V to 0.04 V versus experiment. For
sulfur-containing molecules, the accuracy of the solvation model as
well as the reliability of experimental reference potentials must be
given careful consideration.
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