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Abstract We consider the problem of proving L” bounds for eigenfunctions
of the Laplacian in the high frequency limit in the presence of nonpositive cur-
vature and more generally, manifolds without conjugate points. In particular,
we prove estimates at the “critical exponent” p, = %, where a spec-
trum of scenarios for phase space concentration must be ruled out. Our work
establishes a gain of an inverse power of the logarithm of the frequency in the

bounds relative to the classical L? bounds of the second author.

1 Introduction

Let (M, g) be a boundaryless, compact, connected Riemannian manifold
with d = dim(M) > 2 and Ay the associated negative Laplace-Beltrami
operator. The spectrum of —A, is discrete and we let e; denote any L%-
normalizedeigenfunction
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(Bg +2)er =0, lleall 2y = 1. (1.1)

Here L? (M) is the space of L? functions with respect to Riemannian measure
dV,. The frequency A thus parameterizes the eigenvalues of

P:=./—A.

We are concerned with L? bounds on eigenfunctions e, in the high fre-
quency limit A — oo and more generally, “spectral clusters”, meaning sums of
eigenfunctions in the range of a spectral projector 1, 34x:)](P), the operator
which projects a function onto all the eigenspaces of P whose corresponding
eigenvalue lies in a band of width 2(A) to the right of A. In [25], the second
author showed that for 2 < p < oo, with 2(A) = 1

116540 P | 2y Lo aay S 2P0 A= 1 (1.2)
a1l _d < p<oo, 2d + 1

d(p,d) = d%] lp 1 Pe=P= c = —( + ) (1.3)
= (7—;), 2<p<pe d—1

Note that §(p., d) = 1/p.. The case p = oo here can be seen as a consequence
of classical pointwise Weyl laws. One of the key contributions of [25] was to
treat these bounds at the “critical” exponent p., so that interpolation yields
the remaining cases. This gives a discrete analog of the Stein-Tomas Fourier
restriction bound for the sphere [26, p.135] (or more precisely the adjoint
bound). Given (1.2), any eigenfunction as in (1.1) satisfies

lexllzeany S ASPD > 1, (1.4)

As observed in [24], the exponent &(p, d) in (1.4) cannot be improved
when (M, g) is the round sphere. The zonal harmonics provide a sequence of
eigenfunctions saturating the bound when p. < p < oo and the highest weight
spherical harmonics saturate it when 2 < p < p.. This is not surprising since
the spectrum of P in this setting is nearly arithmetic, meaning the projector
in (1.2) is essentially the same as projection onto an eigenspace. However, the
geometries for which the corresponding eigenfunctions saturate (1.4) are in
some sense exceptional, and if it does occur then the geodesic flow expects
to have similar dynamics to that of the sphere. Well known classical Gaussian
beam constructions show that when (M, g) has a stable elliptic orbit, then
there are highly accurate approximate eigenfunctions that saturate (1.2) when
2 < p < p¢. The works [30,31,33] characterize geometries which saturate
(1.4) when p = oo, showing, for instance, that in the real analytic case, this
will only occur if the unit speed geodesics emanating from a point x € M
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Logarithmic improvements in L” bounds 705

loop back to a point at a common time. These features are absent from several
Riemannian manifolds of interest such as manifolds without conjugate points.
When (M, g) has nonpositive sectional curvatures, it is known that

H3(pd)

Hl[l,)ﬂr(log)\)*l](P)”L2(M)_>Lp(M) SP (log 2)° (P-d) ) p # pe, (L5)

for some exponent o (p, d) > 0. For p. < p < 0o, awork of Hassell and Tacy
[19] shows that one can take o (p, d) = % here,! though the implicit constant
tends to infinity as p \ p.. Their work draws from a classical work of Berard
[1] on the remainder in the pointwise Weyl law (which already implies the p =
oocase). When2 < p < p.,the bounds (1.5) result from the authors’ works [9,
10], but the exponents obtained satisfy lim,_, ,.— o (p, d) = 0, again leaving
the critical p = p. case open. In particular, [9] shows that the left hand side of
(1.5) is dominated by so-called “Kakeya-Nikodym” averages, which bound the
mass of these spectral clusters within shrinking tubular neighborhoods about
a geodesic segment. The work [10] then shows that these averages are then
seen to exhibit a logarithmic gain in the presence of nonpositive curvature (cf.
(5.6) below).

The two strategies outlined here are therefore very effective towards obtain-
ing a logarithmic gain in the L?>(M) — LP”(M) bounds on the projector in
(1.5) when p # p.: they either rule out mass concentration similar to the
zonal harmonics, yielding improvements for p. < p < oo, or concentration
similar to the highest weight spherical harmonics, yielding improvements for
2 < p < p.. However, by themselves they do not seem to give an effective
strategy for obtaining a logarithmic gain at the critical exponent p..

We also remark that a work of Hezari and Riviere [18] uses quantum ergod-
icity methods to show a logarithmic gain in the L? bounds on eigenfunctions
in the presence of negative curvature for all 2 < p < oo, but this is only for
a full density subsequence of them. In the present work, we are interested in
bounds satisfied by the full sequence.

A breakthrough on this critical problem came from the second author in [29],
who demonstrated a gain of an inverse power of loglog A in the L>(M) —
LP<(M) bounds on this spectral projector. The strategy there was to instead
consider bounds on the projector in weak-L” spaces, which in turn yields
strong L? bounds after interpolation with Lorentz space bounds of Bak and
Seeger [6]. The weak bounds were then treated by methods analogous to
Bourgain’s approach to Fourier restriction to the sphere in [4, §6]. We outline
the strategy of [29] in Sect. 2 below.

! The works [1,3] show this also holds if (M, g) merely lacks conjugate points.
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706 M. D. Blair, C. D. Sogge

In the present work, we show that the log log A gain exhibited in [29] can be
improved to alog X gain. This is significant as the latter essentially corresponds
to the largest time scale over which the frequency localized wave kernel is
currently understood in the setting of nonpositive curvature, closely related to
considerations involving the “Ehrenfest time” in quantum mechanics. In what
follows, p is an even, real valued function satisfying

p € SR), p0) =1, supp(p) C {Iz| € (1/4,1/2)}.

We also assume that [p(¢)| < 1 for every ¢ € R so that for any 7, A > 0

ot — PO c2ony—r20my) < 1- (1.6)

Throughout the work, we let cg > 0 be a sufficiently small but fixed constant
and define T = T'(1) by
T :=cologh. (L.7)

Theorem 1.1 Suppose (M, g) has nonpositive sectional curvatures. There
exists gg > 0 such that

Al pe 2(d + 1)
o (T (A = PO 2(py— Lre ity S W, = a1 (1.8)
Consequently,
)\41/176
|}1[)\,)\+(10g)\)*1](P)” L2(M)— LPc (M) S W (19)

and in particular, any eigenfunction as in (1.1) satisfies
lexllzre oy = OGP (log 1))

That (1.9) follows from (1.8) is standard. Indeed, taking co sufficiently
small, p (T (A — P)) is invertible on the range of I[A’H_(log »-11(P) with inverse

uniformly bounded on L2(M). We are thus focused on proving (1.8).
Remark 1.2 The argument shows that in fact

4
a2
go=1%— d=3 (1.10)
! d=2,

72°
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where in the d = 3 case the minus sign means that the exponent can be taken
strictly less than but arbitrarily close to 1/48. As noted in Remark 2.4 below,
this exponent can be improved when d = 2, 3 if it is assumed that (M, g) has
strictly negative sectional curvatures, leading to an exponent of g9 = % when

d = 2 and a removal of the loss when d = 3 so that gg = %.

To gain an appreciation as to why treating the case of “critical”” exponents is
subtle, it is helpful to consider the analog of (1.2) for the constant coefficient
Laplacian on R?, which amounts to considering the Fourier multiplier onto
frequencies {§ € RY : A < |&| < A+1}. Correspondingly, take fro € L?*(RY),
| froll;2 = 1, to be defined as the function whose Fourier transform is the
characteristic function of the set

{éeRd:A§|§|§k+l, i—(1,0,...,0)

]

59}, (1.11)

d—1

o o _d=1
multiplied by an L?-normalization constant e ~ A 26 2. When
6 = A~!/2, a linearization of the phase function of the Fourier integral

feix-é f)»,)ﬁl/z (§)d& shows that |f)h’);1/2 €] )‘% on the set

{x = (anLx) eR xR ) < a2 x| < e} , (1.12)

d-1,1_1
forsome e > 0.Itis then easily verified that || f5 ; -1/2(lLr Z A 2 G P),result—

~

ing in a function analogous to the “Knapp example” from Fourier restriction
theory. On the other hand, when 6 = 1, stationary phase suggests

d—1 d—1
il ~ a7 (A +axD™ 2, |l 2 X, (1.13)

d—1_d
2 "7 when p > 24 This yields

for sufficiently many x so that || fy 1ll.r = A o1

families of functions which saturate the exponent in (1.2) when 2 < p < p.
and p. < p < oo respectively. However, by carefully splitting into oscillatory
regions where stationary phase can be applied and 6-dependent non-oscillatory
regions similar to (1.12), it can be seen that at p = p., || fiollLre 2 AL/ pe
for any 0 € [A~1/2, 1], hence its designation as the “critical” exponent. These
computations were carried out rigorously in [34].

Analogous constructions can be carried out for suitable approximations to
1{5.241;(P) onany (M, g), only now the x; axis is replaced by a geodesic seg-
ment and Riemannian distance replaces Euclidean (see [26, Ch.5]). Moreover,
localization analogous to that in (1.11) can be achieved by pseudodifferential
operators (PDOs). These considerations demonstrate that in order to show (1.9)
at the critical exponent, one must rule out a spectrum of scenarios for phase
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708 M. D. Blair, C. D. Sogge

space concentration: simply disproving either maximal mass concentration in
A~ 1/2 tubular neighborhoods or decay akin to (1.13) as in previous works is
not enough by itself. We shall see that the method in [29] is effective in proving
nonconcentration for & > A~1/2+¢ for any fixed ¢ € (0, 1/2). A key idea in
the present work to accomplish this for microlocalized modes corresponding
to the remaining cases @ € (A~1/2, A~1/2+¢),

Unlike [29], the present work does not rely on the known bounds (1.5) when
2 < p < pc. The bounds in Theorem 1.1 can be interpolated with the p = 2
case to show L” bounds for this range of p. As noted above, the exponent
o(p,d) vanishes as p  p. so the interpolation yields an improved exponent
for p interval to the left of p., but not all values of 2 < p < p.

Outline of the work

In Sect. 2, we review the method introduced in [29]. We then show how to
generate improvements on this approach for modes microlocalized to a conic
sector about a fixed covector field, analogous to the angular localization in
(1.11). This adapts the approach in [10].

The third section then details a proof by contradiction for our main result,
Theorem 1.1. The arguments here are partially inspired by strategies in non-
linear PDE, particularly dispersive ones, which seek to characterize the phase
space concentration of solutions which develop a singularity, then disprove the
possibility of such concentration. While the present work does not develop an
explicit “profile decomposition” for spectral clusters, akin to those which are
common for nonlinear Schrodinger equations, the approach here is reminiscent
of works in that vein such as [5,11]. In Sect. 3.1, we review the local structure
of spectral multipliers which roughly project onto frequency bands of width 1
and then define an almost orthogonal decomposition adapted to these operators
which achieves the microlocalization considered in Sect. 2. This culminates
in the statement of Theorem 3.2, which bounds the weak-L”¢ quasi-norms of
such spectral multipliers by the mass of the elements in the decomposition.
The contradiction is then finalized in Sect. 3.2. The proof of Theorem 1.1 thus
relies in a crucial way on Theorem 3.2 and the improvements from Sect. 2,
in particular Corollary 2.2. Together these are the central developments in the
present work.

The fourth section sets the stage for bilinear estimates on approximate pro-
jections onto bands of width 1, which will yield the proof of Theorem 3.2. We
then need to show how the elements of our decomposition behave under these
approximate projections, which is done in Sect. 4.2. The bilinear estimates can
then be concluded. The final subsection Sect. 4.3 then shows that products of
the members of the decomposition obey an almost orthogonality principle in
L" spaces, a crucial lemma in the proof of the bilinear bounds.
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Logarithmic improvements in L” bounds 709

The fifth and final section then considers results for geometric hypotheses
on (M, g) weaker than nonpositive curvature.

Semiclassical analysis

This work uses a modest amount of semiclassical analysis, though instead
of using the notation 4 commonly used in this practice, we use A = 7! as
the frequency parameter. The primary use is to quantize various compactly
supported pseudodifferential symbols g, (x, &) so that O, = Op(g,) is the
operator with Schwartz kernel

d

Oi(x,y) = W

/ei)‘(x_y)'qu(x, &)d& (standard quantization).

(1.14)
In the present work, one will be able to view these operations as the result
of taking a classical symbol, compactly supported where || ~ A with uni-
form estimates in S?,o’ Sg 18.1/8> and applying the rescaling & — A&. Such a
rescaling yields symbols 1n the classes Sp, S1/g respectively in the sense of
[38, §4.4] The semiclassical Fourier transform is thus defined consistently by
Fi()E) = f(ké) with inverse &, (f)(x) = Adf(kx) where f f are the
classical Fourier transform and its inverse respectively. The use of semiclas-
sical quantization makes for a convenient use of stationary phase.

Notation We take the common convention that A < B means that A < CB
for some large constant C which depends only on (M, g) and in particular
is uniform in A and possibly other parameters except when they are given in
the subscript of <. Similarly, A <« B means that A < ¢B for some small
uniform constant c¢. The notation A ~ B means that A < B and B < A.
Certain variables may be reassigned when the analysis in a given section is
independent of prior sections.

Throughout, p; abbreviates the operator p(7 (A — P)) in (1.8), where T is as
in (1.7). We will also use “local” projectors o, defined by p (¢o(A— P)) for some
fixed, but sufficiently small constant ¢y (much less than the injectivity radius of
(M, g)). When these operators are restricted to some sequence of Ay — 00, we
abbreviate p,,, oy, as px, ox respectively. Finally, we use ©¢(x, y) to denote
the Riemannian distance between two points x, y on M.

2 Review of [29] and improved weak bounds for microlocalized modes
2.1 Review of [29]

We review the arguments of the second author in [29] used to prove (1.8) with
log A replaced by log log A. We begin by recalling weak-L” and Lorentz spaces
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710 M. D. Blair, C. D. Sogge

on (M, g) with respect to Riemannian measure. The weak-L” functions are
the measurable functions for which the following quasi-norm is finite

1
[ fllLrocmy = supa [{x € M : [f(x)| > a}|?,

a>0

where the bars are used denote the Riemannian measure. The well-known
Chebyshev inequality shows that functions in L? (M) are also in weak-L? with
I fllLrooary < IIflLrcamy. More generally, the Lorentz spaces are a family
of interpolation spaces which include both L? (M) and weak-L”. They are
defined by first considering the distribution function for measurable functions
as

dp(e) ={x e M : | f(x)] > o}

then defining L?-9(M) as being the measurable functions for which the fol-
lowing quasi-norm is finite

1
o0 d -
(/ [df(s)l/ps]q—s)q, 0<gqg < oo.
0 N

Lorentz spaces are often equivalently defined using the decreasing rearrange-
ment of f. A well known identity from measure theory shows || f||zr.r(m) =
| fllLrar). As suggested by the notation above, when ¢ = oo the Lorentz
space LP:°°(M) is just the weak-L” functions.

As observed in [29, §4], an interpolation in Lorentz spaces yields (recalling

p. = p(T(A = P)))

ESAE

| fllLracmy == p

2 2

1-= -
||p)\||L2(M)—)L17L‘(M) S; ||pl||L2(I;1i1)_>ch,w(M)”p)»”£2(M)_>ch.2(M)' (21)

In [6, Corollary 1.3], Bak and Seeger showed || p;.||;2_, 1.rc2 = (’)()Lﬁ). Con-
sequently, it suffices to obtain weak L?< bounds on p;.

We consider a slightly more general setting for the weak bounds, consid-
ering instead weak bounds for Q; o p, where Qj is either the identity or a
semiclassical pseudodifferential operator as in (1.14) corresponding to a com-
pactly supported symbol ¢, € Sj/g in that [0%g| Se 1178 Note that [29] only
considers the case where Q, is the identity.

Fix a unit vector f € L*(M), then consider for & > 0 and some coordinate
system 2 C M the sets A, defined by

Ag ={x € Q:[((Qrop) lI>a},  |fllpzan=1 22
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Logarithmic improvements in L” bounds 711

Denoting the Riemannian measure of this set as |Ay|, we seek a bound

£0Pc _d+1

1 1
alAg|Pe < Are(logh)™®, g = = £0. (2.3)
pe—2 2
We begin by restricting attention to the case
d—1 1
A% (logh) 2 Sa. 2.4)

We now set
4 2 d-1
ri=xa aT(logh)" a1  sothat  (ar~') 7 =dalogr.  (2.5)

Given (2.4), r < 1. At the cost of replacing A, by a set of proportional mea-
sure, we may write Ay, = U;Ay j where d(Ag,j, Aqx) > Cor in Euclidean
distance for some Cy > O sufficiently large when j # k. To see this, cover
the original set A, by a lattice of nonoverlapping cubes of sidelength r. Then
partition the cubes in this cover into O(1) subcollections such that the centers
of the cubes in each subcollection are separated by a distance of at least 44 Cor .
By the pigeonhole principle, the intersection of at least one subcollection in the
partition with A, must have measure comparable to A,. We may thus replace
Ay by its intersection with this subcollection of cubes.

Now let 14 denote the characteristic function of A, and a; = 14 i Y. where
Y. is defined as

((@nopa) ) (x)
by = | TG (@aop)f) ) #0.
L (@10 p2) ) (x) =0.

Since p;. is self-adjoint and || fllz2p) = 1.

< (/\Z(moQi)ajf)z-
J

alAy| <

/ (0 0 ) f) VrIn,

This now yields (with ,0)% = 0, 0 P3)

02| Ay 2 < Z/ (20 OD)a;|* + Z/(QA o p?o QNa;ar = 1 + 1.
J Jj#k
(2.6)
We now consider the consequences of (2.6) when Q) is the identity and when
this is a semiclassical PDO with g; € Sy/g separately.
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712 M. D. Blair, C. D. Sogge

2.1.1 Consequences of (2.6) when Q) is the identity

We further review the arguments in [29], assuming Q; is the identity. The
arguments in [1,19] used to prove (1.5) when p = oo also show that

-1 _
“p)\'”LZ(M)*)LOO(M) <A 7 (logh) 172,

In fact, this is a consequence of (2.10) below and duality. Hence A, as defined
in (2.2) is vacuous unless o < k%(log 1)~1/2, meaning we only need to

~

consider cases where r > 17!
In [29, (30)], it is shown that p,, satisfies local L? bounds over balls B(x, r)
when A1 < r < inj(M)

1
o3l L2y 2B ,ry) = NOANL2(B ey L2000) S T2 2.7

where the implicit constant is independent of x and the equality holds since
0y 1s self-adjoint. Hence

I 5”2/ ja;* < rlAdl = 2T T (log 1) T| Agl. (2.8)
J
Moreover, with K (w, z) denoting the integral kernel of ,o%

115<sup sup |K(w,2)|>Z”aj“Ll”ak“Ll

J#k (wvz)eAa,jXAa,k ]#k

5<sup sup |K(w,z>|>|Aa|2. (2.9)
JFk (w,2)€Aq, j X Ag k

Lemma 3.3 in [29] then appeals to results of Bérard [1] to observe that there
exists C = C(M, g) sufficiently large such that

d—1

A 2 d—1
+ CL 2 exp(CT). (2.10)

c
Kwol<o—>5r
K (w Z>|_T<A_1+®g(w,z)

Recalling (1.7), we then have that
_d-1 _ _
1< (co T (log 1)~ (1) +ACCO+‘121> | Ag 2

d—1

< (Co2a2+ACCO+‘12') 1Ay @2.11)
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Logarithmic improvements in L” bounds 713

Given (2.6), (2.8), and (2.11) we then have desirable bounds on |A,| when
o > AT+ where & can be made small by choosing ¢y much smaller and
Cy large. However, the smaller we wish to take &, the smaller we must take
co, which does have to be uniform in the proof. In [29], this is remedied by
taking T = cg log log A and appealing to the results in [9, 10], to handle smaller
values of . This in turn only yields a gain of a power of (loglogA)~! in the
final estimates. In the present work, we assume cg is small enough so that the
argument outlined here yields

d— 1
7

€1 €1 1 1
a|Ag|Pe S Are(logh)™ @+ fora 4 % <«, (2.12)

. . d-1,1 )
so that the crucial matter is to treat the cases @ < A # 138. The choice of
& = % is not crucial, but a convenient choice for the sake of concreteness as
it does influence other parameters throughout the work. We stress that in the

remainder of this work, (2.12) is only applied to the case Q, = I.

2.1.2 Consequences of (2.6) when Q) is a semiclassical PDO

We now reconsider the bounds on I and /7 just established in Sect. 2.1.1 but
with Q; now a semiclassical PDO with symbol in /5. We would like for
(2.7) to yield

I 5r2/ 10%a; 7 S rlAgl = A TT(logh) T 1| Ayl (2.13)
j

However, the kernel of Q7 is only rapidly decreasing outside a A~ 7/8 neigh-

borhood of the diagonal and hence this estimate does not follow at scales
finer than r < A~ 7/%. But given (2.12), we will only need to bound / when

a < AT, meaning that » > )fﬁ(log A)_ﬁ, which always deter-
mines a much coarser scale of at least » >> A~>/%. Hence in these cases,
|Q5a;(x)| = OO~N) for any N outside a cube of sidelength & r, so the local
estimates in (2.7) do indeed yield (2.13).

Turning to the bounds on /7 in (2.9), we now consider the effect of replacing
the kernel K (w, z) of ,0}% there by the kernel of O, o p)% o Q75 as indicated by
(2.6). In the next subsection, we will show that for suitable choices of Q;, the
corresponding kernel K (w, z) satisfies

d—1

1 A z _
IK(w,2)| S = (_1—) +c()»))»%,
T \ A +®g(w,z)
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714 M. D. Blair, C. D. Sogge

for some c(A) N\ O at least as fast as an inverse power of log A but no faster
than (Iog 2)~! (so that (2.4) is ultimately respected in this argument). Hence
(2.11) can be improved to read

d—1

11:;<cgila 4—x@3cog)|AaP. (2.14)
Taking Cy sufficiently large, we obtain an improvement on (2.12):
1

1 1 _ _
@lAg|7e < AP (logh) T for AT e(M)? <a <A THE. (2.15)

2.2 Improved weak estimates for microlocalized modes

Consider any local coordinate chart €2 on M. Suppose g, (x, £) is a semiclas-
sical symbol such that for some unit covector field @ (x), [@ (x)|gx) = 1 (with
g(x) the “cometric”, the inner product on the 7*M induced by the metric),

supp(g;) © (5, §) € T : [¢/18 1500 = 00y S 275 181~ 1,

(@), )00 (. )] Sy 1.
(2.16)
The symbol g, thus lies in the subcritical class? S /8 (asin [38, §4.4]). If one
sets 0, = Op(gy) asin (1.14), we show the following improvement on (2.10)
of the kernel of the composition Q; o p? o Q%:

Theorem 2.1 Let K (w, z) denote the kernel of Q) o ,0)% o Q5. We then have

d—1

Kw, )] S = (#) (AT,
Og(w, )

T

(log )~ 1/2, ifd =2, (2.17)
c(A) = { (logr)~loglogr, ifd =3,

(log )™, ifd > 4.

where the implicit constants can be taken independent of A and depend only
on finitely many of the derivative bounds in (2.16).

Corollary 2.2 Let Q;, c(L) be as in Theorem 2.1, Ay as in (2.2). Then

d—1_1

1 1
@l Agl7e < AT, 0 <a <A TS, (2.18)

2 Again, the choice of 1/8 is not crucial here, only a convenient one.
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Logarithmic improvements in L” bounds 715

Proof of Corollary 2.2 Given (2.15), it suffices to assume o < A ch(k)z
But since [| Q5 0 pll 124y 120y S 1 uniformly, we have | A4|2 < 1, hence

1 2 Npe L1
a|Ag|Pe = pe <a|Aa|2> s)bﬂcc(k)d+l7
by the upper bound on «. O

2.2.1 Consequences of the Hadamard parametrix and the proof of Theorem
2.1

Since ,oA2 = p * p is supported in [—1, 1], the key to (2.17) is to bound the
following integral by the second term on the right hand side of (2.17):

T ~ .
7 / T(l — B)(0)p2(t/T)e™ (Q; 0 cos(tP) o QF) (w, z)dr.  (2.19)

where B is of sufficiently small compact support and identically one in a
neighborhood of 0. Indeed, without the factor of 1 — § in the integrand, this
is the kernel of Q) o ,o)% o Q7F, up to negligible errors, by Euler’s formula. It is
a classical result of Hormander [16] that if one replaces 1 — g by B here, the
resulting kernel is bounded by the first term on the right in (2.17).

Since (M, g) does not have conjugate points, the kernel of cos(¢ P) can be
analyzed by lifting to the universal cover (M, §) where § is defined by pulling
the metric tensor g back via the covering map. Fix a fundamental domain
D C M and let i, Z denote the unique points in D which project onto w, z in
M via the covering map. Recall that the classical Cartan-Hadamard theorem
ensures that M is diffeomorphic to R? via the exponential map at any point.
Here we take global geodesic coordinates on M via the exponential map at
w. We also assume that the geodesic in M from w with initial covector w (W)
lies along the first coordinate axis and let y (t) = (¢, O, . .., 0) denote this unit
speed geodesw

If P = /—A;, with Aj the Laplacian on (M, §), we have

cos(tP)(w, z) = Z cos(t P) (i, a(3))
ael

where I" denotes the group of deck transformations which preserve the covering
map.? Note that by finite speed of propagation, we may restrict attention to

3 The proof of Theorem 2.1 is more or less independent of the other sections, so we temporarily
reassign « as indexing I" in the interest of consistency with prior works.
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716 M. D. Blair, C. D. Sogge

the « € B(W, T). For ¥ € D and § € R, we first concern ourselves with

VE ) = f (1 B)(D)p2(t/ TYe™ cos(tP) (&, §) di.

If we extend the kernel of Q7 to be periodic with respect to o € I', we have
(with dx, dy implicitly the Riemannian measure with respect to g)

(2.19) = Y " Uy (i, 7).

ael

(2.20)
Un (i, 3) = / / 0,3, DV E, )0 G o~ (3))did5.
a(D) JD

Using the Hadamard parametrix for the wave equation on (R?, g) and sta-
tionary phase (see for example, [8, Lemma 5.1], [10, §3], [12, Lemma 3.1]),
it is known that

- - T - - i
V@E§) = ————7 Y e g, L (,5) + Ru(E. ). (221)
TO( 57T I

Here ay, +, R; vanish for ©z(x, y) > T by finite speed of propagation and
a;, + also vanishes if ®; (X, y) is sufficiently small since B vanishes in a neigh-
borhood of the origin. The remainder can be taken so that |R; (X, y)| < 22
Moreover, a; 4 can be written as

@, £(X,7) =0 X, Nar+.1(Oz (X, §)) +an+2(X, 3), (2.22)
where |8,jak’i,1(r)| Sj r~/ and there exists Cy so that for 0 < |B] < 16d,

|8 39z (%, Y, s I3~ 5@ £2(%, Y, |3~ UV E DS exp(Ca®z (X, 7).

(2.23)
The function ¥ (X, y) is the leading coefficient in the Hadamard parametrix. Itis
characterized by the property that dV, = ®~2(X, y)d L in normal coordinates
at ¥, with £ denoting Lebesgue measure on R?. Since (M, ) has nonpositive
sectional curvatures, it is observed in [32] that ¢ is uniformly bounded as a
consequence of the Giinther comparison theorem. Moreover, if the curvatures
are strictly negative and bounded above by —«?2, the same theorem implies
D(F,§) S exp(—TL O, 7).

Given the properties of the support of a+ ; and R;,, there are at most O(e
nonzero terms in the sum (2.20) as a consequence of lattice point counting argu-
ments. As observed above, | Ry (X, )| < A~2and hence by Sobolev embedding
and L2 bounds on Q;, we may restrict attention to the sum over £ in (2.21).

CT)
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We next observe that in our global coordinate system, we may assume that
up to acceptable O(12) error, the kernel of Q) is of the form

24
)
- ~ _1
supp(q2) € [(@, ) € T*D, % € Dt n/lnl = (1,0,.... Ol S 2%, Inl ~ 1}

/ =N g, (b, %, ) dy,

Here we have used a compound symbol, deviating slightly from (1.14) to
ensure the kernel is supported in D x D. We may assume the same for the
support of the symbol ¢} of the adjoint. Restricting attention to the main term
in (2.21), Uy (w, Z) is a sum over

5d—1
A2 . o~ o o
Qm)xT /elmi(w’x’y’z’n’{)%(u”X,ﬂ)ai,x(x,y)
x g} F,a (), n)di dj dndc,

(@, %, 5,2,1,0) =@ —%) - n£0; &+ G- '3)-¢,

(2.24)

where as before the domain of integration is (x, y) € D x a(D).
Applying stationary phase to (2.24) shows that for any « € B(w, T),

d—1
L d—1
A2 -7

(ﬂ(w,a(z»ﬂ—z)(1+®g(w,a(z))) . (225

|Ua (W, 2)| <

The main idea in the proof of (2.17) is that one can improve upon this bound
when «(D) is outside a tubular neighborhood of y. The proof is similar to
that in [10] where the authors made use of the following consequence of the
Toponogov triangle comparison theorem (see [10, Proposition 2.1] for further
details).

Lemma 2.3 Suppose (R, g) is the cover of (M, g) given by the exponential
map at w and that its sectional curvatures are bounded below by —1. Given
T > land 6 K 1, let C(0; T) denote the set of points in the metric ball of
radius T about w such that the geodesic through the point and w forms an
angle less than 0 with y. Fix R sufficiently large. Then if

Tr = {¥ e R? : ©;(%,7) < R},
we have C(Or; T) C Tg ifsin(%T) = m:]n(#

Note that we may assume the sectional curvatures of (M, g) and (M , ) are
bounded below by —1 by rescaling the metric in the outset of the proof.
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718 M. D. Blair, C. D. Sogge

Fix R = 100 - diam(D). Given the lemma, we take cq in (1.7) so that

C 1 cologr) = C( 1% T) € Tg, and hence
~ ~ _L v
|£d;©z (W, §) — (1,0,...,0)| 21716,  §¢Tp. (2.26)

2.2.2 Proof of Theorem 2.1

As in [10], set
I, i ={a el :a(D)NTr # 7).

The arguments on p. 202 in that work then show that the cardinality of {« €
T, 0 Oz, a(2)) € [25, 25717} is O(2F). Therefore given (2.25),

d—1
A2 _ _
> U@, DS —— ) kKT < copn T 27

ael'r, 0<k<log, A

Indeed, so geometric summation shows the inequality.
We are now left to show that

Uy (w, 2)| S 1, fora ¢ I'z,. (2.28)

Indeed, if this holds, then given (1.7) we have for some uniform constant C,

> a2 S e 20 S e(r’s
O{¢FTR

since we take cq sufficiently small.
Next observe that with ¢ as in (2.24)

dyp+ = +d;®;(X, y) — 1,
dypr = — X, degpr =5 —a ' (3).

Now recall (2.23) and the constant Cy; there. If we take ¢ small so that AC4€0 «
A1/16 integration by parts in (2.24) yields

~ o~ 3d—1 A ~ ~
Ua, D S sup 277 (1425 [£drOg(E, 5) — 1|
x,y.n+

7 . 7 \-8d
35 —a” @+ AT - F])

@ Springer



Logarithmic improvements in L” bounds 719

where the supremum is over all points inside the support of the amplitude.
However, there exists C such that

|dz©; (%, 5) —dp®z (0, a ' @)| S T (I — X+ 15 — ' D)),

so taking ¢p < ﬁ in (1.7), the constant on the right is 1€ « 2116 hence

L 5d—1 3 . —8d
Va0, )1 S supa ™5 (14241 & dg @, o @) =)

But since [ — (1,0,...,0)] < A~V and « ¢ I, as a consequence of
(2.26) the second factor is O(A~3¢) which is stronger than (2.28).

Remark 2.4 When the curvatures of (M, g) are strictly negative, one can take
c(A) = (log A)_l in Theorem 2.1 and its corollary in any dimension, leading
to an improvement in the exponent &g in Remark 1.2 when d = 2, 3 via the
argument in Sect. 3. As observed above, ¢ decays exponentially in O in this

case, and hence the sum in (2.27) is (’)(k%/ log 1) for any d > 2.

3 The proof by contradiction

To obtain a contradiction to Theorem 1.1, suppose there exists a sequence of
triples {(fk, Ak, Bi)}g=, such that || fill 2pr) = 1, B, Ax — oo such that

Bk)\‘}{/[?c

- E0Pc d+1
(log Ax)®!

pe—2 2

< ok fellLresoary, €1 = g, (3.1)

where g¢ is in our main L?¢ estimate in Theorem 1.1 (cf. Remark 1.2) and as
before, pr = py, . Indeed, if we had

lim sup A~ /%< (log 1) | o3Il L2 (1) Lre (a1 = 0
A—00

then a similar inequality holds with different values of By — oo, a strong L”
bound replacing this weak one, and the larger log-exponent ¢; replaced by ¢&g.
But then the Lorentz interpolation argument (2.1) yields (3.1).

Taking ¢9 small enough so that g1 < d+r1’ given the consequence (2.12) of
the results in [29], we may assume for each k, there is oy > 0 such that

1/pe
Bk}\. 1 E+l
ke —wlfx e Mo f(X)] >adlre,  ap <t P

_— 3.2
(log h0)" 52)

@ Springer



720 M. D. Blair, C. D. Sogge

In order to take advantage of the improved microlocalized bounds in The-
orem 2.1 and Corollary 2.2, we will appeal to methods emanating from the
Fourier restriction problem and their relatives. In particular, we want to control
the LP<* quasi-norm of the py f by the LPc and L? norm of expressions such
as O, px f with Q; being the pseudodifferential cutoff function as in Theorem
2.1 (though the notation will change slightly below). While the operator p,
is still too poorly understood to apply such classical methods, we can instead
use local operators oy = p(co(Ax — P)) (as in the notation section) in order
to achieve this. This is in the same spirit of the authors’ previous work, and
that of others, where the local operators are treated in a way that make them
amenable to global analysis.

The main idea is that (I — oy) o pr is an acceptable error term. Indeed, since
(1 — p)(0) = 0, we have

(1= p)Co —Np(Th—TN ST A+TIA -7V,

and hence the classical L> — LPc bounds (1.2) for spectral projectors
1 14+17(P) imply

1T = 01) © pr ficll e oy S AV Pe(log 1)~ (3.3)

Since €1 < 1, we may assume that (3.2) holds with oy px fi replacing px fx
(the former abbreviating (0% o px) fx)-

Now take a finite partition of unity subordinate to an open cover of a suitable
family of coordinate domains. By the pigeonhole principle, we may assume
that at the cost of shrinking the By and ¢y by a uniform factor and passing to a
subsequence of the triples indexed by k there is a bump function i supported
in a coordinate chart @ C R centered at the origin for which

Bk)\]lc/pc

1

———— < ar {x € Q[ x)(okpr fi) (X)| > a}|Pe .

(log A)*!
After another harmless shrinking of By, o, we may also assume that the mea-
sure here is the usual Lebesgue measure in coordinates instead of Riemannian
measure. By a second application of the pigeonhole principle, we may assume
that there exists a Fourier multiplier m € S?,o truncating to a conic sector of
small aperture about a fixed vector such that

Bk)"llc/pc

i € QD)o i) ()] > ). (B
(log Ag)et
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After a possible rotation of coordinates, we may further assume that the fixed
vectoris (1,0, ..., 0), that is,

supp(m) C {§ : 1§/16] — (1,0,...,0)| < 1}.

3.1 Analysis of o)

We may assume that in the coordinate chart €2, g% (0) = 8/ and that for some
€ > 0 sufficiently small
Q= [—e, €]’ (3.5)

We now recall the method for computing the kernel of o3, = p(co(X — P))
from [26, Ch. 5]. There it is observed that o). can be realized as an operator
valued integral involving the wave kernel e /%

1 c .
oy, f e 1P B (1 /&) dt.

N 27‘[50 —&o

Using a Lax parametrix, it is well known that for |¢| < ¢ there exists a phase
function ¢(t, X, &) and an amplitude v(¢, x, &) such that the Schwartz kernel
of m(D)yre™'F is given by an oscillatory integral

(m(D)tﬁe_i’P> (x, y) = 27& f S @EXO=YE ;¢ £V (y) dE + error,

where the error is smoothing to a sufficient order and hence can be neglected in
what follows. Here v is a bump function of slightly larger support and we may
assume v(t, -, §), 1} are supported in the same coordinate chart €2 as above.
Moreover, we may take

supp(v(z, x,-)) C {§ : 1§/1€] = (1,0,...,0)] < 1},

for some conic sector of slightly larger aperture than the one containing
supp(m) (cf. (3.4)). Up to negligible error, the kernel of m (D)o, is

[ [ dorennoonazun g s ar- b
L

An integration by parts in ¢ shows that the contribution of the region where
|&] < Aor|&| > A to this integral is O (A=N) for any N and hence negligible.
Hence we may assume that v(¢, x, -) is further supported where || ~ A.
Rescaling & — A&, we are reduced to considering a semiclassical Fourier
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722 M. D. Blair, C. D. Sogge

integral operator &, given by integration against the kernel

&(x,y) =24 / MU YOG 1Goyu(t, x, £) dE dt- T (y) (3.6)

—Co

where now v(¢, x, -) is supported where |£| &~ 1 and in the same conic region
as before. Therefore in what follows, we may assume that any function on
which &, operates has its semiclassical Fourier transform supported in this
region. Note that the operator &, is m(D)y¥ o, up to negligible error.

We pause to remark that [26, Lemma 5.1.3] uses stationary phase on (3.6)
to show that 4, is an oscillatory integral operator with Carleson-Sjolin phase
(see also the 2/ =~ 1 case of Lemma 4.3 below). As observed there, the L?”
theory for such operators due to Hormander and Stein then yield the following
linear estimates on &;, which in turn imply (1.2):

1
o3l L2 ppe S Are. (3.7)

We now want to decompose the identity into a family of pseudodifferential
operators which have the effect of localizing a function in phase space in a
fashion similar to Fourier multipliers defined by the characteristic functions
in (1.11). However, this requires care as the operators must in some sense
be invariant under the geodesic flow. We achieve this by fixing a hyperplane,
namely the x; = O plane, then localizing the momenta so that it is within a
1~ 1/8 neighborhood of a fixed vector as it passes through this hyperplane. In
the construction, it is convenient to use the trivialization 7*Q = Q x R? to
define a family of constant covector fields along the hyperplane which serve as
the centers of these neighborhoods (constant in the sense that their expression
in the coordinate frame is independent of position).

3.1.1 Analysis of the geodesic flow

In preparation for the decomposition, we study yx;, which we denote as the
flow on T*Q2 generated by the Hamiltonian vector field of p(x, &) = [§]4(x)-
Hence x;(x, &) is the time ¢ value of the integral curve of the Hamiltonian

vector field of p with initial data (x, &). Recall that the phase function ¢ in the
construction above satisfies

xi(degp(t,x,8),8) = (x,deo(t, x,§)). (3.8)
For initial data in the cosphere bundle $*$2 defined by

§*Q = {(x, €) € T*Q: [Elg0r) = 1),
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the integral curves of p coincide with geodesics of (M, g) as curves in the
cotangent bundle. We write x = (x1, x’) so that in particular (0, x’) gives
coordinates on the x; = 0 hyperplane. Consider the restriction of this flow to a
neighborhood of origin in the hyperplane x; = 0 and & in a conic neighborhood
of (1,0, ...,0) in S} €2, the cosphere space at x. Assuming that € in (3.5), and
Co is sufficiently small, we have for |t| < ¢o, the mapping

(ts )C/, 77) = Xt(os )C/, 77)

generates a diffeomorphism from the neighborhood to a conic neighborhood
of (1,0, ..., 0) in the cosphere bundle $*<2. Indeed, recalling our assumption
that gij (0) = 8%, the derivative of this mapping at (0, 0, (1,0, ..., 0)) is the
identity. Denote the inverse as

(tix, w), ©(x, w), ¥(x, w)) € (—Cp, ¢o) x {y1 =0} x Sg(x’w)Q. (3.9

Equivalently, these functions can be described in terms of the minimizing unit
speed geodesic passing through (x, w): this geodesic passes through the y; = 0
plane at the point y' = ®(x, w), the covector at this intersection point is given
by ¥ (x, ), and t(x, w) = O, (x, P(x, w)).

We note that we may further assume that forany x € Q, w = W (x, w) is an
invertible mapping, and if n — @ (x, n) denotes the inverse, then w (x, 1) is the
unit covector along the geodesic through x whose covector at the intersection
point with y; = 0 is 7.

3.1.2 The almost orthogonal decomposition

Now let v index a collection of vectors in a neighborhood of (1,0, ...,0)
on S~! separated by a distance of at least %)ﬁl/ 8 Define a corresponding
partition of unity 8, (&) such that supp(B,) is contained in a spherical cap of
diameter 21~ !/% about v and >, BuE) =1foré e S9!, Then extend B, (&)
to all of R? \ {0}, so that it is homogeneous of degree zero. Now define

Gv(x, &) = () B (Y (x, &/1Elg(x)) BUE lgx))s

where B is abump function such that ¥ (x)v(t, x, &) = ¥ (x) B(I& |g(x))V (2, X, &)
is supported where |£| =~ 1 and in a slightly larger conic region than v(¢, x, -).
Moreover, we take v to be a bump function supported in € and identically
one on V. This bump function means that g, (x, £) is not invariant under
X:» but we can assume that ¢o and the support is chosen suitably so that
qv(x:(x, ) = qv(x,§) when ¥ (x)v(z, x, §) # 0 and |7| < co.

The function g, thus defines a semiclassical symbol in the class Sy /g. It is
of the form considered in Theorem 2.1 where the unit covector field w(x) =
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724 M. D. Blair, C. D. Sogge

w(x, v) is that of the minimizing geodesic passing through x such that its
intersection with y; = 0 has the covector v/|v|,(x). We define O, = Op(q,) as
in (1.14) and hence up to error which is O(1 =) in L? for some N sufficiently
large

Grh = 5.0 (3.10)

Moreover, the selection of the indices v ensures that there exists a constant Cy
such that for any fixed v

#{v : supp(gy) N supp(g;) # ¥} < Cy. (3.11)

In this work we will exploit the almost orthogonality of the decomposition
(3.10) at the level of L? and also for products of these members in L” for
1 < r < oco. We begin by considering the former; the more general theory will
be considered in Lemma 4.2 and is adapted to &;.

We first observe that by appealing to the FBI transform as in [38, Theorem
13.3], we have for any symbol4 q € Siy8

_3
10P(@D I 2Ry 2R = gllo0 + OQT#). (3.12)

Since we may restrict attention to sufficiently large A, we have that for any
subcollection F of the v and an arbitrary sequence €, = +1,

> a0, I-> 0,

veF veF

s MOvll22 <2, (3.13)

L2112

’

L2—12

Proposition 3.1 Suppose h € L*(R?) and the semiclassical Fourier trans-
form of h is supported where B = 1. Then for A sufficiently large,

ECH MR, < 1QuhlT < Al (3.14)
v

Moreover, if F is any subcollection of the v,

2

D 10k, +

veF

h—Zth

veF

<A4||h|3,. (3.15)

L2

4 This theorem can be applied to the rescaled symbol q(k‘l/ 8(x, £)), which yields the decay
rate of A~3/4 for the error term upon return to the original coordinates. Since we are working
in a subcritical symbol class, the distinction between Weyl quantization and the standard one
in (1.14) is inconsequential given change of quantization formulae.
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Proof We begin with the first inequality in (3.14). The symbolic calculus
means that if supp(q,) N supp(g;) = 9, then

10% 0 Qull 22 Sn AN, (3.16)

Taking N > % here we see that for A sufficiently large

R1172 <2 {{Quh, Qsh) 2 < supp(gy) N supp(gy) # B} .

Indeed, (3.16) ensures that the contribution of the remaining terms is negligible.
An application of Cauchy—Schwarz now show that the right hand side here is
in turn bounded by 4C; >, || thlliz, where C; is as in (3.11).

Turning to the second inequality in (3.14), this is essentially a consequence
of (3.13) and the fact that the constant in Khintchine’s inequality can be taken
to be 1 when p = 2. More directly, consider the usual family of Rademacher
functions ri (1) = sgn(sin(2km‘)), k=1,2,3,..., which are known to form
an orthonormal sequence in L?([0, 1]). Hence for any injection v +— k(v),
(3.13) gives that

1
2 _
;uthan—/o /R

To see (3.15), now consider an injection v +— k(v) defined on F such that
k(v) # 1 for all v € F. The triangle inequality implies that for all ¢,

2
D Q)| dxdt < 4|R]7,.
vV

>y (Oay(x. &) + r1(1) (1 =Y qu(x, s>> <1
veF veF
Proceeding similarly, we now have
2
Y NQuhlZ + |h =" 0k
veF veF L2
2
1
= [ [ E re®0umw +nii = 3 00he| dxdr
0 R veF veF
< 4|nl3..
O

@ Springer



726 M. D. Blair, C. D. Sogge

Note that (3.14) implies the crude bound

d—1
I2llp2 S 4776 sup | Qvhllg2. (3.17)
v

In Sect. 4, we will prove the following theorem:

Theorem 3.2 Suppose h is supported in Q2 with ||h| 12y < 4. Assume further
that h satisfies (3.14), (3.17), and (3.10) (without error term). Let 6; be as in
(3.6) and define

Ay ={x € Q:|6:h(x)] > a).

Let$g =2/(d+ 1) whend > 3 and 5o = 1/3 when d = 2. Then

d—1

~ 1 1 1
sup {alAa|P7 ca e (0,17 +%]} < Ape (max ||th||5Ld2) LA, (3.18)
v

Here the second term on the right means A is raised to some given power which
is strictly less than 1/ p..

As we shall see in (4.8) below, the assumption o € (0, A%Jr%] will allow
us to exploit gains in bilinear estimates that correspond to the “subcritical”
range of L? spaces with 2 < g < p.. Indeed, (4.8) is a subtle but crucial
observation in the present work, showing that weak bounds can be combined
with known bilinear estimates to avoid the impediments presented by localizing
the momenta in scales as fine as A~!/? (a necessary technical difficulty in [9]).
The second term in the right side of (3.18) corresponds to the gain in the bilinear
estimates corresponding to angular separation larger than A ~!/8 and the above
assumptions on o, while the first term in the right side of (3.18) corresponds to
the contribution to the bilinear estimate for near-diagonal terms corresponding
to separation smaller than A ~!/3. As noted above, there is nothing special about
the power 1/8. Any number between 0 and 1/2 should work after adjusting
the power of « correspondingly.

3.2 Finalizing the contradiction

Recall from (3.4), we have sequences By, Ay — oo and corresponding o
satisfying
Bkkll{/p ¢
(log A)*1

N il d-1 1
< ax WIokpr fil > odl?e, 0 <o <At °

Here we use the same notation convention 6; = 0;,, and it is understood
that the set on the right in the inequality is {x € Q : |(Gkpk fr)(xX)] > o}
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Recall that the semiclassical wave front set of the kernel of 64 is contained
in Q x {|§] ~ 1} given the localization of the symbol v(¢, x, £) above. We
therefore make a slight abuse of notation and assume that py fj satisfies the
assumptions on % in Theorem 3.2, including having support in €2, though
strictly speaking this only applies to a microlocalization of this function. In
particular we assume py fi satisfies (3.14), (3.17), and (3.10) (at the cost of
shrinking the By and oy one last time). By (3.15), for any set of {Q,,,}IL:1 with
v # vj when j # 1,

2 L

L
pefic =) Quprfi < 4ox fill 20— D 1 Qupk fill 12 gy (3:19)
=1

=1

L%(2)

Let C(2Cy) ™% exceed the implicit constant in (3.18), where Cy is defined in
(3.11). Take Ny € N such that

&1\ 2/da
ey (20t
k

If the middle expression is strictly less than 1/2, take Ny = 1. We note for
future use that in either case, we have
Nie = o((log A)*1/%4).

We claim there exists a selection of distinct Q,, px fx, - - -, QUNk Pk fx, with
Q) as in Theorem 3.2, which satisfies for k sufficiently large

B 1/84
(—"> < [ Quakficl 2y - foranyl=1,.... Ne, (3.20)

2C(log Ax)®1
L
{ 5 (pkfk -3 prkfk> > %}

=1
forany L =1, ..., Ng,
and in the latter case, 6% acts on the function in parentheses. We now show
how to derive a contradiction assuming these two hold. Recall that the integral
kernel of 6y is supported in 2 x 2. Hence (3.21) and the classical L?< bounds
of the second author on ay in (3.7) gives

1/pe
1/pc
oy _

2(log Ag)er —

© (320

Bi,'? 1/p %k:
— S pkfk - Q ,Okfk
e ~ "k Vi
2(log Ag)®t P

LX)
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We now multiply by )Lk_l/ P square both sides, and apply (3.19) and (3.20) to
obtain

Bk 2 Ni
_ Pk Y <« 2 B )
(2(10}%)%)51 ) ~ 4“10kfk||L2(Q) ZZI: ”Qvlpkfk”Lz(Q)

By 2/84
<4—-—Ne| ———— .
2C (log Ax)%1

Here we have used that || fi|l;2 = 1 and our assumption [|p|pe < 1 (cf.
(1.6)). Since Ny is selected so that the right hand side is negative, we obtain a
contradiction.

To see how to construct Qv ok fk, - - - » Qka Ok fr, we proceed inductively.
Forany L = 1,..., Ny — 1, we show how to select the successive function
in the collection given the previously chosen Q. pi fx, - .., Ov, Pk fr Which
satisfy (3.20), (3.21). The initial selection of Q,, is essentially the same, simply
take i = 0 in the following argument. Denote

L L
hi = pifi — Z Qu ok fx = Z Qupkfe,  ha= Z Quy Pk [
=1 V£ =1

where the second expression for .7 is a sum over all v distinct from the
Vi, ..., vr. Then, by our assumptions

1/pe 1 .
—Bk)\ Pe ~ (0975 e
(log)lfk)gl ! +OlkH|0khz| > —}’ . (322)

< 0, > —
k k1 ) )

Our first main claim is that we can use Corollary 2.2 to see that
d i 1/pe 1/pe —£1
% H|okh2| > ?H =0 (,\k (log Ax) ) . (3.23)

We initially observe the following L? — LP¢ “commutator bounds”

—_

loa Qv — Qv6A||L2(Q)%ch(Q) <A, (3.24)

Morally, this is Sobolev embedding and Egorov’s theorem combined with the
invariance of g, under the flow y;. However, we give a direct proof below that
will be shown after the related Lemma 4.3. Assuming (3.24), we use properties
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of the distribution function and Chebyshev’s inequality to get

L
= o . e
of |f16chal > S| < Dol |[10ubnon il = )|+ L7
=1

Since the 1/ p. power of the second term on the right is much stronger than the
bounds in (3.23), we are left with estimating the first term on the right hand
side.

We next observe that for any p € [1, 00l, [|QyllLr—rr < 1, which will
allow us to eliminate 63 and apply Corollary 2.2. Indeed, given that ¢, satisfies
(2.16) with w(x) = w(x, v), integration by parts in the expression for the

integral kernel Q,,(x, y) yields the pointwise bounds

104, (6, )] < AFEED (A 4 Ao (x, v) - (x — y)| + AF|x — y[) @D,

Hence the uniform bounds on L? follow from the generalized Young’s inequal-
ity. By Chebyshev’s inequality, (3.24), and (3.3), we now have

o H'Q"lokpkf” > —H S o {|Qw,0kfk| > —}| + A(log 1) P,

and as before the last term on the right is of the desired size in (3.23).
We may now use that Corollary 2.2 yields the following bound,

L
> H|prkfk| > _H S LM P pcOu) BT < NP B,

(3.25)
To see that (3.23) now follows, take p.-th roots of both sides here and recall
that Ny = o((log Ax)?€1/84) The condition on the exponent in Remark 1.2 and
the relation &; = m then implies

281 (Pe-‘rl % = —¢, ifd =2,
261 (Pc'H) -7 < —€1, lfd = 3’ (326)
281 (Pe-H ﬁ = —¢g;, ifd > 4.

We show the details behind this when d > 4 so that c¢(A) = (log A)~!, and
note that the other cases are verified similarly. Given the prior observation on
the size of Ng, the p.-th root of the right hand side of (3.25) is

1 1+L 1 1 2¢) (Pc+l) 0
(@) (k,ff N, I’Cc()»k)d+1) =0 ()J’C (log Ax) % 7e ’(log Ak)‘dﬂ) .
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It is now an easy algebraic computation to see that the choice of gy in Remark
1.2 means that & satisfies (3.26). The improvements on the exponent for
negatively curved manifolds claimed in Remarks 1.2 and 2.4 follow since the
equation for d > 4 in (3.26) is now satisfied for d = 2, 3.

Given (3.22) and (3.23), for k large enough and independently of L,

1/pe 1
3 Bk i
i/ S, H|&kh1| > %} e (3.27)
4 (log A )% 2

We are now left to show that there exists O, , ,, distinct from those previously
chosen, such that Q. , ok fx also satisfies the bounds in (3.20), i.e.,

LB _cyou il (3.28)
2 (log Ap)®1 — VLt L2’ :

Indeed, once this is shown (3.21) can be concluded by taking i1 = pr fx —

S 0ok fi and by = Y[ 0y, o0 fi in (3.22) and using (3.23) once
again.

Given (3.13), we have ||h]|;2 < 4 and hence by (3.27) and Theorem 3.2,
there exists vmax such that

8d

< CQRCHTNPNDN" Oy Quok fi . (329)
V£ L2(Q)

4 (log Ap)®t

where the sum in the expression on the right is over all v distinct from each
of the v;,l = 1, ..., L. Here we have used our assumption that C (2C,) %
exceeds the implicit constant in (3.18). Now take vz 4 so that

I Qv Qvpir Pi fiell L2 = max { | Qv Qv fill L2 1 v # i, .o v},
(3.30)

so that Q,, ., is distinct from the previously chosen operators. Note that by
the symbolic calculus

1Qvo Qulizo 2 S A", ifsupp(gy) Nsupp(g) = 4. (3.31)

We therefore must have supp(qy,,,,) N supp(qy, ) # ¥ in (3.30), since other-
wise (3.31) would imply a contradiction of (3.29). Hence (3.11), (3.30), and
taking N > 1+ % in (3.31) then yields for k large enough
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Z QVmaxQUIOkfk S Cd”QUmaxQVL+1’0kfk“L2 +)\‘k_1
V#EY L2(Q)
< 2Call Qo or fill 2 + 2L

Combining this with (3.29) then gives (3.28) for large enough k.

Remark 3.3 The condition (3.26) is the strongest limitation on £, which in turn
gives gg as in (1.10). Indeed, the only other assumption was &1 < # < lin
(3.2) and (3.3). Also, with some small changes in the exposition, the arguments
here show that in the d = 3 case of Theorem 1.1, we have

AMPe(loglog 1)!/4
(log k)1/48

Io(T A = P2y 4y S

4 Almost orthogonality and bilinear estimates

Here we prove Theorem 3.2, which involves bilinear estimates and almost
orthogonality in the spirit of the prior works of the authors [7-9,27].

4.1 Whitney-type decompositions and the key lemmas

Recall that v indexes a~ A~ !/8 separated setin aneighborhood of (1, 0, .. ., 0)

on S¢~1. Given (3.10), we may write

1) = (6:0uh) (62 Q5h). (4.1)

v,

We may thus view this neighborhood of (1,0, ...,0) as a graph in the last
d — 1 variables, and given v, b € S?~!, we let v/, ¥’ denote the projection of
these vectors onto the last d — 1 coordinates. This allows us to organize the
sum here in a fashion similar to that in [9, p. 513], which in turn is analogous
to the Whitney decomposition taken in [36, §2.5].

Consider the standard family of dyadic cubes in RY~! with 7 /{L , denoting the

translation of [0, 2/)?~! by u/ € 2/7Z4~1. Two dyadic cubes of sidelength 2/
are declared to be close if they are not adjacent, but have adjacent parents of

sidelength 2/F!, and in this case we write r/;’b )~ T;!U‘ Note that close cubes
satisfy d(tli,, ‘L'lé/) ~ 2J. As noted in [36, p. 971], any two distinct points
v/, 7" € R lie in a unique pair of close cubes, that is, there exists a unique

triple j, w, i’ such that (v/, V') € rﬁ, X ré/ and rﬁ, ~ t/,. We remark that in
what follows we only need to consider j < 0.
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732 M. D. Blair, C. D. Sogge

Let J be the integer satisfying 2/~! < 8171/8 < 27/ The observations
above now imply that the sum in (4.1) can be organized as

0

Z Z + Z (65.00h)(6,.05h), 4.2)

j=J+1 (v’,ﬁ/)eri,xré,:ti,Nfé, WV, V)EeE)

where E; indexes the remaining pairs such that [v' — 7’| < A~1/8 including
the on-diagonal pairs v/ = V’. To see that this does indeed rewrite the sum in
(4.1), note that if v # ¥/, then as observed above (v/, V') € rli/ X ‘L'é, for some

unique pair of close cubes. If j < J, then we say (v, ?’) € E;. Otherwise, it
is included in the first sum in (4.2). Note that

foreach v/, #{V': (', 7)) € B} = O(1). 4.3)
For j > J, we define E; differently, indexing

= . /o~ Jp2d=1) . _J . ]

Bj:={u,pn)e2/Z Py T[u}'

Let u € S?~! be the vector with positive first coordinate and last d — 1
coordinates given by . Define

Qjuh:= Z Ovh,

J
n

ver
so that

> 60006050 = Y (62070 6,05 h).

- Y, I aNes
(v’,v/)erli,xré,:ri,Nrg, (W, a")eE;

Now define a semiclassical symbol g, , satisfying

ém(x,s)( > éu(x,@) = Y Gu(x.8).

Vet

<p.j 2 /1Bl

[(@Cx ), de) 0 )0

SUpp(@.) C (6, §) € T*Q 1 [§/ 1€l — w0, )]y S 27,181 ~ 1,
4.4)
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where w(x, u) € S;Q is the covector of the unit speed geodesic passing
through x and whose covector takes the form w/||g(x) as it passes through

the x; = O plane (see the discussion following (3.9)). As usual, denote Q o =
Op(g, 1) with the usual quantization (1.14). Taking the support of g ; ,, suitably
we may assume

d(supp(q; ), supp(G; ) ~ 2/, for (' i) € E;, j=J+1,...,0,

I = Qj.) o Qjuhlip2 Sn 27",
4.5)
Next define the bilinear operators

Y (h1, h2)(x) := (G3h1)(x)(G2h2)(x),
Y pathi, ho) = Y0 hi, Qjah2),  j=J+1,...,0.

This allows (4.1) to be rewritten as

(&}Lh)z — leag(h) +T0ff(l’l) +Tsm00th(h),
YRR = Y (6200062 Q5h),

(v, V)eEy

0
YU = Y Y Vi (Qinhs Qi)

=+ (.)eE;

0
Tsmooth(h) - Z Z (T (Qj,ﬂh’ Qj,ﬂh)_Tj,M,fL (Qj,ul’l, Qj,ﬂh)) .

=T+ (. )EE;
(4.6)

Each term in the sum defining YS™°°™ can be rewritten as a sum of 3 terms,
each of which contains a factor of the form o (( — Q j.u)o@Qj . h) (orone with
w replacing [1). Hence linear estimates on o, in (3.7), almost orthogonality in
(3.17), and taking N large in (4.5) implies

- 2 54\
HTsmooth(h)Hw/2 <2 N”h“i2 < Ape (mslx ||th||Ld2> .

~

Hence by (4.6)

{Ionh| > a}| <

2
{wdiag(hn > %}

2 2
+H|T0ff(h)| > %}' + H|Tsmooth(h)| - Ol?} .
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As observed, the last term here is easily bounded by Chebyshev’s inequality.
The following lemma shows that Y°If satisfies stronger estimates as well and
is closely related to [8, Theorem 2.1] and [9, Theorems 3.3, 3.4]:

Lemma 4.1 Suppose 2(d+2) <q < % = pe. Thenfor j=J+1,...,0,

d-1-4

Y Yiwi(Qjuh, Q) h) Sq M
(u,R)EE 1472

4.7)

To appreciate the gain furnished by this lemma in weak-L?<, the first two

factors on the right in (4.7) should be raised to the power of 5 -, which is

APC (A2f) T ( =D Summation in Jj thus gives for any fixed g € (2(d+2), Pe)

off o | |7 1- 21 )
o | LT > = Sa HATe ()T e IIhIILz (4.8)

< e (anT) T
. d—1 1 o . L 5-3d
Since @ < A 7 %, the quantity in parentheses in the last line is O(A 16 ).
Thus the right hand side can be bounded by the second term on right hand side
of (3.18).

A step in the proof of (4.7) and in the treatment of Ydiag () is to show the fol-
lowing almost orthgonality lemma, akin to [9, Theorem 3.3]. This establishes
an almost orthogonality principle in L” spaces, but with respect to the operators
Y .., and their counterparts in the definition of Y948, Hence this is a sub-
stantial variation on the L? almost orthogonality principle in Proposition 3.1.

Lemmad.2 For 1 < r < oo, set r* = min(r, ') where r' is the Holder
conjugate of r. Then forany j = J +1,...,0,and any N € N large

> Vi (Qjuh. Qjih)

(n,R)EE; Ir
1/r*
v | X i (@ieh 0ian)ly | 42Nkl @)
(1,A)EE,
1/r*
|riem|,, <v | Y. 160G eI | + 2Nkl

(v,D)EE

(4.10)
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Given Lemma 4.2, we have that with r = p./2,

1/r*
Pe

S| YD 1@owmG.esmi | N ikl

(v, D)EES

) 2
o {|leagh|>%}

The factor A~ means that the second term here can be harmlessly absorbed in
to the second term in (3.18). Indeed, when d > 3,r = p./2 < 2 so Holder’s
inequality can be applied as h is supported in 2. When d = 2, Sobolev
embedding can be applied instead. For the first sum on the right, the linear
estimates (3.7) for 7, shows it is bounded by

1
2F
1 * *
Are E 1QvAll; 2 1 Q5hll) > - (4.11)

(v, V)€Ey

This sum can be treated very similarly to [9, §3] and previous works. We show
the details for d > 4, as the other cases are handled similarly. When d > 4,
we have p, / 2 < 2andhence (p./2)* = p./2. Using Holder’s inequality with
L= 2 2 + 4 p“ and (4.3), the sum is bounded by

r*

4—pc

2pc 4pc
(Z ||th||iz) (Z 105kl )

3 2 B 2
5<Z”thlliz> <sup||th||L2 )<||h| (sup”thHszC),
v
vV

and in the first inequality we use 4 =2+ 4p <8 and (3 14). When d=3,
Pe

5+ = 2 so we use Holder’s 1nequahty again but w1th =5 —|— —, making the
first inequality extraneous. When d = 2, the argument is 81m11ar to the d>4
case, but (p./2)* = 3/2 < p./2, and the resulting exponent is §9 = 5. This
completes the proof of Theorem 3.2 once we show Lemmas 4.1 and 4.2.

4.2 Composition of ) with PDO and bilinear estimates
Here we prove Lemma 4.1, assuming Lemma 4.2 for now. As stated above, it

is nearly the same as [8, Theorem 2.1] or [9, Theorems 3.3, 3.4], but we are
somewhat thorough here as there are differences in the constructions.
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2(d;—2) <q< 2(d+1)

Given Lemma 4.2, we are reduced to showing that for y

1 (Qjuh. Qjih)| Lo
i e el Vo I oY (4.12)

~Y

Indeed, if this holds, then given that for each u € 27741 there are O(1)
elements [ satisfying (u, it) € E; (similar to (4.3)), hence Lemma 4.2 with
r = g /2 and Cauchy—Schwarz means it suffices to bound

_1 _1
q y* g yx

4 SO 29
Yo leiuhls 105003 1 DD [

(. A)EE, pe2izd-1

But given the almost orthogonality of the {Q; .}, (proved similarly to (3.13)
and (3.14)) and the embedding JRREN 62(%)*, the right hand side is O(J|A ||i2).

4.2.1 Composition of &, with PDO

To set the stage for bilinear estimates, we need to examine the effect of com-
posing &; withthe 0 ,,. Recall that w(z, 1) is the covector at z of the geodesic
through z whose covector at the intersection of the y! = 0 plane is /|| ¢
We use “#” to denote the isomorphism from 7* M to T, M determined by the
metric g (the “musical isomorphism”). Its inverse is denoted by “b”.

Lemma 4.3 Forany N € N, the kernel of 5 o Q j,u can be written

- ~ d—1 @ _
(G100, 2) =22 0Dy (x, )+ 00, (4.13)

where Vi, = 0 unless ®,4(x,z) € (%0, %0) and the unit covector at z of the
geodesic from z to x lies in supp(q;,,.(z, -)). Moreover, denoting (w(x, M)#)k

as k applications of the vector field obtained by raising the indices of w (x, ),
(@, 10H PV (x, Z)) < 2781 forany k. . (4.14)

Proof This is a small variation on the stationary phase arguments in [26,
Lemma 5.1.3]. The kernel (65 o Q; ,)(x, z) is given by

)\’Zd i
(27‘[)d /el)»(t+<P(t,x,-§)—y'€+(y—z)-n)/3(t/go)
x v(t, x, )Y ()G (y, n) dt dy dn dt. (4.15)
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The critical points of this oscillatory integral satisfy

77 =$’ y :Z’ P(x»dxfp(t,xaf)) = 1? y =d§§0([,x, 5)7 (416)

which arises from differentiation in y, n, ¢, & respectively. The third identity
here uses the eikonal equation for ¢. The last 2 identities fix ¢, y, & so that & lies
in the cosphere bundle and 1 = ®,(x, z) is the time at which the minimizing
geodesic through (y, §) = (z, &) passes through (x, dy¢(z, x, £)). Hence the
kernel is O(A~N) when Og(x,z) ¢ (co/4,co/2). Moreover, at the critical
points, ¢(f,x,&) — y - & = 0 since ¢ is homogeneous of degree 1 in §.
Stationary phase can be applied to (4.15) since the mixed Hessian in (¢, §) is
nonsingular, which follows from the same idea as in [26, p.140]. This yields
the expression (4.13) and the claim concerning the support of V; .

We are left to verify that applying w (x, u)* to V. yields no loss in 277,
Note that £ = 7 as afunction of (x, z) is the unit covector over z of the geodesic
joining x and z. If y (t) parameterizes this geodesic with y (0) = z, £(y (¢), 2)
is constant in ¢ and using the summation convention we have

0=8(&01),2) = du& (), 27 (1)
= du&i (Y (1), D (y )P (1),

where y° gives the unit covector of the geodesic at ¢. Since V; ;, = 0 unless
17°(0) — w(z, )| < 27, this shows the rest of (4.14). O

Proof of (3.24) The main idea is that the leading order term in the stationary
phase expansion of the integral kernels of 6) o Q, and Q,, 05;. The remainder
terms are then O (1 ~3/%), at which point Sobolev embedding yields the desired
gain for the remainder as % — % plc + %

The kernel of ;, 0 O, is just (4.15) but with g , (y, n) replaced by g, (y, n).
The critical points are thus determined by (4.16) and since we have n = & and
y = z, we only need to consider £ and ¢ as functions of x, z. Recall that
t(x,z) = O4(x, 7). Furthermore, the equation z = dg¢(, x, §) means that
&(x, z) is the covector at z of the unit speed geodesic from z to x.

On the other hand, the kernel of Q, o 6, is

5.2d N
e / PO =TE+E=) 1) 54 1701

x v(t, y, E)V(2)gv(x, n) dt dy dn dE.

This time the critical points of the phase are given by
n=dypt,y.§), x =y, p(y.dyo(t,y.§) =1, z=dzp(t,y,§).
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This time we must treat ¢, n, £ as functions of (x, z). Once again, 7(x, z) =
O, (x, z) and since x = y on the critical set the equation z = ds (1, x, §)
means that & (x, z) has the same role as above. The equation n = dy¢(t, x, §)
then implies that n(x, z) is the covector at x of the unit speed geodesic from z
to x.

Given the observations, the only possible difference between the leading
order terms in the stationary phase expansions result from evaluating ¢, at the
two different sets of critical points. The first is g, (dg (2, x, &), §(x, 2)), the
second is g, (x, n(x, z)). We now appeal to the observation following the def-
inition of Q) that ¢, is invariant under the flow yx; at points within the support
of v. Thus since x;(dz ¢ (1, x, §), §(x,2)) = x:(z,§(x, 2)) = (x,n(x,2)) by
the observations above, the proof is now complete. m|

4.2.2 Preliminaries for bilinear estimates and spatial localization

Taking N large in Lemma 4.3, we have that up to an error term which is a
bilinear operator in (h1, h») satisfying stronger L4/% bounds,

Y un(hy, ho) (x)

=71 / / MO DOy, (x, )V a(x, D (2)ha(Z) dz dF
~+error. 4.17)

Next, we claim that when V; , (x, 2)V; 7(x,2) # 0,
|dOg(x, 2) —dx®g(x,2)|g(x) ~ 2/, (4.18)

To see this, recall d, O g4 (x, z), d, O (x, ) give the unit covector at x of the unit
speed geodesic from z to x, Z to x respectively. Now consider the coordinates
w’, w’ on the w; = 0 plane where the geodesics through (x, z) and (x, 2)
intersect this plane and let w, @ denote the unit covectors of the geodesic at the
respective intersection points, see Fig. 1. The assumption on x, z, 7 ensures
that with respect to Euclidean distance determined by the coordinate system,
we have |w—®| & 2/. Also note that it suffices to show (4.18) with the intrinsic
distance replaced by Euclidean. Since the geodesics can be reparameterized
in terms of the first coordinate x|, we have that

dy Og(x,2) — dy O (x,7)| & W — 0| + |0 — &| ~ |w — @' +27,

as the covectors on the very left here are over the same point. The lower bound
in (4.18) now follows. For the upper bound, integrating the equation for the
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w; =0

Fig. 1 Intersecting geodesics at x passing through z, Z and their tangent vectors as raised
covectors

w’ components of the geodesics parameterized by x| gives
|w/ - II}/| 5 |x1||dx®g(xa 7) — dx®g(x’ 2) SJ €|dx®g(x’ 7) — dx®g(X, 2.

Taking € > 0 small in (3.5), the rest of (4.18) follows.
Redefine B to be a smooth bump function satisfying for w’ € R4~

3 ,82<2_j(w’—l)>:1, supp(8) C [—1, 11971, (4.19)

le2i 741

We now return to @ as in (3.9) and let Y, 5 ; denote the operator defined by
replacing the amplitude V; ,, (x, 2)V; 7 (x, 2) in (4.17) by

Vipwai(x,z,2) 1= Vi u(x, 2V p(x, DR (@ (x, o(x, ) = 1)), (4.20)

where as before, w(x, ) is the covector of the unit speed geodesic passing
through x such that the covector at the intersection point with y; = Ois /|14
(cf. (4.4) and the discussion after (3.9)). Hence this geodesic has coordinates
(P (x, w(x, 1)), n) at its intersection point with y; = 0. The introduction
of the bump function thus has the effect of localizing the amplitude of the
oscillatory integral operator to a 2/ neighorhood of the geodesic which passes
through the y; = 0 plane at (0, /) with unit covector u/|u|g.

We now claim that while (4.20) localizes the kernel in the x coordinates,
the support properties of the V; ,, in Lemma 4.3 imply that

if V) (x, BRI ((x, w(x, w) —1)) #0,
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then |®(z, w(z, w)) — 1| < 2. 4.21)

To see this, consider the unit speed geodesic joining z to x and let the unit
covectors of the geodesic at these point be denoted by @,, @, respectively.
Hence ®(z, ®;) = ®(x, ®y) as this geodesic segment will intersect the y; = 0
at a unique point. We now have if the hypothesis in (4.21) is satisfied, then

|®(z, w(z, n) —
S|Pz o(z, w) — Pz, @) + [P (x, 0x) — P(x, w(x, w))l
+HP(x, w(x, ) —1|
SJ |C()(Z, /‘L) - CDZ' + |C()(X, M’) - (;)X| + 2J7
where we have used the Lipschitz bounds on ®. Since V; ,,(x, z) # 0, Lemma
4.3 and (4.4) imply that (z, ;) € supp(q;,.(z,-)) and |w(z, u) — @7 < 27.
Recalling the discussion after (3.9), W(x, ), W(z, -) are invertible and hence
lo(x, p) — x| STV (x, olx, p) — V(x, o)l
=|pn —V(z, 0)| < lo(z, p) — o,
using that w (x, -) inverts W(x, -). The claim in (4.21) now follows.
We now claim it suffices to prove (4.12), with Y; ,, 5 replaced by Y; ,, 7.

First note that while the identity in (4.19) applies to the square sum over the
B, we have more generally

DA (2—J(w’ — 1)) ~ 1, 0<r<oo, 4.22)
1€2]7d4-1

since for any /,
#{1 € 272971 supp(BQ2 7V (- — 1)) Nsupp(BQ2 77 (- — D)} = O(1).

Hence Holder’s inequality gives

q
1010 (@t Qjah) | o S (Z | (Qjnhs Q)| iwz)
l
o (423)
We now apply (4.21) to see that there exists a bump function g such that
Bu,1(2) := BRI (P(z, w(z, n)) — 1)) satisfies
Yl (Qj,uh’ Qj,/lh) =T upl (Bu?le,uhv B/l,lQ./',ﬂh)
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If (4.12) holds with the additional localization, i.e. this holds with Y; , 7,

replacing Y ,, ;, then the more general bound holds since

(5 ol el
(Z“ﬂule L2> (ZHﬁule

N || Qj,uh”L2 H Qj,/?ch”LZ ’

2

1
L2)

where the first inequality here uses Cauchy—Schwarz and the second uses the
embedding £ — ¢4 along with the fact that we may assume that (4.22) holds
with g replaced by B.

4.2.3 Fermi coordinates, parabolic scaling, and the proof of Lemma 4.1

As noted above, the additional localization means that V; , ; ; vanishes unless
x is in a 2/-neighborhood of the image of the geodesic y;. « which passes
through the x; = 0 plane at (0, /) with unit covector . Given x, let &y, (x)
denote the unit covector on y;, , at the closest point to x. The same idea in
Lemma 4.3 shows that since w;,,(x) is within a distance of O(2/) to both
w(x, n) and (x, iv),

(a)l,u(x)#)kaf Viwai(x, z, | Sk 218l

The additional localization of Y; , 7 ; now allows us to change to Fermi
coordinates which straighten y; ,, so that the xj-coordinate parameterizes the
geodesic and |x'| = @4 (x, y). The regularity bounds for V; , ; ; transform as

xlx

Note that (4.18) holds in these coordinates as it is intrinsic to (M, g). Moreover,
in these coordinates we may still view the cosphere bundle as a graph in the
last d — 1 variables, and in particular for each x, there exists a strictly concave
function &" + r(x, £") which defines |£|(x) = 1 in that

0x;Og(x,2) =r(x,dyOg(x, 2)).

Fori = 1,2, let h;'(z') = hj(z1, Z'). After an application of Minkowski’s
inequality, (4.12) is reduced to showing that uniformly in z1, Z; we have
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H // eik(®g(x,z)+®g(x,2)) Vj,u,ﬂ,l(x’ z. Z)h? (Z/)hgl (Z/) dZ/dZ/

L2 (R4)

_2d d_1_2(d+1) =
g A4 2J( 4q )”hil ||L2(Rd—l) ”h;l ||L2(Rd—l), (424)

where we have cancelled the factor A~ from (4.17) and the right hand side of
(4.12). This will follow from the parabolic rescaling (x', z) — (2/x',2/7)),
rewriting the oscillatory factor as

OO with B(x,2) =27 Oy (x1, 2¥, 21,272,

The dilation ensures that the derivatives of the amplitude are uniformly
bounded in A and j. Moreover, in the new coordinates axl(:) = r(x, dx/C:))
with 7(x, &) = 272/ r(xy, 2/x7, 27€"), whose Hessian in £’ satisfies the same
bounds as r. Hence (4.24) follows from [8, Theorem 3.3], which removes the
e-loss in the bilinear estimates of Lee [21, Theorem 1.1]. The latter in turn gen-
eralize bilinear Fourier restriction estimates of [35,37]. Indeed, (4.18) ensures
that over the support of the dilated amplitude,

|de©(x,2) —dvO(x, )| ~ 1,

which with the concavity of 7(x, -), can be seen to be sufficient for the con-
dition® in these theorems, as the differentials are uniformly transverse in the
graph of 7. When d = 2, one could also show (4.24) by the method in [7,
Lemma 3.3] which follows the approach of Hormander [17] at the valid end-
point ¢ = 4 and does not require a dilation of coordinates.

4.3 Almost orthogonality

In this section, we prove Lemma 4.2, primarily focusing on (4.9). The principle
is essentially the same as in the proofs of [7, (3-4), (3-10)] or [23, Lemma 6.7]
and is a “variable coefficient” version of the almost orthogonality principle in
[36, Lemma 6.1]. The cases r = 1, oo follow from the triangle inequality, so
it suffices to consider » = 2 and interpolate. Note that when r = 2, the left
hand side of (4.9) is

Z <TJ,M1,/11 (stmh’ Qj’lllh) s Voo iz (Qj,ﬂzh’ Qj,ﬂzh))ﬂ :
(1sf21), (12, ) €E

STn comparison to [8], x in the present work plays the role of z = (x, s) there.
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For any fixed C, and any s, we have #{u» : |1 — ua| < C27} = O(1).
Therefore summing over the pairs (i1, /1), (12, it2) € E; such that |u; —
2| < C2/ satisfies the bound

> (T (b Qi) Y iis (Qrinhs Qjiinh)),
ln1—p2|<C2J

S Z ”Tj,lwl (Qj,/tlh’ Qj,ﬂ«lh) Hiz

(. A)EE;

It thus suffices to show that there exists C such that the sum over the off-
diagonal pairs satisfies

Z (Tjs/ll».al (Qj,ltlh’ Qj,ﬂlh) ) Tj,ﬂz,ﬁz (ij/tzh’ Qj,llzh)>L2
w1 —pal>C2J

—2N 2
<72V m)3, .

Recalling the form of the kernel of Y'; , ; in (4.17), the main idea is that if

(11, 1), (2, fi2) € E; and 27wy — pol is sufficiently large then for any
N e N (possibly larger than that in the previous display),

(O (X,2)+ O (x,7) — O (x,w) — O (x, i .
‘/e’ (O (0. FO (0. D=Ogrw)=Os )y o i (X, 2, F, w, D)dx

—-N
S AT,
Vj#l,ﬂl,uz,ﬂz(x’ 2,2, w, W)

= Vi (8 DV, (6. DV (0 w) Vi, (6, D).

Given the regularity estimate (4.14) and 2/ > A~!/8  this in turn follows from
integration by parts and the bound

de (O (x, 2) + O (x,7) — O (x, w) — O (x, w))‘ >0,

Indeed, each integration by parts will yield a gain of A~12%/ which is at least
A73/%. Given (4.18), this in turn will follow from

d, (O (x, 2) — Oy (x, w))( >0,

again assuming 27/|u; — po| is sufficiently large. Since d, O (x, 2),
dy®g(x, w) give the covectors along the geodesics joining z, w to x, this
follows from the same principle as in (4.18): if V; ,, (x, 2)Vj 1, (x, w) # O,
the two geodesics through x passing through z, w respectively intersect the
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y1 = 0 hyperplane with covectors pointing in the direction 11, (o respectively.
Since these two vectors are separated by a distance > C2/, this is enough.

The bound (4.10) is shown similarly, the only difference is that we did
not multiply the kernel 6, by a localizing factor® akin to the qu,j (cf. (4.5)).
However, if we consider the composition 6 o Q, as in Lemma 4.3 the proof
is nearly identical to the 2/ ~ 1 ~!/3 case here.

5 Weaker geometric conditions

We conclude this work with a discussion of the prospects for proving Theorem
1.1 under weaker hypotheses on the sectional curvatures of (M, g). Assuming
that (M, g) has no conjugate points, the second author showed in [28] that if
one had a o(f»‘s(l’ ‘DY gain in the L? bounds when 2 < p < pe, then this would

imply a o(A 7c ) gain in the LP¢ bounds. Here we show that there are intermedi-
ate hypotheses, stronger than assuming no conjugate points, but weaker than
nonpositive curvature, that yield a bound with a logarithmic gain of the form
(1.8) with a possibly smaller value of &g.

There are only two places in the argument above where the nonpositive
curvature hypothesis was used in the arguments above over the implicit no
conjugate point hypothesis: in (2.10) and in the proof of Theorem 2.1 when
bounding the expression of V (x, ¥) in (2.21), (2.22). In the latter case, the
observations in [32] were recalled, showing that the leading coefficient in
the Hadamard parametrix 9 (X, y) is uniformly bounded when the curvatures
are nonpositive, yielding (2.25). The other bounds (2.23) follow from lower
bounds on the curvature and Jacobi field estimates, and here one can allow for
the following algebraic growth in @, which is also enough to show (2.10),

-~ L dol
FE, V) SOz, 9) 7. (5.1

Recall that ¢ is characterized by d V, = O 2(F, ¥)d L(y) in normal coordi-
nates at x, with £ denoting Lebesgue measure. To motivate the proof of (5.1),
let y(¢) : R — M be the unit speed geodesic joining X to y with y(0) = x.
Let Ey, ..., Eq—1 € TgM be an orthornormal basis for the orthogonal com-
plement of y(0). Then let Y;(¢) be the normal Jacobi field along y (t) with
initial condition Y;(0) = 0 and covariant derivative D,Y;(0) = E;. Also let
Z(t) denote parallel translation of E; along y (). The fields Yy, ..., Yy
thus determine a fundamental matrix for solutions ¥ (7) to the Jacobi equation
along 7 (¢) with Y (0) = 0 and y(0) L Y (¢); we denote this linear transforma-
tion as )(¢). Taking polar coordinates it can be seen that

6 This meant that the application of the linear theory in (4.11) was straightforward as the bounds
on the amplitude defining o), and its derivatives are uniform in A.
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O7HE, F) =t T det (V1 (1), ..., Ya )], =0z, 5, (5.2)

though the right hand side of this identity is more accurately taken to be the
determinant of the change of basis matrix from Y1, ..., Ys_1to Zy, ..., Z4_1.

The aforementioned observations in [32] (Giinther comparison theorem),
use that if M has nonpositive sectional curvatures, comparison theorems for
Jacobi fields imply that |Y;(¢)|; > ¢, and hence after other considerations,
is in fact uniformly bounded. Otherwise, when (M, g) merely lacks conjugate
points, the proof of (5.1) uses that the determinant in (5.2) is uniformly bounded
from below. When d = 2, it was observed in [1] that such lower bounds follow
from results of Green [15]. When d > 3, these were formalized in [3], though
it seems that the crucial bounds were known to Freire and Maiié [14, Lemma
1.3].

However, (5.1) by itself is not enough to imply the kernel estimates (2.17) in
Theorem 2.1. Indeed, any reasonable substitute for the summation argument
(2.27) would require that

P (F, 5) < 03X, 577078 for some 0 < 8 < 1, (5.3)

at which point one would have (with T = ¢ log A as throughout)

d—1 L (d=Dby
)LTT—mln(l, 5 )’ S L,
07 a7 (5.4)

> .5 S {70 »
A2 (IOgT)T y 80: i1

oteFTR

The same considerations in Sect. 2 would then hold, though the definition of
c(A) in (2.17) would have to be adjusted to be consistent with right hand side
here. This in turn leads to adjustments in the exponents of log A throughout
Sects. 2 and 3 which are not difficult to compute. The remaining considerations
in Remark 3.3 would then determine the exponent &g.

We have outlined the proof of:

Theorem 5.1 Suppose M has no conjugate points and that (5.3) is satisfied.
In particular, this holds if along any unit speed geodesic y : R — M, the
linear transformation ) determined by the Y1, ..., Yq_1 above satisfies

|y(l‘)X|g();(,)) Z t60|X|g();(0)), Z‘Z 1, X € T);(())M, X L )7(0) (55)

for some implicit constant depending only on (M, §). Then there exists gy > 0,
possibly different from that in Remark 1.2, such that (1.8) holds as in the
conclusion in Theorem 1.1.

Remark 5.2 In general, the validity of (5.3) and (5.5) on an arbitrary manifold
without conjugate points appears to be a long standing open problem. As
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observed above, they are satisfied with o = 1 when the sectional curvatures
are nonpositive. An argument of Berger [2, §3], shows that (5.3) holds with
8o = 1 if one has the intermediate hypothesis that M has no focal points.” In
particular, we could have stated our original theorem for Riemannian manifolds
without focal points instead of those with nonpositive curvatures, with exactly
the same exponent gg. Results of Klingenberg [20] and Mafié [22] show that
when the geodesic flow is Anosov, then in fact exponentially growing lower
bounds in (5.5) are satisfied, yield the same exponent when d > 4 and even
better ones ford = 2, 3 as in Remark 2.4. Finally, Eschenburg [13, Proposition
6] showed that (5.5) holds with §g = % for manifolds with a so-called “p-
bounded asymptote” condition, which is stronger than assuming there are no
conjugate points, but weaker than assuming there are no focal points.

Remark 5.3 The observations here carry over similarly to the authors’ work
[10] where the key issue was to obtain a bound of the form (5.4) for a slightly
different choice of Q) and use Lemma 2.3 similarly to achieve bounds analo-
gous to (2.28). Consequently, if (5.3) is satisfied, we have for || f |l p2(p) = 1
and 7, 12 (y) as the tubular neighborhood of diameter 212
segment y in M:

about a geodesic

(log 1)~ MnCFH000 gy o2 2
(logx)~'loglogh, &= ﬁ.

(5.6)
In particular, the results in [10] hold for (M, g) without focal points. Given
the results in [9], these considerations in turn yields a logarithmic gain in the
known L? (M) bounds on spectral clusters when 2 < p < p. (possibly with
a larger exponent of (logA)~! than what would result from interpolating the
main bound (1.8) with the trivial p = 2 bounds).

/ |1[A,k(logk)*1](P)f|2dVg <
T _12()
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