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Learning the grain boundary manifold: tools for visualizing and fitting
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Abstract

With the proliferation of grain boundary data in materials science from both experiments and

simulations, tools are needed to explore the five dimensional space of grain boundaries and visualize

and fit structure property relationships along arbitrary paths through this space. In this work, we

leverage a recently developed geodesic metric for grain boundaries to visualize the global geometry

of grain boundary datasets and fit grain boundary energy to macroscopic grain boundary geometry.

It is found that the 5D connectivity of the 388 grain boundary Olmsted dataset can be visualized via

dimensionality reduction in 5D with a high degree of interpretability. Furthermore, after selectively

adding new grain boundaries to the dataset, these visualizations suggest new global features of grain

boundary space, including the existence of a grain boundary fundamental zone with well defined

subsets of high symmetry boundaries along faces. Geodesic sampling is shown to be an effective

tool to extend grain boundary datasets to new regions of the 5D space. Finally, a simple grain

boundary energy kernel regression model with only one fitting parameter is demonstrated to predict

grain boundary energy in the Olmsted dataset to within 10% RMSE.

Keywords: , . . .

1. Introduction

Grain boundaries have five macroscopic crystallographic degrees of freedom: three correspond

to the relative rotation, or misorientation, between grains, and two correspond to the unit normal

inclination of the interface plane separating the grains. These crystallographic parameters may be

measured in serial-sectioning EBSD or 3D-XRD experiments [1, 2]. A wealth of grain boundary5
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data may also be obtained from atomistic simulations. The canonical Olmsted survey computed

the energy and mobility of 388 crystallographically diverse grain boundaries via molecular statics

and dynamics simulations [3, 4]. With the proliferation of grain boundary data in materials science

from both experiments and simulations, tools are needed to explore the five dimensional space

of grain boundaries and visualize and fit structure property relationships along arbitrary paths10

through this space.

Current representations for grain boundary structure-property relationships are limited by the

lack of an interpolation scheme between arbitrary boundaries. Consider two well known grain

boundaries: the Σ3 (1 1 1) coherent twin boundary, the lowest energy and most common grain

boundary in most FCC metals, and the frequently simulated Σ5 (2 1 0) boundary. It is unclear15

how to define a shortest path between these grain boundaries in the full five dimensional space.

Yet structure property relationships for grain boundaries depend on such paths: Grain boundary

properties are often represented as a function of misorientation angle for a fixed tilt or twist axis

or as a function of boundary plane inclination for fixed misorientation [5, 6, 7, 8]. The distance

between two boundaries in these high symmetry subspaces is implicitly given by the difference20

in tilt/twist angles or by the angular distance between unit normal boundary plane inclinations.

However, it is not obvious whether a path on a given subspace is the shortest possible path, or

geodesic, between two grain boundaries in the full 5D space.

A particularly convenient representation for grain boundaries, the grain boundary octonion rep-

resentation, allows for interpolation between arbitrary pairs of grain boundaries along geodesics [9].25

Furthermore, it allows for an unambiguous definition of shortest distances between grain boundaries

in the 5D space for arbitrary point group symmetries [9]. Each grain boundary octonion (GBO) is

a normalized 8-D vector on the 7 dimensional surface of a sphere (S7). A GBO distance metric is

defined on grain boundary space, the 5 dimensional subspace SO(3)×SO(3)/U(1) of S7. Distance

values given by the GBO metric match those of other properly symmetrized metrics on a set of30

reference cases [10, 11]. Unlike other distance functions, the GBO metric allows for computation-

ally efficient interpolation between pairs of symmetrized grain boundaries along geodesics (great

circles) on the surface of S7. Although such geodesics may deviate from the true space of grain

boundaries, it has been shown that appropriately renormalized grain boundary octonions along

such trajectories closely approximate geodesics on the true space of grain boundaries (the latter35

class of geodesics being difficult or intractable to compute) [9]. In this work, we will show that

geodesic sampling is a convenient tool for extending grain boundary datasets to new regions of the
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5D space.

Even though a variety of grain boundary metrics on the 5D space have previously been intro-

duced, visualization methods have not been developed that leverage the ability to handle arbitrary40

grain boundary geometry. The GB character distribution and GB plane fundamental zone, though

useful for visualizing structure property relationships, only consider variation in GB inclination

[5, 6, 7, 8]. Standard tilt/twist trajectories only capture one parameter and apply only to high

symmetry families of grain boundaries. The geodesic angle in interpolated GB trajectories gener-

alizes the concept of misorientation angle to any shortest path between two grain boundaries. The45

ability to compute shortest distances between every pair of grain boundaries in a dataset allows

visualization of the global connectivity of the dataset, either directly through projection methods

(where each GB is represented as a pair of points in 5D) or indirectly via dimensionality reduction

(where each GB is represented as a point in 3D).

5D metrics have yet to be incorporated into models for grain boundary properties. The well50

known Bulatov-Reed-Kumar (BRK) model for grain boundary energy only defines metrics on mis-

orientation and boundary plane subspaces [12]. We show in this work that a 5D metric on the space

of grain boundaries allows for simplification of grain boundary energy regression models. Likewise,

models for grain boundary migration are usually parametrized only as a function of misorientation

angle for high symmetry classes of grain boundaries or more recently as a function of boundary plane55

inclination [13]. We demonstrate that visualizations of mobility in the full 5D space help quickly

assess whether grain boundaries have high or low mobilities relative to their local crystallographic

neighborhood.

With the aim of integrating a geodesic metric into grain boundary visualization and property

regression, our work is divided into two main topics:60

1. GB visualization: how can we visualize the five dimensional grain boundary geometry in three

dimensions?

2. GB regression: how can grain boundary metrics be incorporated into regression models for

grain boundary properties?

We begin with a methods section that walks through construction of the pairwise grain bound-65

ary octonion distance matrix for grain boundary datasets, the starting point for our visualization

and regression routines. We then pursue the geometric problem of GB visualization via dimension-

ality reduction. The global connectivity of a grain boundary dataset is approximated in R3 via
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classical multidimensional scaling. In the results section, we show that the 5D connectivity of the

388 grain boundary Olmsted dataset can be visualized in 5D in a physically meaningful and inter-70

pretable manner. After selectively adding new grain boundaries to the dataset, these visualizations

suggest new global features of grain boundary space, including the existence of a grain boundary

fundamental zone with well defined subsets of high symmetry boundaries along faces and general

boundaries in the interior. We show that arbitrary grain boundaries within a dataset may be con-

nected via geodesic sampling and that these paths are well behaved under dimensionality reduction.75

Finally, we show that an octonion-based kernel regression method with one fitting parameter can

predict grain boundary energy in the Olmsted dataset to within 10% RMSE.

2. Methods

In this section we describe an easily implemented method to visualize the global connectivity

of grain boundary datasets in 5D given a list of macroscopic crystallographic parameters. An80

implementation of the method for the Olmsted grain boundary data may be found at the companion

Github page for this paper: octonion code. We start with background on the theory of the GBO

representation. Next, we describe construction of the pairwise geodesic distance matrix, the starting

point for dimensionality reduction and regression. Several dimensionality reduction techniques are

reviewed with an emphasis on classical multidimensional scaling.85

2.1. The grain boundary octonion representation

Representation of grain boundary data is not arbitrary. Just as different representations for

orientations have different advantages (for instance, quaternions versus Euler angles [14]), different

representations for grain boundaries impact the feasibility and computational efficiency of defining

paths in GB-space [15]. The traditional definition of grain boundaries as the product space of90

a boundary plane unit normal vector and a misorientation S2 × SO(3) mixes two very different

quantities, a rotation and a vector, which makes the definition of a geodesic metric non-intuitive.

In order to alleviate these issues, Olmsted proposed a representation for grain boundaries that

mixes two rotations with respect to a reference frame attached to the grain boundary plane [16].

This framework naturally suggests a geodesic metric: the Riemannian metric on SO(3) × SO(3).95

However, the specification of a grain boundary with two rotations has an intrinsic symmetry — the

rotational freedom of the reference frame in the plane (which we refer to as the “U(1) symmetry”)

— with respect to which the Riemannian metric cannot be analytically minimized. The octonion
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metric correctly determines the angular distances between grain boundaries with a common normal

or misorientation (cases for which the angular distance is known) and closely approximates the100

geodesic metric on SO(3)× SO(3) for all grain boundary pairs while maintaining the ability to be

analytically minimized with respect to the U(1) symmetry. This leads to the ability to compute

symmetrized geodesic paths in grain boundary configuration space, avoiding the need to only

consider grain boundary paths along high symmetry subspaces.

We represent each grain boundary in a given dataset as a unit grain boundary octonion (GBO) in105

S7, the 7-sphere embedded in R8. Each GBO is generated by concatenating two rotation quaternions

expressed in the boundary plane reference frame: o = (qA, qB). Since each quaternion itself has

unit norm, this octonion has norm
√

2, so we introduce a normalization factor:

o =
1√
2

(qA, qB)→ ||o||2 =
1

2

(
||qA||2 + ||qB||2

)
= 1. (1)

The representation now has six degrees of freedom. It is important to follow a fixed set of

conventions in defining grain orientations relative to the boundary plane reference frame. A routine110

converting the traditional grain boundary descriptor in terms of the boundary normal n̂ and the

misorientation pm to the GBO representation can be found in the Supplementary Material of [9].

There are four different cartesian reference frames involved: the sample frame, the two rotated

grain frames, and the grain boundary frame, for which the selection of the axes in the boundary

plane constitutes the extra degree of freedom associated with U(1) symmetry necessary to recover a115

5D space. By convention, the grain boundary plane normal direction lies along the z axis. All input

grain boundaries must be rotated such that this convention is satisfied. Example code transforming

the Olmsted boundaries to the octonion representation is given in the octonion code repo.

By definition, the geodesic arc length Ω on Sn is a metric on the unit n-sphere embedded in

Rn+1. The arc length between two GBOs can thus be computed as:120

Ω = 2 arccos |o1 · o2| . (2)

We write the geodesic arc length as:

Ω = Ω(o1, o2) = Ω ((qA, qB), (qC , qD)) , (3)

The geodesic arc length Ω naturally satisfies the conditions to be a metric on S7 and can be

taken as a “distance” between the two GBOs. For normalized octonions, we have:

ΩAB,CD = 2 arccos
1

2

∣∣∣cos
ωAC

2
+ cos

ωBD
2

∣∣∣ = 2 arccos
1

2
|qA · qC + qB · qD|. (4)
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At this point, the distance metric is un-symmetrized: symmetrically equivalent grain boundary

pairs may lead to different values of Ω. The GBOM angle Ω must be minimized over four types125

of grain boundary symmetries: grain exchange symmetry, U(1) symmetry, the fact that the space

of quaternions is a double cover of SO(3), and crystal symmetry. Full details of this process are

described in [9]. Since cubic crystal symmetry is relevant to computation of pairwise distances in

the Olmsted dataset, we describe its implementation below.

Consider a material with rotational point group G of order Np; the symmetry elements of130

this group can be expressed as (passive) rotation quaternions Si with i ∈ [1, Np]. The set of

symmetrically equivalent orientations for a given quaternion q can be computed as {Si q, i ∈ [1, Np]}.
The true GBO pair misorientation angle M is given by:

M(o1, o2) = M ((qA, qB), (qC , qD)) = min {Ωijkl, (i, j, k, l) ∈ [1, Np]} . (5)

where

Ωijkl = Ω ((Si qA, Sj qB), (Sk qC , Sl qD)) (6)

The cardinality of this set is equal to N4
p (assuming that grain exchange symmetry is already135

taken care of in the computation of Ω [9]). The minimum value in this set Ω∗ = M(o1, o2) produces

the smallest geodesic arc length between symmetrically equivalent GBO pairs. For the cubic FCC

Ni grain boundaries in the Olmsted dataset, G = 432 and N = 24.

Parallellized octonion distance calculations with arbitrary crystallographic symmetry have been

implemented in the open source software package EMsoft [17].140

2.2. Pairwise distance matrix construction

Consider a grain boundary dataset consisting of L grain boundaries represented by unsym-

metrized octonions; for the Olmsted dataset, L = 388. A pairwise distance matrix Pij is con-

structed from the minimum GBOM angles Ω∗ij = Ω∗(oi, oj), where i, j ∈ [1, L] . The pairwise

distance matrix is positive and symmetric (positive definite) with zeros along the diagonal. Matrix145

construction is O(N4
pL

2) and is therefore computationally demanding. Pairwise distance matrix

construction is implemented in the EMsoft program EMGBOdm. Construction of a 388 × 388

pairwise distance matrix for the Olmsted dataset takes 26 minutes on 8 cores.

For large datasets with thousands of grain boundaries, it may be possible to define a ”scaffold-

ing” of GB space with a relatively small dataset from which other boundaries are locally computed.150
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Analytical projections of the grain boundary manifold to low dimensional spaces are also worth

pursuing [9].

2.3. Dimensionality reduction

Given a pairwise distance matrix Pij , we seek to find the embedding of grain boundary coor-

dinates x1, x2, ..., xN ∈ Rd in euclidean space which minimizes a suitably defined reconstruction155

error term. For visualization, we choose d = 3. We consider two related dimensionality reduc-

tion techniques: multidimensional scaling (MDS) and kernel principal component analysis (kPCA)

[18, 19].

MDS refers to a family of techniques for embedding pairwise distance data in low dimensions.

Classical MDS (cMDS) expresses reconstruction error minimization |xi − xj | ≈ pij ∈ Pij as an160

eigenvalue problem.

B = −(HP)(HP)T = V TΛV (7)

The distance matrix P = Pij is centered about its mean with a centering matrix H. The spectral

decomposition of the squared distance matrix (HP)(HP)T gives a diagonal matrix of eigenvalues

Λ and corresponding eigenvectors V . Eigenvalues are sorted from largest to smallest λ1 ≥ λ2 · · · ≥165

λL. The squared distance matrix can be reconstructed in d dimensions as Bd = V T
d ΛdVd where

Λd = diag(λ1 . . . λd) and Vp is an L× d matrix of eigenvectors of Bd.
Reduced grain boundary coordinate data Xd can be recovered as Bd = XdX Td , resulting in

reduced grain boundary coordinates Xd = Vdλ
1/2
d . The amount of variance explained by the d-th

dimension is simply the ratio of the d-th eigenvalue with the sum of all positive eigenvalues.170

If an input distance matrix contains euclidean distances, the original data can be reconstructed

perfectly using an eigenbasis with the intrinsic dimensionality of the space. Recall that grain bound-

ary distance data represented by symmetrized octonions lies on the manifold SO(3)×SO(3)/U(1)

with cubic symmetry. Since this space is highly nonlinear, not all eigenvalues in eqn 7 will be posi-

tive, and it will be impossible to perfectly reconstruct the data with a finite number of dimensions175

using the standard Euclidean distance metric [20, 21]. Nevertheless, three dimensions are sufficient

to capture 45 percent of the variance in the pairwise Olmsted distance data, as shown in Fig. 1a.

We will show that even 45 percent variance comes with a surprising amount of interpretability with

respect to global grain boundary geometry. Recent analysis of cMDS applied to pairwise distance

8

                  



data on the n-sphere Sn suggests that in the limit of uniform sampling of distances on Sn, cMDS180

eigenfunctions are related to spherical harmonic functions [20, 21].

Out of a variety of dimensionality reduction methods tested on the Olmsted data, we have

chosen to focus on cMDS because of its analytical form and interpretable results. In the following,

we compare cMDS to other dimensionality reduction methods, most notably kernel PCA (kPCA). It

is worth emphasizing that our method starts with precomputed geodesic distances – dimensionality185

reduction techniques such as Isomap first estimate geodesic distances from a manifold (e.g. an

S-shape) embedded in Rn[22] and then apply multidimensional scaling to the geodesic distance

matrix. cMDS is a closed form optimization problem. Other variants of MDS, such as metric

MDS, employ a stochastic minimization procedure that is prone to getting stuck in local minima

and gives different results on different runs. We highlight the following observations with respect190

to the pairwise geodesic distance matrix for the Olmsted data:

1. Dimensionality reduction results for kernel PCA (kPCA) are the same as those for cMDS for

a proper choice of kernel function and tuning parameter λ. Both techniques are known to

capture the global geometry of datasets in low dimensions.

2. cMDS and kPCA give an analytical and repeatable standard to which other (more complex)195

dimensionality reduction techniques can be compared.

Kernel PCA and kernel regression apply a nonlinear “feature” transformation to the pairwise

distance matrix. In this work, we use the Laplace kernel Kij = exp(−λPij). The Laplace kernel

has the benefit of being positive definite for distances defined on n-spheres, unlike other common

choices of kernel [23]. The tuning parameter λ may be fit to grain boundary properties via kernel200

regression, as discussed in Section 3.

3. Results and Discussion

3.1. Visualizing the global geometry of grain boundary datasets

In this section we demonstrate that the 5D connectivity of the 388 grain boundary Olmsted

dataset can be visualized via dimensionality reduction in 5D with physically meaningful and inter-205

pretable results. Because each grain boundary is represented as a single point in 3D, this allows for

direct comparison of grain boundaries with different misorientation axes, angles and boundary plane

inclination, unlike traditional visualizations of grain boundary properties. New grain boundaries

can easily be added, including perfect crystals, random general grain boundaries, or high symmetry

9

                  



boundaries. Visualization of an augmented dataset of nearly 600 grain boundaries suggests several210

interesting global features of grain boundary space, including the existence of a grain boundary

fundamental zone with well defined subsets of high symmetry boundaries along faces.

3.1.1. Visualizing and augmenting the Olmsted dataset

Dimensionality reduction is performed on the 388 × 388 pairwise cubic GBO distance matrix

via cMDS, resulting in a 3 × 388 matrix of reduced coordinates for the Olmsted dataset. These215

coordinates capture 45% of the variance in the data, as shown in Fig 1a. This amount of variance

is sufficient to capture a large amount of structure in benchmark datasets such as the MNIST digits

dataset [24]. Although the intrinsic dimensionality of GB space is five, fifteen dimensions (15 coor-

dinates per GB) are necessary to explain even 80% of variance in the data. This is consistent with

the fact that non-euclidean pairwise distances on the n-sphere cannot be perfectly reconstructed220

by euclidean distances in Rn with finite n [21]. Nevertheless, contrary to intuition, we find that a

3D euclidean dimensionality reduction recovers and extends common knowledge of 5D cubic grain

boundary geometry.

Dimensionality reduction results are given for a high symmetry subset of boundaries in the

Olmsted dataset in Fig. 1. Each point represents a grain boundary. We will argue that the225

connectivity of grain boundary classes in the reduced space unifies common knowledge in the grain

boundary literature. Each highlighted trajectory is a well known grain boundary geodesic. The red

trajectory, for instance, spans the 〈1 0 0〉 symmetric tilt (ST) boundaries. When energy is plotted

as a function of geodesic angle along this path (Fig. 1c), the canonical energy profile for 〈1 0 0〉 STs

is recovered. In the literature, a total tilt angle is often given which is two times the geodesic angle,230

spanning 0 to 90 degrees. The factor of two is a result of the space of quaternions (isomorphic to

SU(3)) being a double cover of the space of rotations SO(3) [25].

The three reduced dimensions may loosely be interpreted as tilt and twist angles. For instance,

geodesics for three classes of twist boundaries ({1 0 0}, {1 1 0} and {1 1 1} in orange, pink and green)

vary primarily along the second dimension. These geodesics run approximately perpendicular to235

four classes of symmetric tilt boundaries (〈1 0 0〉, 〈1 1 0〉 , 〈1 1 1〉 {1 1 0} ST and 〈1 1 1〉 {1 1 2} ST in

red, light blue, dark blue and brown) that vary primarily along the first and third dimensions. The

frontmost set of symmetric tilt boundaries (red, light blue, dark blue) comprise a curved triangular

surface that maps onto the standard stereographic triangle (SST) for symmetric tilt boundaries

with arbitrary boundary plane inclinations (plotted by Wolf in [26]). For high symmetry paths in240
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<latexit sha1_base64="26QlbHAAmMb+vDP/zexpAY397FU=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVMFWpBpOjGZcVehHYsmTTThiaZIckIpfQFfAK3+gTuxK1v4QP4HqbtoFb94cDPf87hHD4/4kwbhN6d1MLi0vJKejWztr6xuZXd3mnoMFaE1knIQ3XjY005k7RumOH0JlIUC5/Tpj+4mPSbd1RpFsqaGUbUE7gnWcAINja6zbf7A37qInSWh9e1TjaHCmgq+Ne4icmBRNVO9qPdDUksqDSEY61bLoqMN8LKMMLpONOONY0wGeAebVkrsaDaG02/HsMDm3RhECpb0sBp+nNjhIXWQ+HbSYFNX//uTcL/eq3YBCfeiMkoNlSS2aEg5tCEcIIAdpmixPChNZgoZn+FpI8VJsaCmrsiGOdUjS0X9xtH2ap0nJiy+8WlUSy4RwV0VcxVzhNCabAH9sEhcEEJVMAlqII6IECBB/AInpx759l5cV5noykn2dkFc3LePgG/KZl6</latexit>

h1 1 1i{1 1 2} ST
<latexit sha1_base64="8DPWq2O0LZfvFLtOEDc0tHgf/pE=">AAACE3icbZDLSgMxFIYzXmu9jbpw4SbYCq7KpAq1IFJ047Jib9AOJZNm2tDMhSQjlGEewydwq0/gTtz6AD6A72GmHdSqPwR+/nMO5+RzQs6ksqx3Y2FxaXllNbeWX9/Y3No2d3ZbMogEoU0S8EB0HCwpZz5tKqY47YSCYs/htO2Mr9J6+44KyQK/oSYhtT089JnLCFY66pv7xd5ozM8RQhepiREqJ0V42+ibBatkTQX/GpSZAshU75sfvUFAIo/6inAsZRdZobJjLBQjnCb5XiRpiMkYD2lXWx97VNrx9AMJPNLJALqB0M9XcJr+nIixJ+XEc3Snh9VI/q6l4X+1bqTcMztmfhgp6pPZIjfiUAUwpQEHTFCi+EQbTATTt0IywgITpZnNbfEY51Qkmgv6xlHVqpxmpoq+uLTKJXRSsm7KhdplRigHDsAhOAYIVEANXIM6aAICEvAAHsGTcW88Gy/G66x1wchm9sCcjLdPwdidLg==</latexit>

h1 1 1i{1 1 0} ST
<latexit sha1_base64="InTrxNNFRQvDGdOfJUlLUlg80e4=">AAACE3icbZDLSgMxFIYzXmu9jbpw4SbYCq7KpAq1IFJ047Jib9AOJZNm2tDMhSQjlGEewydwq0/gTtz6AD6A72GmHdSqPwR+/nMO5+RzQs6ksqx3Y2FxaXllNbeWX9/Y3No2d3ZbMogEoU0S8EB0HCwpZz5tKqY47YSCYs/htO2Mr9J6+44KyQK/oSYhtT089JnLCFY66pv7xd5ozM8RQhepiRGykiK8bfTNglWypoJ/DcpMAWSq982P3iAgkUd9RTiWsousUNkxFooRTpN8L5I0xGSMh7SrrY89Ku14+oEEHulkAN1A6OcrOE1/TsTYk3LiObrTw2okf9fS8L9aN1LumR0zP4wU9clskRtxqAKY0oADJihRfKINJoLpWyEZYYGJ0szmtniMcyoSzQV946hqVU4zU0VfXFrlEjopWTflQu0yI5QDB+AQHAMEKqAGrkEdNAEBCXgAj+DJuDeejRfjdda6YGQze2BOxtsnvqCdLA==</latexit>

h1 1 0i ST
<latexit sha1_base64="A97yrLGGXhCez7AGkcKKtNm4xaw=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVJFWpBpOjGZcVehHYsmTTThiaZIckIpfQFfAK3+gTuxK1v4QP4HqbtoFb94cDPf87hHD4/4kwb1313UguLS8sr6dXM2vrG5lZ2e6ehw1gRWichD9WNjzXlTNK6YYbTm0hRLHxOm/7gYtJv3lGlWShrZhhRT+CeZAEj2NjoNt/uD/gpQu5ZHl7XOtmcW3Cngn8NSkwOJKp2sh/tbkhiQaUhHGvdQm5kvBFWhhFOx5l2rGmEyQD3aMtaiQXV3mj69Rge2KQLg1DZkgZO058bIyy0HgrfTgps+vp3bxL+12vFJjjxRkxGsaGSzA4FMYcmhBMEsMsUJYYPrcFEMfsrJH2sMDEW1NwVwTinamy5oG8cZavScWLK6ItLo1hARwX3qpirnCeE0mAP7INDgEAJVMAlqII6IECBB/AInpx759l5cV5noykn2dkFc3LePgHAxpl7</latexit>

(a)
<latexit sha1_base64="EBb9RJqBrkUhlIwHxNKPPSQw5XQ=">AAAB/XicbVDLSgNBEOyNrxhfUY9ehgQhIoRdFWJuQS8eI5oHJEuYnUySIbOzy8yssCzBL/Am+gXexKvfkg/wP5w8UKMWNBRV3XR3eSFnStv22EotLa+srqXXMxubW9s72d29ugoiSWiNBDyQTQ8rypmgNc00p81QUux7nDa84eXEb9xRqVggbnUcUtfHfcF6jGBtpJsCPupk83bRngL9Jc6c5Cu59vHjuBJXO9mPdjcgkU+FJhwr1XLsULsJlpoRTkeZdqRoiMkQ92nLUIF9qtxkeuoIHRqli3qBNCU0mqo/JxLsKxX7nun0sR6o395E/M9rRbp37iZMhJGmgswW9SKOdIAmf6Muk5RoHhuCiWTmVkQGWGKiTToLW3zGOZUjk4vzHUfZoHQ2J2XnK5f6SdE5LdrXJqALmCENB5CDAjhQggpcQRVqQKAPD/AEz9a99WK9Wm+z1pQ1n9mHBVjvn5oWmRY=</latexit>

(b)
<latexit sha1_base64="b5tBJD3K+JSwCFZJnaTj9RNPWEA=">AAAB/XicbVDLSgNBEJyNrxhfUY9ehgQhIoRdFWJuQS8eI5oHJEuYnXSSIbOzy8yssCzBL/Am+gXexKvfkg/wP5w8UKMWNBRV3XR3eSFnStv22EotLa+srqXXMxubW9s72d29ugoiSaFGAx7IpkcUcCagppnm0AwlEN/j0PCGlxO/cQdSsUDc6jgE1yd9wXqMEm2km4J31Mnm7aI9Bf5LnDnJV3Lt48dxJa52sh/tbkAjH4SmnCjVcuxQuwmRmlEOo0w7UhASOiR9aBkqiA/KTaanjvChUbq4F0hTQuOp+nMiIb5Sse+ZTp/ogfrtTcT/vFake+duwkQYaRB0tqgXcawDPPkbd5kEqnlsCKGSmVsxHRBJqDbpLGzxGecgRyYX5zuOskHpbE7Kzlcu9ZOic1q0r01AF2iGNDpAOVRADiqhCrpCVVRDFPXRA3pCz9a99WK9Wm+z1pQ1n9lHC7DePwGbrpkX</latexit>

(c)
<latexit sha1_base64="NpXECuRL0zFmiPheNZ2/BoqAwSY=">AAAB/XicbVDLSgNBEOyNrxhfUY9ehgQhIoRdFWJuQS8eI5oHJEuYnUySIbOzy8yssCzBL/Am+gXexKvfkg/wP5w8UKMWNBRV3XR3eSFnStv22EotLa+srqXXMxubW9s72d29ugoiSWiNBDyQTQ8rypmgNc00p81QUux7nDa84eXEb9xRqVggbnUcUtfHfcF6jGBtpJsCOepk83bRngL9Jc6c5Cu59vHjuBJXO9mPdjcgkU+FJhwr1XLsULsJlpoRTkeZdqRoiMkQ92nLUIF9qtxkeuoIHRqli3qBNCU0mqo/JxLsKxX7nun0sR6o395E/M9rRbp37iZMhJGmgswW9SKOdIAmf6Muk5RoHhuCiWTmVkQGWGKiTToLW3zGOZUjk4vzHUfZoHQ2J2XnK5f6SdE5LdrXJqALmCENB5CDAjhQggpcQRVqQKAPD/AEz9a99WK9Wm+z1pQ1n9mHBVjvn51GmRg=</latexit>

{1 0 0} TW
<latexit sha1_base64="4Y4lC7t6d+WhZLvRBXt7O0wlspg=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVMFWp3RTcuK/QG7VgyadqGJpkhyQhlmBfwCdzqE7gTt76FD+B7mLaDWvWHAz//OYdz+PyQM20QencyK6tr6xvZzdzW9s7uXn7/oKWDSBHaJAEPVMfHmnImadMww2knVBQLn9O2P7ma9dt3VGkWyIaZhtQTeCTZkBFsbHRb7I0nPHYRSoqw0e7nC6iE5oJ/jZuaAkhV7+c/eoOARIJKQzjWuuui0HgxVoYRTpNcL9I0xGSCR7RrrcSCai+ef53AE5sM4DBQtqSB8/TnRoyF1lPh20mBzVj/7s3C/3rdyAwvvJjJMDJUksWhYcShCeAMARwwRYnhU2swUcz+CskYK0yMBbV0RTDOqUosF/cbR9Wqcp6aqvvFpVUuuWcldFMu1C5TQllwBI7BKXBBBdTANaiDJiBAgQfwCJ6ce+fZeXFeF6MZJ905BEty3j4BkNuZ/A==</latexit>

{1 1 0} TW
<latexit sha1_base64="IwSUUch/PqRF+jnXRw0mDE/NIDM=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVJFWp3RTcuK/QG7VgyadqGJpkhyQhlmBfwCdzqE7gTt76FD+B7mLaDWvWHAz//OYdz+PyQM21c993JrKyurW9kN3Nb2zu7e/n9g5YOIkVokwQ8UB0fa8qZpE3DDKedUFEsfE7b/uRq1m/fUaVZIBtmGlJP4JFkQ0awsdFtsTee8BghNynCRrufL7gldy7416DUFECqej//0RsEJBJUGsKx1l3khsaLsTKMcJrkepGmISYTPKJdayUWVHvx/OsEnthkAIeBsiUNnKc/N2IstJ4K304KbMb6d28W/tfrRmZ44cVMhpGhkiwODSMOTQBnCOCAKUoMn1qDiWL2V0jGWGFiLKilK4JxTlViuaBvHFWrynlqquiLS6tcQmcl96ZcqF2mhLLgCByDU4BABdTANaiDJiBAgQfwCJ6ce+fZeXFeF6MZJ905BEty3j4BkniZ/Q==</latexit>

{1 1 1} TW
<latexit sha1_base64="3QpuRDAKj1GsqndU8fh4Km9t8Qg=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVJFWp3RTcuK/QG7VgyadqGJpkhyQhlmBfwCdzqE7gTt76FD+B7mLaDWvWHAz//OYdz+PyQM21c993JrKyurW9kN3Nb2zu7e/n9g5YOIkVokwQ8UB0fa8qZpE3DDKedUFEsfE7b/uRq1m/fUaVZIBtmGlJP4JFkQ0awsdFtsTee8BghlBRho93PF9ySOxf8a1BqCiBVvZ//6A0CEgkqDeFY6y5yQ+PFWBlGOE1yvUjTEJMJHtGutRILqr14/nUCT2wygMNA2ZIGztOfGzEWWk+FbycFNmP9uzcL/+t1IzO88GImw8hQSRaHhhGHJoAzBHDAFCWGT63BRDH7KyRjrDAxFtTSFcE4pyqxXNA3jqpV5Tw1VfTFpVUuobOSe1Mu1C5TQllwBI7BKUCgAmrgGtRBExCgwAN4BE/OvfPsvDivi9GMk+4cgiU5b5+UFJn+</latexit>

h1 1 1i AT ⌃3
<latexit sha1_base64="tfaXHkKOd6A3sDKozEeedb3H3qM=">AAACFHicbZDLSgMxFIYz9VbrrepGcBNsBVdl0gq1IFJ147Jib9AOJZNm2tBkZkgyQin1MXwCt/oE7sStex/A9zBtB7XqD4Gf/5zDOfnckDOlbfvdSiwsLi2vJFdTa+sbm1vp7Z26CiJJaI0EPJBNFyvKmU9rmmlOm6GkWLicNtzB5aTeuKVSscCv6mFIHYF7PvMYwdpEnfRett0f8FOE0FkWnldhtn3DegIXsp10xs7ZU8G/BsUmA2JVOumPdjcgkaC+Jhwr1UJ2qJ0RlpoRTsepdqRoiMkA92jLWB8LqpzR9AdjeGiSLvQCaZ6v4TT9OTHCQqmhcE2nwLqvftcm4X+1VqS9E2fE/DDS1CezRV7EoQ7gBAfsMkmJ5kNjMJHM3ApJH0tMtIE2t0UwzqkcGy7oG0fJqHgcmxL64lLP51AhZ1/nM+WLmFAS7IMDcAQQKIIyuAIVUAME3IEH8AierHvr2XqxXmetCSue2QVzst4+AWQdnOc=</latexit>

h1 0 0i ST
<latexit sha1_base64="26QlbHAAmMb+vDP/zexpAY397FU=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVMFWpBpOjGZcVehHYsmTTThiaZIckIpfQFfAK3+gTuxK1v4QP4HqbtoFb94cDPf87hHD4/4kwbhN6d1MLi0vJKejWztr6xuZXd3mnoMFaE1knIQ3XjY005k7RumOH0JlIUC5/Tpj+4mPSbd1RpFsqaGUbUE7gnWcAINja6zbf7A37qInSWh9e1TjaHCmgq+Ne4icmBRNVO9qPdDUksqDSEY61bLoqMN8LKMMLpONOONY0wGeAebVkrsaDaG02/HsMDm3RhECpb0sBp+nNjhIXWQ+HbSYFNX//uTcL/eq3YBCfeiMkoNlSS2aEg5tCEcIIAdpmixPChNZgoZn+FpI8VJsaCmrsiGOdUjS0X9xtH2ap0nJiy+8WlUSy4RwV0VcxVzhNCabAH9sEhcEEJVMAlqII6IECBB/AInpx759l5cV5noykn2dkFc3LePgG/KZl6</latexit>

{1 0 0} TW
<latexit sha1_base64="4Y4lC7t6d+WhZLvRBXt7O0wlspg=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVMFWp3RTcuK/QG7VgyadqGJpkhyQhlmBfwCdzqE7gTt76FD+B7mLaDWvWHAz//OYdz+PyQM20QencyK6tr6xvZzdzW9s7uXn7/oKWDSBHaJAEPVMfHmnImadMww2knVBQLn9O2P7ma9dt3VGkWyIaZhtQTeCTZkBFsbHRb7I0nPHYRSoqw0e7nC6iE5oJ/jZuaAkhV7+c/eoOARIJKQzjWuuui0HgxVoYRTpNcL9I0xGSCR7RrrcSCai+ef53AE5sM4DBQtqSB8/TnRoyF1lPh20mBzVj/7s3C/3rdyAwvvJjJMDJUksWhYcShCeAMARwwRYnhU2swUcz+CskYK0yMBbV0RTDOqUosF/cbR9Wqcp6aqvvFpVUuuWcldFMu1C5TQllwBI7BKXBBBdTANaiDJiBAgQfwCJ6ce+fZeXFeF6MZJ905BEty3j4BkNuZ/A==</latexit> h1 1 1i AT ⌃3

<latexit sha1_base64="tfaXHkKOd6A3sDKozEeedb3H3qM=">AAACFHicbZDLSgMxFIYz9VbrrepGcBNsBVdl0gq1IFJ147Jib9AOJZNm2tBkZkgyQin1MXwCt/oE7sStex/A9zBtB7XqD4Gf/5zDOfnckDOlbfvdSiwsLi2vJFdTa+sbm1vp7Z26CiJJaI0EPJBNFyvKmU9rmmlOm6GkWLicNtzB5aTeuKVSscCv6mFIHYF7PvMYwdpEnfRett0f8FOE0FkWnldhtn3DegIXsp10xs7ZU8G/BsUmA2JVOumPdjcgkaC+Jhwr1UJ2qJ0RlpoRTsepdqRoiMkA92jLWB8LqpzR9AdjeGiSLvQCaZ6v4TT9OTHCQqmhcE2nwLqvftcm4X+1VqS9E2fE/DDS1CezRV7EoQ7gBAfsMkmJ5kNjMJHM3ApJH0tMtIE2t0UwzqkcGy7oG0fJqHgcmxL64lLP51AhZ1/nM+WLmFAS7IMDcAQQKIIyuAIVUAME3IEH8AierHvr2XqxXmetCSue2QVzst4+AWQdnOc=</latexit>

h1 1 0i ST
<latexit sha1_base64="A97yrLGGXhCez7AGkcKKtNm4xaw=">AAACCHicbZDLSgMxFIYz9VbrrerSTbAVXJVJFWpBpOjGZcVehHYsmTTThiaZIckIpfQFfAK3+gTuxK1v4QP4HqbtoFb94cDPf87hHD4/4kwb1313UguLS8sr6dXM2vrG5lZ2e6ehw1gRWichD9WNjzXlTNK6YYbTm0hRLHxOm/7gYtJv3lGlWShrZhhRT+CeZAEj2NjoNt/uD/gpQu5ZHl7XOtmcW3Cngn8NSkwOJKp2sh/tbkhiQaUhHGvdQm5kvBFWhhFOx5l2rGmEyQD3aMtaiQXV3mj69Rge2KQLg1DZkgZO058bIyy0HgrfTgps+vp3bxL+12vFJjjxRkxGsaGSzA4FMYcmhBMEsMsUJYYPrcFEMfsrJH2sMDEW1NwVwTinamy5oG8cZavScWLK6ItLo1hARwX3qpirnCeE0mAP7INDgEAJVMAlqII6IECBB/AInpx759l5cV5noykn2dkFc3LePgHAxpl7</latexit>

Figure 1: (a) Cumulative variance in the pairwise distance matrix explained with the number of dimensions of the

ordered eigenbasis constructed by cMDS (b) High symmetry geodesics are highlighted in color in the reduced space.

These three dimensions explain the most variance in the pairwise distance data (c) GB energy along four selected

geodesic paths. Points with zero energy correspond to perfect crystals along the geodesic paths.

the Olmsted dataset, the reduced space is therefore interpretable and unifies common knowledge.

The first and third reduced dimensions are related to tilt angles, while the second dimension is

related to a twist angle.

More general paths through grain boundary space complicate the interpretation of the reduced

axes. The Σ3 〈1 1 1〉 asymmetric tilt (AT) boundaries have both tilt and twist character (connecting245

two incoherent twin boundaries with different boundary plane inclinations), but correspond to a

geodesic in the reduced space that varies primarily along the second dimension, interpreted as a

twist angle. The reduced space contains information about all five degrees of freedom, and it is

therefore unsurprising that the three dimensions do not have precise interpretations. In the next

section, grain boundary energy will be analyzed on a boundary plane fundamental zone embedded250

in the reduced space.

The 〈1 1 0〉 ST boundary geodesic (light blue) has several special features that deserve fur-

ther commentary. The geodesic changes direction abruptly at the coherent twin boundary (CT,

Σ3(1 1 1), explicitly labeled in Fig. 2a). The CT boundary is the deepest minimum in the GBE
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NB {100} 

NB {110} 

NB {111} 

front

back

(a)
<latexit sha1_base64="EBb9RJqBrkUhlIwHxNKPPSQw5XQ=">AAAB/XicbVDLSgNBEOyNrxhfUY9ehgQhIoRdFWJuQS8eI5oHJEuYnUySIbOzy8yssCzBL/Am+gXexKvfkg/wP5w8UKMWNBRV3XR3eSFnStv22EotLa+srqXXMxubW9s72d29ugoiSWiNBDyQTQ8rypmgNc00p81QUux7nDa84eXEb9xRqVggbnUcUtfHfcF6jG BtpJsCPupk83bRngL9Jc6c5Cu59vHjuBJXO9mPdjcgkU+FJhwr1XLsULsJlpoRTkeZdqRoiMkQ92nLUIF9qtxkeuoIHRqli3qBNCU0mqo/JxLsKxX7nun0sR6o395E/M9rRbp37iZMhJGmgswW9SKOdIAmf6Muk5RoHhuCiWTmVkQGWGKiTToLW3zGOZUjk4vzHUfZoHQ2J2XnK5f6SdE5LdrXJqALmCENB5CDAjhQggpcQRVqQKAPD/AEz9a99WK9Wm+z1pQ1n9mHBVjvn5oWmRY=</latexit>

(b)
<latexit sha1_base64="b5tBJD3K+JSwCFZJnaTj9RNPWEA=">AAAB/XicbVDLSgNBEJyNrxhfUY9ehgQhIoRdFWJuQS8eI5oHJEuYnXSSIbOzy8yssCzBL/Am+gXexKvfkg/wP5w8UKMWNBRV3XR3eSFnStv22EotLa+srqXXMxubW9s72d29ugoiSaFGAx7IpkcUcCagppnm0AwlEN/j0PCGlxO/cQdSsUDc6jgE1yd9wXqMEm2km4J31Mnm7aI9Bf5LnDnJV3Lt48dxJa52sh/tbkAjH4SmnCjVcuxQuwmRmlEOo0w7UhASOiR9aBkqiA/KTaanjvChUbq4F0hTQuOp+nMiIb5Sse+ZTp/ogfrtTcT/vFake+duwkQYaRB0tqgXcawDPPkbd5kEqnlsCKGSmVsxHRBJqDbpLGzxGecgRyYX5zuOskHpbE7Kzlcu9ZOic1q0r01AF2iGNDpAOVRADiqhCrpCVVRDFPXRA3pCz9a99WK9Wm+z1pQ1n9lHC7DePwGbrpkX</latexit>

CT {111} 

Figure 2: Convex hull plotted for the reduced space coordinates of the Olmsted dataset. (a) The Olmsted data set

has been augmented with three perfect crystals (trivial no boundary (NB) singularities) which appear at vertices

of the convex hull and correspond to different high symmetry orientations. We hypothesize the existence of a grain

boundary fundamental zone in the 5D space with high symmetry boundaries on the surface and general boundaries

contained within the volume. More thorough sampling of the 5D space is needed to test this hypothesis. b) different

perspectives of the convex hull defined by the Olmsted dataset.

landscape for FCC metals other than perfect crystals [3, 27], as can be seen in the GB geodesic255

energy plot for 〈1 1 0〉 ST boundaries (at 54.8◦). The boundary was classified by Bulatov as a

5-GROF, or true minimum in energy with respect to variation in all 5 degrees of freedom [12]. The

〈1 1 0〉 ST geodesic also passes through the incoherent twin boundary (ICT, Σ3(1 1 2), intersection

of light blue, dark blue and yellow trajectories). The incoherent twin boundary is a local minimum

in GB energy along the 〈1 1 1〉{1 1 0} ST and 〈1 1 1〉 AT Σ3 geodesics and we believe it is also a260

weak local minimum along the 〈1 1 0〉 ST geodesic which is not resolved by the angular sampling in

the Olmsted survey (35.2◦ on 〈1 1 0〉 ST GB energy plot). The local minima is resolved in other GB

energy calculations for FCC metals [27]. These results suggest that the incoherent twin boundary

is at least a 3-GROF and could be a true minimum in the GB energy landscape. Similar analysis

can be performed for other grain boundaries at apparent cusps, such as the Σ5(3 1 0) (25.2◦ along265

〈1 1 0〉 ST) and Σ11(1 1 3) (18.4◦ along 〈1 0 0〉 ST) boundaries.

The change in direction of the 〈1 1 0〉 ST geodesic is reminiscent of an orientation trajectory

leaving and re-entering a fundamental zone. Remarkably, considering that this is a 3D representa-

tion of a 5D space, it is found that a high symmetry subset of the Olmsted boundaries, including
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all symmetric tilt boundaries, reside on the surface of the convex hull of the dataset, while general270

boundaries lie inside the delimited volume. 100 random grain boundaries obtained via cubochoric

sampling of orientation space [28] were verified to lie inside the convex hull defined by the Olmsted

dataset when added to the pairwise distance matrix. We hypothesize the existence of a fundamental

zone in the 5D space that depends on point group symmetry. Analytical specification of the grain

boundary fundamental zone via the octonion representation is a subject of future work.275

Perfect crystals with no grain boundary (no boundary = NB) may be included in the reduced

configuration space of grain boundaries by augmenting the Olmsted dataset and pairwise distance

matrix. The appearance of multiple distinct NB points in the projection is a consequence of

different grain boundary geodesics with decreasing disorientation angle arriving to perfect crystals

with different boundary plane inclinations [29]. For example, in the reduced space, the red, orange,280

and light blue trajectories all meet at a Σ1{1 0 0} boundary (denoted as NB {1 0 0} in Fig. 2a). This

boundary is at the origin of the GB energy plots for 〈1 0 0〉, 〈1 1 0〉 ST and 〈1 0 0〉 TW boundaries.

Four trajectories meet at the Σ1{1 1 0} boundary (labeled NB {1 1 0} in Fig. 2a). As noted in

[9], including perfect crystals in the configuration space of GB octonions is necessary to define a

manifold and interpolate between arbitrary boundaries. Thus, 200 perfect crystals are added to285

the Olmsted dataset including 100 low index orientations and 100 random orientations. A thin

volumetric slice is formed by the perfect crystals, forming the closure of a well defined set in the

reduced space (Fig. 3a). There is an apparent one-to-one correspondence between the the set of

NB points on the surface of the convex hull (the NB facet) and the SST of possible boundary plane

inclinations, though it is unclear exactly how the NB points in the interior project onto this surface.290

Disorientation angle increases away from the NB facet to a maximum disorientation of 62 degrees

(Fig. 3b).

It is important to note that the ability to explain the full variance in the data is lost during

dimensionality reduction, therefore we cannot fully reconstruct the 5D character of an arbitrary

grain boundary using the location of the projected data point in the 5D space. Nevertheless, as295

discussed in the supplementary information, each grain boundary is distinct in the 3D visualization,

and the distance between grain boundary points in the 3D Euclidean reconstruction is meaningful

with respect to their geodesic distance (see (Fig. S1a)). There is local variation in how well the

projected data explains the variance of the high dimensional data; the results are most reliable for

pairs of boundaries with small and large, but not intermediate, pairwise distances. This explains300

the interpretability of closely spaced high symmetry boundaries along the surfaces of the delimiting
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volume (Fig. 3a) and the smooth variation of misorientation angle moving out from the NB facet

(Fig. 3b). In contrast, points interior to the convex hull are less interpretable. For example, iso-

disorientation surfaces may be twisted, as shown by the Σ3 boundaries (all with a disorientation

angle of 60 degrees) in Fig. S3b. It is possible that analysis of subsets of related boundaries would305

reveal structures that are lost in the global dimensionality reduction and visualization process.

(a) (b)

Figure 3: (a) 200 perfect crystals (grey) form the closure of a well-defined set in the reduced space – a slice with

a triangular face along the convex hull (the NB facet) and a thin width along the second dimension. The NB

facet is isomorphic to the SST of boundary plane inclinations. (b) Disorientation angle increases away from the NB

facet along the second dimension. Points are colored by disorientation angle and rendered with a transparent mesh

that expands a gaussian density around each point. The Mackenzie distribution for the Olmsted dataset (excluding

perfect crystals) is shown on the right. Videos of rotating configurations for 2a and 2b are given in the supplementary

information

3.1.2. Anisotropy of GB energy and mobility

The global grain boundary visualization method introduced in this work is a quick tool for

surveying grain boundary properties across an entire dataset. On a more fundamental level, the

geometry of grain boundary space itself may be connected to grain boundary properties, and310

visualization is a first step toward exploring such connections. To further examine the properties

of special and general boundaries, we color points in the reduced representation by property as in

Fig. 4. We examine grain boundary energy, mobility, and energy barriers to grain boundary motion

in the reduced space. Methods for computing mobility and energy barriers are described in [4] and

[30]. Mobility is computed at a fixed driving force for grain boundary motion (25 eV/atom) at315

1400 K, while energy barriers are computed proportionally to the critical driving force required to

initiate grain boundary motion at 100 K [30]. Capturing variation in the properties of 388 points is
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(b) Mobility

(c) Critical driving force 

Figure 4: (a) GB energy for Ni in the reduced space. The inset shows symmetric tilt boundaries with varying plane

inclination. (b) GB mobility data for Ni at 1400 K in the reduced space. Immobile boundaries are colored dark blue.

(c) Critical driving force for grain boundary motion in Ni at 10 K generally varies inversely with grain boundary

mobility (the colorbars in b and c are inverted). Videos of rotating configurations for 3a and 3b are given in the

supplementary information

a visualization challenge – videos of rotating GB configurations are included in the Supplementary

Information.

Many grain boundary energy trends highlighted in the original Olmsted survey can be seen320

compactly in the reduced space. The 388 boundary set is divided into three subspaces which are

more clearly visualized: symmetric tilt boundaries, low Σ boundaries, and general boundaries.

The curved triangular face of 〈1 0 0〉, 〈1 1 0〉, and 〈1 1 1〉{1 1 0} symmetric tilt boundaries (shown at

the bottom of Fig. 4a) depicts variation of grain boundary energy for general ST boundary plane

inclinations. Grain boundary energy on the surface of general ST grain boundaries appears to be325

smooth apart from cusps along the 〈1 0 0〉 and 〈1 1 0〉 ST energy trajectories. Next, we consider low

Σ boundaries. Fig. S2b depicts grain boundary energy for Σ3, Σ5, Σ7, Σ9 and Σ11 boundaries.

Visually, some clustering of color is apparent corresponding to regions of low Σ boundaries with
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similar energy. The distribution of Σ in the reduced space is not intuitive, with no clear pattern

separating boundaries of different Σ. We examine the embedding of the Σ3 BPFZ (Fig. S3a) in the330

reduced space (Fig. S3b). Although the perimeter of the stereographic triangle in the Σ3 BPFZ is

warped in the reduced space, the space still captures apparently smooth variation in GBE, albeit

in a less interpretable manner. General boundaries also show relatively smooth variation of grain

boundary energy. Grain boundaries are classified as general in this work if they are not part of

high symmetry geodesics, STGBs, or low Σ boundaries. Clustering is apparent by grain boundary335

energy (Fig. S2c) with distinct regions of low and high energy boundaries. Overall, the reduced

space enables us to explore visually the local and global variation in grain boundary energy in the

Olmsted dataset.

We can also gain insight into grain boundary mobility via colored reduced space representations

(Fig. 4b and c). It is well known from the Olmsted survey that many Σ3 boundaries have high mo-340

bility. In contrast, 〈1 1 1〉 TW boundaries including the coherent twin (CT) boundary are observed

to be immobile in molecular dynamics simulations at the tested driving force and temperature.

Both of these trends are shown in the reduced space along the second dimension at the bottom of

the figure. For these paths, the critical driving force at low temperature (10 K) can be meaningfully

linked to mobility [31]. While Σ3 boundaries have high mobility, low energy barriers to motion345

and low critical driving force, 〈1 1 1〉 TW boundaries have large energy barriers to motion and

are immobile for low driving forces. A general inverse relationship between mobility and critical

driving force is observed throughout the space. For 〈1 1 0〉 ST boundaries, the relationship between

mobility and critical driving force appears to be more complex, likely due to transitions at finite T

involving multiple motion mechanisms which are not captured by a single energy barrier at 10 K.350

The reduced representation is a tool for quickly identifying regions of grain boundary space which

are most interesting for further study of a given property.

3.2. Interpolation and regression

3.2.1. Grain boundary interpolation via OSLERP

Grain boundary datasets can be extended to new regions of the 5D space in a directed manner.355

The main tool used in this section is the geodesic sampling scheme introduced in [9] to smoothly

interpolate between arbitrary grain boundaries. First, we pick a pair of boundaries, for instance,

the frequently simulated Σ5 (2 1 0) boundary and the coherent twin boundary Σ3 (1 1 1) (marked

A and B on Fig. 5a). We then interpolate between the GBOs oA and oB along a geodesic path on
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S7:360

r(t) = oSLERP(oA, oB; t) =
sin[(1− t)θ]

sin θ
oA +

sin[tθ]

sin θ
oB (t ∈ [0, 1]; θ =

Ω

2
). (8)

where oSLERP denotes octonions spherical linear interpolation. In this work, 10 equally spaced

points in the interpolating variable t are used to produce 8 new octonions along the interpolated

trajectory r(t) that are not included in the original dataset. As discussed in [9], these geodesics are

a close approximation of those on SO(3)×SO(3)/U(1) with a small and bounded error term. After

the new interpolated octonions are added to the dataset, the pairwise distance matrix is expanded365

to include this data. Dimensionality reduction is performed again.
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Figure 5: (a) Reduced space augmented with three geodesic trajectories. The labeled geodesic connect the Σ5 (2 1 0)

boundary (A) and CT boundary (B). (b) Bicrystal configurations along the A-B geodesic (numbering is only meant

to guide eye). Videos of rotating configurations for 5a are given in the supplementary information

Three geodesic paths are added to the reduced space in Fig. 5. With addition of geodesic

paths, the overall space does not appear to change. These trajectories are well behaved in the sense

that they smoothly transition between pairs of grain boundaries and remain within the convex

hull defined by the Olmsted dataset. Neighboring points on OSLERP trajectories are separated370

by equal amounts in the reduced space, just as they are on the grain boundary manifold. The

transition between the Σ5 (2 1 0) boundary (A) and CT boundary (B) is shown explicitly via

bicrystals in Fig. 5b. The blue grain rotates along an axis in the plane of the grain boundary (and

perpendicular to the tilt axis) and also gradually twists into the orientation of the CT boundary.

These visualizations were created with the EMOSLERP tool implemented in the EMsoft package375

[17]. Two other geodesics are shown that connect boundaries in high symmetry geodesics in the
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Olmsted dataset. They explore regions of grain boundary space that are not well sampled by

the Olmsted dataset. These visualizations verify that geodesic sampling is an effective tool for

extending grain boundary datasets to new regions of the 5D space.

3.2.2. Kernel regression results380

The Olmsted dataset provides a scaffolding of GB space to which properties can be fit [12].

The octonion metric and OSLERP allow us to move along arbitrary paths within the dataset, thus

providing a valuable tool for grain boundary regression. Kernel regression has been performed

on the Olmsted grain boundary energy data using a scaled pairwise distance matrix. A positive

definite Laplace kernel exponentially scales each pairwise distance by a fixed parameter λ. The385

grain boundary energy estimate ε̃i is a weighted average of the energy of nearby grain boundaries

in the training data.

ε̃i =

∑
j∈train e

−λΩij εj∑
j∈train e

−λΩij
(9)

The optimal value of λ which minimizes the root mean squared error (RMSE) energy is selected

via k-fold cross validation for k = 10.

RMSE(k) =
1

k

∑

k

1

Nk

∑

i∈test(k)

√
(ε̃i − εi)2 (10)

A value λ∗ = 36 gives an optimal RMSE energy of 0.0977 J/m2, 9.8% error compared to an390

average grain boundary energy of 1 J/m2 (with Ωij measured in radians). Per GB errors are

distributed around a mean of zero with a standard deviation of 0.099 J/m2. The tails of the

per-error distribution contain large negative and positive errors with a maximum absolute error

of 0.5 J/m2 for the coherent twin boundary (plotted at 54.5◦ in Fig. 6d and corresponding to a

disorientation of 60◦ in Fig. 6b). The model only sometimes resolves cusp locations. For 〈1 1 0〉395

ST GBs, the two deepest cusps are resolved, albeit with large errors associated with incorrect cusp

depths for the corresponding Σ11 and Σ3 boundaries. Shallower cusps, including the Σ5 〈1 0 0〉 ST

GB at 18 degrees, are not resolved, though an anomaly in the derivative of energy with respect to

tilt angle is apparent. The model for grain boundary kernel regression is not physics aware – it is

a local fitting function with one free parameter that is solely based on macroscopic grain boundary400

geometry and is not constrained to follow the Read-Shockley model for boundaries near perfect

crystals or other cusps. This is in contrast to the BRK model, which includes an explicitly fit
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grain boundary energy surface for all grain boundaries with 〈1 0 0〉, 〈1 1 0〉 and 〈1 1 1〉 disorientation

axis (including 3 perfect crystals) in the training data [12]. The BRK model achieves an RMSE of

5% on more general grain boundaries with an overhead of 41 geometry related fitting parameters405

for the initial fit, although only a single material-dependent parameter is required to calibrate it

among isostructural materials (i.e. FCC metals) [12]. A SOAP descriptor based regression model

for grain boundary energy is also able to achieve an RMSE of 5% (95 % accuracy) for the FCC Ni

dataset [32, 33]. Though this model only uses 50% of the dataset at random for training, it has the

drawback of requiring the fully relaxed boundary structure as input for SOAP vector construction410

(if the relaxed structure is known, the energy is known for a given interatomic potential). Our kernel

regression model is able to achieve 10% RMSE only using macroscopic grain boundary geometry

and a random set of grain boundary energies pre-calculated from atomistic simulations.

Systematic errors in energy estimation suggest room for improvement in our kernel regression

model. For instance, low energies are systematically overestimated and high energies are system-415

atically underestimated (Fig. 6a). As specific examples, the energy of low angle grain boundaries

(disorientation less than 15◦) and Σ3 boundaries (disorientation of 60◦) are overestimated (Fig. 6b).

No perfect crystals are included in these results. It is found that when the nearest perfect crystal

to a given grain boundary is included in the energy estimate for that grain boundary, the global

RMSE for the dataset increases to near 11%. If the perfect crystals are only included in the420

weighted average for low angle boundaries with disorientation less than 15◦, RMSE improves to

only 9.7% error. With the current functional form of the regression model, only small improvements

appear to be possible by including the NB singularity. Given the relatively large λ∗ value of 36,

it is worth examining how many grain boundaries in the training data contribute to the estimated

energy of a grain boundary in the test data. It is not the case that our model simply outputs the425

energy of the nearest neighbor in the training data – the average maximum energy contributed

to a grain boundary by surrounding grain boundaries is 0.15 J/m2. Most grain boundaries have

meaningful contributions to their energy from more than 8 distinct grain boundaries. Overall, the

kernel regression method achieves a reasonable RMSE energy by taking a weighted average over

pairwise geodesic distances and a known subset of grain boundary energies. Further improvements430

to the model may be possible by more systematically accounting for the global geometry of the

grain boundary fundamental zone (for example, by weighting contributions from the surface of the

convex hull more than the interior).
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(a) (b)

(c) (d)

Figure 6: (a) Estimated energy over validation sets versus actual energy from molecular statics calculations (R2 =

0.81). (b) distribution of errors with disorientation angle. (c) and (d) show the energy estimates along geodesics (after

leaving these boundaries out of the training and test data). The energy of [1 1 0] ST boundaries is systematically

overestimated, though two cusp locations are captured (notably the coherent twin boundary at 54.5 deg). Shallow

cusps along both geodesics are not resolved, though anomalies in the derivative may be present such as the Σ5 〈1 0 0〉
ST GB at 18 degrees. These energy estimates do not incorporate NB points with zero energy.

4. Summary and Conclusions

In this work we have used a geodesic metric for grain boundaries to visualize and fit grain435

boundary geometry and energy. Our contributions are:

1. An easily implemented and general method to visualize the global connectivity of grain bound-

ary datasets in 5D given a list of macroscopic crystallographic parameters. The method is

physically meaningful and interpretable but is currently limited to datasets with several thou-

sand or fewer grain boundaries.440

2. Several new observations about global grain boundary geometry. The delimiting volume

formed by the nearly 600 GBs considered in this work suggests the existence of a grain
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boundary fundamental zone with well defined subsets of high symmetry boundaries along

faces and general boundaries in the interior. Perfect crystals and symmetric tilt boundaries

form the closure of two well defined sets in the reduced space and make up two faces of this445

delimiting volume. The distribution of symmetric tilt and perfect crystal grain boundaries on

each face is equivalent to the standard stereographic projection of boundary plane inclinations

within each class.

3. Verification of grain boundary interpolation. We have shown that grain boundary datasets

can be extended to new regions of the 5D space in a directed manner by connecting pairs of450

arbitrary grain boundaries with geodesics. These geodesics are well behaved under dimen-

sionality reduction.

4. A kernel regression model for grain boundary energy currently achieves 10% RMSE using

only one fitting parameter, a pairwise geodesic distance matrix, and a random subset of

precomputed grain boundary energies as input.455
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