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Abstract

Computational modeling of open-channel flows is usually carried out using the rigid-lid
(RL) assumption to prescribe the water surface. Such an approach deems more appropri-
ate for sub-critical flow regimes with Froude number< 1. When the Froude number is
locally high, e.g. flows around hydraulic structures, the free-surface fluctuations affect the
induced hydrodynamics. Indeed, prior investigations on the effect of the RL assumption
on large-eddy simulation (LES) of open-channel flows around bridge abutments revealed
that such an assumption may influence both the first and second order turbulence statistics.
In this work, we investigate the effect of the RL assumption on bed-morphodynamics cal-
culations. The fully coupled flow and bed morphodynamics virtual flow simulator (VFS-
Geophysics) model is herein employed to numerically investigate the sediment transport
around a laboratory-scale model of abutment. Numerical simulations using a mass-con-
serving level-set (LS) method and a RL assumption are performed to evaluate the influence
of free-surface elevation on the computed bed-morphodynamics at a Reynolds number
of 7.9x10* We also conducted an experimental study to observe the scour development
around the abutment model. The instantaneous scour patterns and bed profiles computed
with the LS and RL are compared with the measurements. The mean absolute errors of
bed-profile predictions at or near quasi-equilibrium of bed evolution, for the LS and RL
computed results, are about 4.1% and 4.7%, respectively. Despite the differences in flow
field computations of the two methods, the computed bed morphology appeared relatively
insensitive to the two numerical approaches. However, the computational cost of the cou-
pled LES-LS-morphodynamics is at least one order of magnitude greater than that of the
LES-RL-morphodynamics.
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1 Introduction

Scour pattern prediction around hydraulic structures is a crucial and challenging task in
hydraulic and environmental engineering. For decades, hydraulic engineers and environ-
mentalists have studied scour patterns around bridge abutments. Previous studies have
greatly contributed to the status quo of our knowledge vis-a-vis scour process past bridge
foundations. Among past studies are experimental and field investigations [1-20]. How-
ever, practical difficulties associated with scaling effects and high cost of field- and lab-
oratory-scale studies resulted in a tendency towards utilization of numerical frameworks
in order to predict the hydrodynamics and morphodynamics around bridge abutments in
mobile-bed channels [20-32].

All the above mentioned studies rely on the rigid-lid (RL) method, which essentially
assume that the fixed free-slip boundary condition is adequate for turbulent bed-moor-
phodynamics calculations. The RL assumption in coupled flow and bed-morphodynamics
numerical simulations is usually selected to perform low computational cost computations
against free-surface resolving numerical methods. In fact, the RL assumption does not
allow for self-adjustment of the free-surface in response to local acceleration induced by
bridge foundations. This limitation influences the calculated turbulence statistics [33, 34]
and potentially bed-morphodynamic calculations. Recently, Kara et al. [33] investigated
numerically the effects of RL assumption on flow field around a laboratory-scale abutment
at a Reynolds number of Re = 6.1 x 103 and concluded that the RL assumption affects the
second order statistics of turbulence obtained with large-eddy simulations (LES). In their
work, the ratio of the abutment length to the mean-flow depth was L/H = 2.6. Khosrone-
jad et al. [34] replicated the work of Kara et al. [33] by scaling up the flow and geometry of
channel/abutment to reach a Reynolds number of 7.9 x 10* (corresponding to natural open
channel flows) and L/H of 2.5. These studies revealed that the surface resolving meth-
ods affect both the computed first order and second order turbulence statistics by provid-
ing more accurate results. Recently, Kang and co-workers [35] utilized a novel method to
demonstrate that slight water-surface deformation due to changes in Froude number (while
keeping L/H constant and equal to 1.4) have negligible effects on the dimensionless flow
field around a physical model of spur dike. Their findings suggested that for such smaller
L/H ratios the RL assumption may have little effect on the dimensionless flow field. In
their conclusion, they pointed to the need for further research to address the impact of the
free-surface deformation on the sediment transport computations. And, to the best of our
knowledge, no prior study has directly investigated the effects of free-surface prescribing
methods on the morphodynamics calculations around bridge abutments.

This study presents a series of fully-coupled flow and bed morphodynamics simula-
tions to investigate the effects of RL assumption and free-surface-resolving level-set (LS)
method on sediment transport calculations around a laboratory model of bridge abutment.
The studied test case represents a practical problem with a sub-critical flow regime, which
is often encountered in natural sand-bed rivers and streams. We employ the coupled LES
and bed-morphodynamics module of the virtual flow simulator (VFS-Geophysics) model
[36—40]. Our bed morphodynamics calculations are supported by laboratory measurements
in which we observed the bed deformations of the mobile bed as a result of flow accelera-
tion around the abutment.

A series of statistical analysis enabled evaluation of the predictive errors of both LS
and RL methods in computing the bed-elevation profiles around the abutment model. Our
quantitative analysis showed that the mean absolute error of the bed-elevation profiles
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predictions at or near quasi-equilibrium of bed-deformation process is equal to 4.1% and
4.7% for LS and RL methods, respectively. In other words, despite the influence of the
free-surface approximation on the computed hydrodynamics [33, 34] and the correspond-
ing computational cost, scour pattern predictions at or near quasi-equilibrium condition are
of negligible difference. Such an observation is valuable when performing computational
fluid dynamics calculations for engineering applications.

This paper is organized as follows. First, we briefly present the VFS-Geophysics numer-
ical model. subsequently, we present a three-phase flow case the numerical simulation of
which requires a free-surface tracking method. Then, we describe the experiment that was
performed to generate benchmark sediment transport data. Subsequently, we present the
computational details of the test cases. Finally, the experimental/numerical simulation
results and the findings of the study will be presented and discussed.

2 The VFS-Geophysics model
2.1 Hydrodynamics

The equations governing the hydrodynamics include the three-dimensional spatially-fil-
tered continuity and Navier—Stokes equations for instantaneous and incompressible flows.
We solve these equations for (1) two immiscible fluids (air and water) using the LS module
[41] and (2) water phase by assuming a frictionless, flat-rigid plane at the free-surface of
flow in the LES mode of VFS-Geophysics code [42]. The LES turbulence model of VFS-
Geophysics model is implemented in the context of the curvilinear immersed boundary
(CURVIB) method [43] so that it can be applied to arbitrarily complex geometric configu-
rations [40, 44]. The sub-grid model of constant coefficient Smagorinsky [45] method is
used to account for the unresolved turbulent motions. The Navier—Stokes equations are dis-
cretized in space on a hybrid staggered/non-staggered grid arrangement [46] using a sec-
ond-order accurate central differencing scheme for the convective terms along with second-
order accurate, three-point central differencing for the divergence, pressure gradient and
viscous-like terms. The temporal derivatives are discretized using second-order backward
differencing scheme [36]. Marching in time is carried out using an efficient, second-order
accurate fractional step methodology coupled with a Jacobian-free, Newton—Krylov solver
for the momentum equations and a GMRES solver coupled with an algebraic multigrid
pre-conditioner for solving the Poisson equation [43].

The LS equation for the water/air interface motion is discretized in space by the third-
order weighted essentially non-oscillatory (WENO) scheme [47], and the discrete equation
is advanced in time using the second-order Runge—Kutta method. Furthermore, the gradi-
ent term in the mass conserving reinitialization equation of the LS approach is also discre-
tized by the second-order essentially non-oscillatory (ENO) scheme [48]. The accuracy of
the free-surface algorithms for open-channel flow with complex hydraulic structures has
already been verified and validated elsewhere [34, 49, 50].

2.2 Morphodynamics
Morphodynamics is modeled by considering both the bed- and suspended-loads in our con-

tinuum sediment transport module. In this model, the linkage between the LES-computed
turbulence and concentration of sediment within the bed-load layer is make possible via
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the mean-flow-based equation of van Rijn [51]. The temporal variation of the bed elevation
is governed by the following non-equilibrium sediment continuity equation, the so-called
Exner—Polya equation [37]:

-2 -_v.q + D,—E
Nor = q, b~ Ep (1)

Bed—load  Suspended—load

where y is the sediment material porosity, z, is the bed elevation, V denotes the divergence
operator, qg, is the bed-load flux vector, D, is the net deposition onto the bed, and E,, is the
net entrainment from the bed cell. The motion of sediment in suspended load is governed
by the convection—diffusion equation [52]. Details of our methodology to computed the
bed- and suspended-load contributions is described elsewhere [44, 53]. Herein, for clar-
ity, we only present the method we use to couple the flow solver and morphodynamics
modules at each time step of the flow solver. We use a loose-coupling bed-flow interaction
approach in which flow field at time step n is employed to (1) compute the suspended sedi-
ment concentration via convection—diffusion equation and (2) interpolate the velocity com-
ponents at the edge of the bed-load layer and the bed shear stress. Then, first order explicit
Euler scheme is used to advance bed elevation (Eq. 1) in time, at n + 1, as follows:
=2 + rhs"(wh) At 2)
where rhs” is the right-hand-side of Eq. (1) calculated using velocity field (u”) at time step
n and At is the time-step of the flow and morphodynamics computations. Subsequently,
we use the bed deformation velocity, w'*! = (ZZH - zZ)/ At, and the newly obtained bed

b
geometry, zZ“, to solve the flow governing equations at time step n + 1, as follows:

un+1 =u'+ RHS"((I], p)n,zg+l’ WZ+1)AI (3)
where RHS" is the right-hand-side of the Navier—Stokes equation computed using the
velocity (u) and pressure (p) fields at time n, bed elevation (zZ“) and bed-deformation
velocity (WZ+1) at time n + 1.

The effect of surface slope on the initiation of the sediment particles mobility is con-
sidered by correcting the critical bed shear stress [37]. In additions, to avoid the surface
slope of the mobile bed exceeding the sediment material angle of repose, we employ a
mass-conservative sand-slide algorithm details of which can be found in [37]. In this sand-
slide model, the bed cells with slopes greater than the angle of repose are found and, sub-
sequently, the bed slope correction procedure of sand-slide model is applied iteratively to
those cells until the bed slope in all cell centroids is less than that of angle of repose. In this
work, the sand-slide algorithm converges within 1-3 iterations and each iteration takes less
than 0.05 s of computing clock-time to complete. A detailed description of the morphody-
namics module and its components is already reported elsewhere [40].

3 Level-set method for highly-transient flows

Despite its widespread use, rigid lid assumption can only be applied to cases whereas
the changes in free surface is limited. When water surface is highly transient and subject
to drastic modulations, water surface tracking methods, such as level-set, are inevitably
required. In this section, we provide one such case which includes transient dam break
flow over mobile sand-bed channel. The selected test case was experimentally studied
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by Zech et al. [54], who used a combination of equipments and cameras to measure the
evolution of water surface and bed morphology during dam break problem. The experi-
mental test was conducted in a 6.0 m long, 0.25 m wide, and 0.7 m deep channel with
a mobile bed, which is consist of sand with a median grain size of 1.82 mm, density of
2680 kg/m?, and porosity of 0.53. Upstream of the channel was filled with 0.35 m deep
water and separated from dry bed downstream with a gate. Removing the gate, they cre-
ated a transient wave propagating downstream causing bed erosion. They measured the
water profiles and area of bed movement throughout the flume at two instants in time:
t=0.75s and 1.25 s.

We employed our model to simulate the water surface flow and sediment transport
of the test case using the LES and level-set methods to resolve the turbulence and water
surface evolution, respectively, in a fully coupled manner with the morphodynamics
module. The computational domain contains the entire flume and mobile bed. Solid sur-
faces are consider to be hydraulically smooth and modeled using the wall model. A grid
system with 1101, 81, and 49 nodes in streamwise, vertical, and spanwise directions
is employed to discretize the computational domain obtaining a roughly uniform grid
resolution of ~ 6 mm in all directions. A time step of 10™* s was sued for both the flow
and morphodynamic solver.

The numerical simulation were continued for 1.25 s of actual time. In Fig. 1, we com-
pare the measured and simulated results of both water surface and bed morphology at
t =0.75 and 1.25 s. As seen, the LES level-set method has done a reasonably good job
of capturing the evolution of free surface. The computed bed morphologies of the chan-
nel, in terms of the area of bed material movement, are in good agreement with the
measured areas of bed movement.

1.5 N 2.5 3.0

Fig.1 Measured free surface (circles) and bed movement area (dotted dashed lines) during a dam break
over mobile bed. a 3D view of the simulated free surface and bed elevation, in which Fr and z, represent
Froude number and bed surface elevation, respectively. b, ¢ Contours of computed velocity magnitude (V)
in the water phase on a longitudinal plane along the center-line of the channel. The solid lines in b and
¢ mark the location of the computed free surface (along the center-line). The orange-colored regions at
the bottom of pictures b and ¢ depicts the computed morphology of the channel bed. a—¢ Correspond to
t=0.95s,0.75 s, and 1.25 s, respectively, after the removal of the gate, which is located at x=0. Flow is
from left to right
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Table 1 Hydraulics and geometrical characteristics of the numerically and experimentally studied test case

Q (m’/s) H (m) W (m) L (m) Re Fr dsy (mm)

0.15 0.2 1.5 25 ~79x10* ~ 0.36 0.3

Q is the volumetric flow rate, H is the mean-flow depth, W is the channel width, L is the length of the flume,
ds, is the median grain size of the bed material, Re is the Reynolds number, and Fr is the Froude number

Fig.2 The measurement window
around the abutment model. We
note that the flume is 1.5 m wide
and 18 m long. The measured
bed-elevation profiles along the
four lines of (A), (B), (C), and
(D) are used to compare with
those obtained from numerical
simulations. Flow is from left

to right

4 Laboratory experiments

Experimental measurements were carried out in a 1.5 m deep mobile-bed indoor flume
at the Coastal and Hydraulic Research Laboratory (CHERL) of Stony Brook University.
In Table 1, we summarize the flow and geometrical parameters of the channel. The bulk
velocity (U,) of the channel flow was set equal to 0.5 m/s, resulting in Froude (= U,/ \/g_H )
and Reynolds (= p,, U R,/ p,,, Where R, is the hydraulic radius, u,, is the dynamics viscos-
ity of water, and p,, is the density of water) numbers of ~ 0.36 and ~ 7.9 x 10%, respec-
tively. A 0.5 m X 0.5 m X 0.5 m cube, which represents the model of bridge abutment, was
installed on the left bank of the flume. The surface of the abutment model and flume side
walls are hydraulically smooth. The bottom of flume is covered with 8 cm thick, non-cohe-
sive, uniform sediment material with a particle density of p, = 2650 kg/m®. Experiment
started from an initially flat-mobile-bed conditions. Soon after the flow runs through chan-
nel, sediment particles are mobile and scour process commenced near the leading edge of
the abutment. The data acquisition system for monitoring the evolution of bed topography
includes a fully-automatic sub-mm laser scanner mounted on top of the flume. To reduce
the time required for scanning the instantaneous bed topography (i.e. < 1 min) while the
experiment is running, the topography measurements were (1) limited to a 1.0 m (stream-
wise) by 1.3 m (spanwise) window around the abutment model, where the bed topography
evolved most rapidly (Fig. 2), and (2) carried at time instants of = 3, 8, and 18 min from
beginning of the test
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On the basis of our observations during the scour process, the scour pattern around the
abutment model reached a quasi-equilibrium after 18 min. The resolution of the measured
topography was sub-mm in vertical and & 1 mm in horizontal. The measured instantaneous
bed bathymetry and the bed-profiles along the four lines (a)—(d) of Fig. 2 will be presented
in the next sections, where we compare the measured data with those computed by the
VFES-Geophysics model.

5 Computational details

We discretized the governing equation in a computational domain that is 10 m, 1.5 m, and
0.2 m in streamwise (x), spanwise (y), and vertical (z) directions, respectively. An abut-
ment model was installed 5 m downstream of the inlet cross-section. A mean-flow depth of
0.2 m was used in the RL-LES. An additional vertical length of 0.2 m is also considered for
the air-phase domain in the LS-LES. In both RL and LS-LES, we consider an additional
vertical dimension of 0.08 m on the bottom of the flume to represent the sediment layer.

In the context of the CURVIB method, single-phase flow (RL) or two-phase flow (LS)
turbulent flow calculations are performed on the background mesh, while sediment trans-
port calculations are carried out on an unstructured triangular immersed boundary (IB)
surface mesh [44]. A uniformly-spaced background mesh of 5.0 mm, 7.5 mm, and 8.5 mm
in streamwise, spanwise, and vertical directions, respectively, is used (see Table 2). The
background mesh, therefore, consists of 13.5 and 22.9 million grid cells for the RL and
LS large-eddy simulations, respectively. Since the LS-LES contains an air phase that is

Taple 2 The computa?ional RL LS
grid systems and the time step
employed for the flow and

. . Ny XN, XN 1177 x 201 x 57 1177 x 201 x 97

morphodynamics solvers using X ¥ “

the rigid-lid (RL) and the level- Ax (m) 8.5x 107 8.5x 107

set (LS) methods Ay (m) 7.5% 1073 7.5% 1073
Az (m) 5.0%x 1073 50x 1073
Azt ~ 110 ~ 110
At(s) 1072 103
Ngi 19,128 19,128
Na» 25,769 25,769
Ngs 30,532 30,532
ASg,(m) 2.5x 1072 2.5x1072
AS,(m) 2.0x 1072 2.0x 1072
ASg5(m) 1.8 x 1072 1.8 x 1072

N; and Ai (Vi=1,2,3) indicate the number of grid nodes and the
grid spacing of the background grid for flow solver in the i direction,
respectively. x, y, and z represent streamwise, spanwise, and vertical
directions, respectively. Az* = u,Az/v is the minimum grid spacing in
the vertical direction scaled in inner wall units. Shear velocity, u,, is
calculated from wall model calculations. At is the temporal step. Ng; is
the numbers of computational nodes used for the unstructured triangu-
lar mesh system of Gj (Vj = 1,2, 3) to discretize the interface of water
and sediment. AS; is the mean edge size of the unstructured triangu-
lar grid Gj
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as high as the mean-water depth, the computational domain in our LS-LES is double that
of the RL simulation. The selected time steps used for the LS and RL computations are
At =103 s and 1072 s, respectively, considering stability requirements when incorporat-
ing surface-resolving methods. In all our calculations the Courant—Friedrichs-Lewy (CFL)
number was < 1. The background mesh was selected after sensitivity analysis of the hydro-
dynamics, previously reported in [34]. Herein we only present grid sensitivity analysis for
the sediment transport computations.

Three unstructured surface meshes with 18,128 (grid system G1); 25,769 (grid system
G2) and 30,532 (grid system G3) triangular elements are employed to discretize the sur-
face of the abutment model, flume’s mobile-bed, and sidewalls (Table 2). In order to maxi-
mize the accuracy of the projection of the bed shear stresses and velocity components onto
the mobile-bed surface elements and, consequently, sediment transport calculations; we
selected the spatial discretization of the bed surface to be consistent with the resolution of
background grid system [37].

In our RL-LES, we use a fixed water-flow rate at the inlet and a constant flow depth is
assumed throughout the simulation domain. For the LS-LES, however, while the water-
flow rate at the inlet is constant in time, the water surface throughout the flume is allowed
to move in the vertical direction. We note that in both simulations, the flume’s bed is
allowed to evolve. Therefore, in the RL-LES only the bed morphology is evolving (two-
phase flow), while in the LS-LES both the free-surface and the bed morphology of the
flume are evolving (three-phase flow). The log-law of the wall is applied as the velocity
boundary condition at the rigid surfaces of the abutment, mobile-bed of the flume, and
sidewalls [40]. Numerical simulations are carried out on Zagros supercomputing cluster at
the Department of Civil Engineering of Stony Brook University. Zagros has 76 compute
nodes and a total of 1216 cores of 3.06 GHz Intel X5675 with 6 GB RAM/core and QDR
Infiniband. The cluster has a 75 TB Lustre-based storage system with distributed meta data
servers (MDS) and object storage servers (OSS), all connected via the IB network in order
to handle high I/O needs of the VFS-Geophysics code. The coupled morphodynamics and
LES are run for about 18.0 mm of physical time. It is important to mention that the com-
putations for the RL-LES morphodynamics are carried out on 160 cores for about 7 days
of clock-time. The LS-LES morphodynamics computations, however, are executed on 180
cores and continued for about 47 days. The disparity in clock-time required for the two
simulations is expected as the time-step of the latter case is one order of magnitude smaller
compared to the former case (see Table 2). The reason for the long clock-time of LS com-
putations is twofold: (1) rapid fluctuations on the resolved free-surface require, generally,
smaller time step to ensure stability of the LS simulations and (2) LS method requires solu-
tion of the Jacobi—Hamilton equation and re-initialization of the distance function, which is
time consuming [50].

In order to set the initial condition for the coupled flow and bed morphodynamics simu-
lations, we start the turbulent flow computations by allowing no bed-deformation in the
channel. The flow field calculations without bed-deformation are continued for one flow-
through physical time (i.e. the time required for a water particle to travel through the length
of the flume). Then the flow field and water surface elevations (in LS-LES) at this time
are saved and used as the initial flow field for the coupled flow-bed morphodynamics
simulations.
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6 Results and discussions
6.1 Hydrodynamics

The effect of the RL assumption on the hydrodynamics around the abutment of the current
test case was previously studied by Khosronejad et al. [34], in which the channel-bed was
rigid. They investigate the RL effect on the LES of the flow field by comparing the RL and
LS computed results for the first and second order turbulence statistics. For the main part,
it was shown that the acceleration of the flow at the constricted region (between the face of
the abutment and the right-bank of the channel) led to an increase in the streamwise veloc-
ity of both the RL and LS computations. In the same region, however, the LS obtained
flow field corresponds streamwise velocities that are about 15% more than those of the RL,
owing to the water surface drop in the LS computations.

In Fig. 3, we plot the contours of the computed instantaneous Froude numbers around
the abutment before activating the sediment transport module, i.e. = 0. The LS computed
free surface includes regions with high Froude numbers of up to 0.96. The locally high
Froude numbers are limited to the areas around the leading edge of the abutment. Soon
after activating the morphodynamics module, the bed morphology of the channel starts to
evolve and adjust itself with the flow condition. The changes in the bed morphology of the
channel are expected to alleviate the difference between the flow fields of the RL and LS
methods. This could be confirm by examining the flow field of the two methods after the
bed morphology of the channel reaches quasi-equilibrium. For example, Fig. 4 depicts the
LES results of the instantaneous velocity magnitude, obtained from the RL and LS meth-
ods, through the channel after 18 min of sediment transport and scour development around
the abutment. As seen, the two methods seem to obtain similar flow pattern with compara-
ble velocity distributions and magnitudes.

Fig.3 Contours of instantaneous Froude number prior to activation of sediment transport module, which
represents ¢ = 0 of morphodynamics calculations when channel bed is flat. a Shows the LS computed free
surface of the flow, while b represents the computed Froude number with the RL assumption. Flow is from
left to right
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()

scour hole

Fig.4 Contours of LES computed instantaneous velocity magnitude (V) at seven transects along the chan-
nel after # = 18 min of scour process when the bed topography is at quasi-equilibrium. a, b Correspond to
the LS and RL methods, respectively. Flow is from left to right

In addition, to quantify the disparity among the velocity field of the RL and LS meth-
ods at equilibrium, we depth-averaged the finite time-averaged LES results of the veloc-
ity magnitude at r = 18 min. The finite time-averaged results are obtained by time aver-
aging the computed flow field over a short time window of 5 s: from 7 = 1080 to 1085 s,
during which the bed topography of the channel was assumed to be frozen at # = 18 min.
The time window of 5 s is short enough to ensure that the changes in bed geometry are
minimal. The depth- and finite time-averaged velocity magnitudes of the two methods
are then used to extract the velocity profiles along the three lines of (a), (b) and (¢) in
Fig. 2. As shown in Fig. 5, the depth- and finite time-averaged velocity magnitudes of
the two methods are quite similar with a mean-absolute-error and a maximum error of

about 2 and 4 percent, respectively.

y (m)
0.81 0.3 (mfs)
e 0.3 (m/s)
0.6 ,
0.4
2 ; 2
0.2+ = / 8
0% x=0.485(m) x=0.835(m)

Fig.5 Profiles of the depth- and finite time-averaged velocity magnitudes along (A), (B), and (C) lines
of Fig. 2. The finite time-averaging is carried out over a time window of 5 s, starting from 7 = 18 min to
18 min and 5 s. Solid and dashed lines correspond to the RL and LS computed velocity magnitudes, respec-

tively. y is the coordinate across the channel
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6.2 Morphodynamics

We start the morphodynamics discussion by presenting the results of the grid sensitivity
analysis. The structured background mesh is selected after a series of grid sensitivity analy-
sis for the flow field computations; previously reported by Khosronejad et al. [34]. In order
to examine the sensitivity of the computed morphodynamics results to the bed-surface grid
resolution, we focus on the unstructured triangular grid system. The coupled flow and bed
morphodynamics simulations are continued for 3 min of physical time on three unstruc-
tured triangular grid systems, denoted as G1, G2, and G3. We plot in Fig. 6 the computed
instantaneous bed-elevation profiles obtained with the G1, G2, and G3 grid systems. It is
evident from Fig. 6 that the morphodynamics results of grid systems G1 to G3 are not fully
converged. However, the figure shows that the results of the three grid systems, from G1
to G3, follow a converging trend. Therefore, the grid system G3 (i.e. the finest grid) was

Zp(m) : -
ABUTMENT (A)-line ABUIMENT (A)-1
0.02/ @ LS © e

0.0
-0.02

0.06

-0.1 T
01 03 0.7 1 01 03 07 T
i) X(m) X(m)

(B)-line B)-li
0.02 (b) is ® (B-line
-0.02

0.06

0.1 “"ABUTMENT
Zp(m) -
0.02/(©) o (® (CHline
0.0
-0.02

ABUTMENT)

ABUTMENT ABUTMENT]

0.06]

-0.1
Zy,(m)
0.02
0.0
-0.02

0.06]"

0.1 ~ ' ABUTMENT ABUTMENT

0.2 0'6y(m) 1.0 1.4 0.2 0‘6y(m) 1.0 1.4

Fig. 6 Grid sensitivity analysis of the computed instantaneous bed-profiles at = 3 min. a—d Show the LS
(LS) computed results, while e-h correspond to the RL computations. Simulated bed-profiles are obtained
along the (A)-line to (D)-line, as shown in Fig. 2. Double-dotted-dashed, dotted-dashed, and bold lines cor-
responds to the computation results of the bed-profiles on grid systems G1, G2, and G3, respectively. It is
evident that G3 unstructured mesh can provide grid independent simulations
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selected to perform the coupled flow and bed morphodynamics simulations. For the sake of
brevity, in the rest of paper, we only present the simulation results of the grid system G3.

In Figs. 7 and 8, we plot the computed instantaneous bed topography using LS and RL
methods. Our observations show that, in both cases, local scour starts near the leading edge
of the abutment and leads to formation of point bars around and downstream of the tail-
ing edge of the abutment. Comparing the computed scour patterns in these figures, one
can clearly see that the LS simulated scour pattern is more pronounced (in both depth and
width) than that of RL. We argue that this is related to the flow field results and bed shear
stress distribution of the LS and RL simulations. As reported by Khosronejad et al. [34],
the LS computed flow field is associated with a ~ 20% drop in water depth, immediately
downstream of the leading edge of the abutment. The drop in the water depth of LS sim-
ulated hydrodynamics leads to the formation of a high-velocity region with a bed shear
stress magnitude greater (by about 15%) than that of RL computed flow field [34].

A qualitative comparison among the LS-computed, RL-computed, and measured
scour patterns in the vicinity of the abutment model can be found in Fig. 9. We note that
Fig. 9d—f are blown up of Figs. 7 and 9g—i are blown up of Fig. 8. As shown in Fig. 9a—c,
the measured bed morphology can be characterized with a major scour hole and several
minor scour holes (i.e. SH1, SH2, SH3, and SH4) downstream of the leading edge. The
series of scour holes coincide along a straight line which make an angle of 40° with x-coor-
dinate (see the dashed-line in Fig. 9b). Throughout the experiment and until the quasi-
equilibrium state of the scour pattern, this angle is almost the same. We argue that these
scour holes clearly show footprints of large-scale, high-energy vortical structures that shed

(a) 2b(m)
-0.08 0.05

t=3min N\
LS -
(b)
t=8min ) SH5

o |

i

Fig.7 Color maps of computed instantaneous bed-elevation (z,) after a t = 3 min, b 8 min, and ¢ 18 min
using LS method. Blue region shows the scour hole region. A major scour hole zone can be seen near the
leading edge of the abutment. While, a less deep scour hole region is predicted immediately downstream of
the major scour hole (indicated as SH5 in b). A simulated sediment deposition region, which travels down-
stream, can be seen in the pictures. Flow is from left to right
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Fig.8 Color maps of computed instantaneous bed-elevation (z;) after a = 3 min, b 8 min, and ¢ 18 min
using RL assumption. A major scour hole zone can be seen near the leading edge of the abutment, While a
less deep scour hole region is obtained immediately downstream of the major scour hole (indicated as SHS
in ¢). Furthermore, a downstream-migrating point-bar can be seen in the pictures. Flow is from left to right

from the leading edge of the abutment. Both LS and RL computed bed morphology are in
good quantitative agreement with the measured morphology (Fig. 9d-i). More specifically,
the computed major scour holes in both LS and RL cases are similar to the measured one.
The computed scour patterns do not include the minor scour holes like those of SH1, SH2,
SH3, or SH4 in Fig. 9b. However, regions of deep scours apart from the major scour hole
can be clearly seen in both LS and RL simulations. In Figs. 7 and 8, the computed minor
scour regions are indicated with SHS. Therefore, as shown by the dashed-lines in Fig. e,
h), similar straight lines can be passed through the computed minor scour regions. Further-
more, the lines in the LS and RL computed bed morphologies make angles of ~ 39° and
~ 34°, respectively. Thus, one can clearly see that the SHS scour hole regions are diffused
forms of the measured minor scour holes. Depicted in perspective 3D view, Fig. 10 also
plots the scour pattern around the physical model of the abutment after t = 18 min. Before
discussing the sources of errors that have led to the discrepancies between the measured
and computed bed morphologies, we seek to compare the computed and measured results
quantitatively.

In Fig. 11 we compare the measured and computed bed profiles along the four lines
(a) to (d) of Fig. 2. As seen in this figure, the discrepancies between the computed LS
and RL bed profiles reduce in time and reach their minimum at the quasi-equilibrium (i.e.
t = 18 min). Additionally, the overall agreement of the computed and measured bed pro-
files deems to improve with the passage of time. This can be seen in the quasi-equilibrium
results of Fig. 11, which show a relatively better agreement between the computed and
measured bed profiles. This seems to imply that, despite our careful attention, the initial
conditions of the experiential test and numerical simulations are slightly different. The
fluctuations seen along the (C)- and (D)-lines of the measured bed profiles is associated
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Fig.9 Color maps of a—c¢ measured, d—f LS computed, and g—i RL computed instantaneous bed-elevation
(z;) from top view. The color maps are limited to the horizontal window in Fig. 2. A major scour hole can
be seen in all cases. Several distinctive minor scour holes—denoted as SH1, SH2, SH3, and SH4—can be
only seen in the measured bed morphologies (a—c). A diffused form of minor SHi scour holes can be seen
in the LS and RL computed bed morphologies. In b, e and h, we draw straight lines along the measured and
computed minor scour holes. Flow is from left to right

with minor scour holes of SH1 to SH4 (Fig. 9b). In order to statistically analyze the error
percentages of LS and RL computed bed profiles, we use the mean-absolute-error-percent-
age (err) and skill score (sk,,,,,), which are defined as follows [55]:

sk —1- Z(Zmodel - Ze)cp)2

score
Z(Zexp - Zexp)z

@
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Fig. 10 Perspective 3D view of a measured, b LS computed, and ¢ RL computed scour patter at the quasi-
equilibrium (i.e. = 18 min) around the physical model of the abutment. Flow is from left to right
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Fig. 11 Measured (dots), LS computed (solid-lines), and RL computed (dashed-lines) instantaneous bed-
elevation profiles along the (A), (B), (C), and (D) lines of Fig. 2

Z —Z,
‘model Xp % 100 (5)

err =

Zexp
where z,,, is the measured bed-elevation, z,,,,, is the computed bed-elevation, and z,,, is
the mean value of z,,,, and |-| is the local mean absolute operator. Based on the above defi-
nitions, the computational err would decrease as sk, increases and vice versa.

A quantitative analysis of the computed bed-elevation profiles (Fig. 11) can be done
via the calculated sk, and err in Tables 3 and 4, respectively. We note that the results
of these tables solely refer to the comparison of the RL and LS results for the morphody-
namics simulations. As shown in Table 3, the calculated sk,,,, for LS and RL computed
bed profiles converges to a maximum after 18 min (quasi-equilibrium). The calculated err,
on the other hand, for both the LS and RL computed profiles converges to a minimum
at quasi-equilibrium (Table 4). Using the data in Tables 3 and 4, we calculated the mean
values of sk,,,,, and err for the LS and RL computed bed profiles at = 18 min. The aver-

aged values of sk and err [for the bed-elevation profiles along (a)—(d)-lines in Fig. 11]

score
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Table 3 Calculated instantaneous

skill score (sk.,,,.) of the LS £ = 3min 1= 8min = 18min
and R.L predictions for the bed- (A)-line
elevation profiles along the four
lines of (A), (B), (C), and (D) RL 0.57 0.80 0.89
in Fig. 2 LS 0.46 0.73 0.87
(B)-line
RL 0.57 0.74 0.82
LS 0.44 0.73 0.83
(C)-line
RL 0.51 0.79 0.85
LS 0.49 0.66 0.79
(D)-line
RL 0.65 0.81 0.86
LS 0.53 0.72 0.86
Table 4 Calculated instantaneous ¢ = 3min ¢ = Smin ¢ = 18min
mean-absolute-error-percentage
(err)_ of the LS and RL . (A)-line
predictions for the bed-elevation
profiles along the four lines of RL 77.1% 23.4% 13.0%
(A), (B), (C), and (D) in Fig. 2 LS 83.2% 33.4% 8.5%
(B)-line
RL 4.9% 5.1% 2.7%
LS 10.1% 6.3% 3.9%
(C)-line
RL 4.9% 3.3% 1.5%
LS 6.1% 3.5% 2.0%
(D)-line
RL 3.1% 2.6% 1.6%
LS 3.5% 2.9% 1.8%

are 0.84 and 4.1% for LS and 0.85 and 4.7% for RL computations, respectively. This com-
parison clearly shows that the quantitative disparity between the LS and RL scour pattern
predictions is negligible. In Fig. 12 we also plot data-points of LS- versus RL-computed
bed elevations along the lines of (a)—(d) (Fig. 11). The bed-elevation data points at quasi-
equilibrium (i.e. at # = 18 min) align more closely along the 45° line that those of previous
instants in time (i.e. = 3 and 8 min). Overall, the scour pattern predictions of RL and LS
methods are of approximately the same accuracy while the computational cost associated
with the LS modeling is at least one order of magnitude higher than that of RL.

Finally, discrepancies in the prediction of instantaneous scour hole patterns (Fig. 9) can
be attributed to error sources such as: (1) uncertainties in experimental data acquisition,
(2) insufficient mesh resolution for the flow field solver, and (3) lack of a momentum equa-
tion for sediment particles transport in our continuum morphodynamics solver. The data
acquisition apparatus required about a minute to complete the scan of the horizontal win-
dow around the abutment for each of the t = 3 min, 8 min, and 18 min instants (Fig. 9).
Therefore, one can infer that the measured bed elevation at the beginning of the scanning
for an instant ¢ is not in perfect synchrony with the point data scanned at the end of the
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Fig. 12 Scatter-plot of RL and 5%107

LS computed bed elevation 12 = 0.9699

(in m) at quasi-equilibrium 5 O' 9221
re=0.

(t = 18 min) (red dots) and
before (¢ = 3 and 8 min) (blue
dots) along the (A), (B), (C),
and (D) lines of Fig. 2. Solid and
dashed lines show the perfect RL o F
fit and linear regressions using
least-square-fit, respectively.

Red and blue dashed-lines cor-

respond to the red and blue dots,

respectively. Red and blue 2

represent the squared correlation -5X1 O'2
coefficients of the red and blue

dashed-lines, respectively

5x10°

process. Given that the employed background grid system is not sufficiently fine to enable
resolution of the viscous sub-layer of the boundary layer, we use a wall-model approach to
describe the hydrodynamics effects of the dynamic bottom boundary on the flow field [37]
(Table 2). Lastly, the shortcomings in our continuum bed morphodynamics module could
have also contributed to the discrepancies observed in Fig. 9. A major shortcoming of the
continuum morphodynamics module concerns the use of empirical and mean-flow based
methods for computing the sediment bed-load flux [51, 56]. LES computed instantaneous
flow and shear stress fields are utilized to calculate the sediment bed-load flux. But, the
bed-load flux equations are based on mean-flow characteristics. We are currently seeking to
address this shortcoming of the continuum morphodynamics by linking the bed-load flux
of sediment to the instantaneous flow characteristics obtained from LES model.

7 Conclusion

Following on the two previous studies reported in [33, 34], in which the effects of rigid
lid assumption on the LES computed flow field of various Reynolds numbers were exam-
ined, herein we seek to investigate the impacts of free-surface resolving techniques on the
LES computed scour pattern around a laboratory-scale model of abutment at a moderate
Froude number of 0.36. The test case of Khosronejad et al. [34], i.e. turbulent open-chan-
nel flow and an abutment model, with a Reynolds number of 7.9 X 10% is selected as the
test-bed for the current work. We turned the rigid-bed flume of Khosronejad et al. [34] into
a mobile-bed channel by placing about 8 cm thick layer of roughly uniform sand material.
The mobile-bed experimental study, under live-bed condition, was carried out by allowing
the scour pattern around the abutment model to reach quasi-equilibrium, which occurred
after about 18 min. We employed a sub-mm scanner to measure the instantaneous bed mor-
pholody of the flume at different instants. The experimentally obtained bed morphological
data were used to assess the performance of coupled LES and morphodynamcis computa-
tions with LS and RL methods.
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The flow and bed morphodynamics evolution within the flume and around the abutment
model were numerically simulated using the flow, sediment, and geometrical conditions
identical to that of the experiment. The simulations were carried out using LES to resolve
the turbulent flow field. In one case, we employed the level set method to resolve the water-
surface elevation. In this case, both the water surface and the bottom boundary (mobile-bed
of the flume) evolve and, thus, were solved for in a fully-coupled three-phase flow manner.
In the other case, rigid lid assumption was used to prescribe the water surface. The com-
putational costs of the level set simulations were significantly higher than that of rigid lid,
almost an within order of magnitude. The scour patterns obtained by level set and rigid
lid are somewhat different during the initial stages of the scour process (Fig. 11). How-
ever, once the scour pattern reached its quasi-equilibrium, the predicted results of the two
methods seem to converge. Furthermore, our statistical analysis of the mean absolute error
percentage and skill score for the scour pattern predictions of the two methods suggest that:
(1) the simulated results of the both methods are in good agreement with the measured
results and (2) the predicted bed-elevation profile of the two methods, at or near the quasi-
equilibrium, are of the same order of accuracy (see Tables 3 and 4).

Hence, our findings show that the effect of water surface variations on the scour pro-
cesses around hydraulic structures is insignificant and thus rigid lid assumption can
be safely utilized to prescribe the free surface. Although, since this study is limited to a
Froude number of 0.36, such conclusion can be made only for cases in which Fr = 0.36.
However, as Froude number decreases, water surface variations and its effects on the flow
and morphodynamics are expected to reduce [57]. Therefore, one can argue that for the
open-channel flows with Froude number < 0.36 rigid-lid method could be used to prescribe
the water surface and such assumption will not jeopardize the accuracy of scour pattern
predictions.

Finally, it should be mentioned that the current study regards the effect of rigid lid
assumption on the morphodyanmics computations of LES under sub-critical flow regimes.
Further research may be required to examine the same effect under super-critical flow
regimes, in which greater water-surface deformations are expected.
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