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Abstract—RNA-Seq technology allows for high-throughput, low cost measurement of gene expression. An important step in this process is the assembly of mRNA transcript short reads into full transcripts. The problem can be viewed as a flow decomposition problem in which the objective is to minimize the number of path flows needed to represent a given flow. In this work we relax the edge flow constraints to allow for some uncertainty in their measurement. We formulate this as the Inexact Flow Decomposition problem and propose an algorithmic strategy to solve it. In practice, real biological data has measurement errors and so experimentally-derived edge-weighted splice graphs are often not flows. The proposed method is the first approach to this problem that explicitly controls the error allowed on each edge in these graphs in order to achieve a flow. In an intermediate step, the method solves an exact flow decomposition instance; if a greedy method is used for this step, the overall running time is \(O(|E|^2|V|^2 + |P|^3)\), where \(P\) is the solution found to the flow decomposition instance. Preliminary results on simulated biological data sets show that in many cases the ground truth paths can be recovered at approximately correct abundances, even with noisy input data.
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I. INTRODUCTION

RNA-Seq is a powerful sequencing technology that allows for both the discovery and quantification of expressed RNA transcripts [4]. One of its primary applications is as a low cost measurement of gene expression [31] under a variable set of conditions such as developmental stages, time, disease states, cell type and stimuli [11]. Alongside the identification of regulatory activity, RNA-Seq may also be used to identify small and long non-coding regulatory RNAs, infer gene structures and identify fusion and alternatively spliced transcripts [6], [15], [18], [20].

Each of these applications provides unparalleled insight into the complexity of the underlying gene regulation responsible for phenotypic diversity, and each comes with their own suite of computational challenges. One of the most significant challenges of RNA-seq analysis is the accurate reconstruction of transcript sequences from short-read sequencing technologies, which have dominated the sequencing market since the introduction of second generation sequencing technology.

As such, much effort has been placed into the development of methods capable of transcript assembly from short reads. Two of the most popular tools are Cufflinks [29] and StringTie [24]. Cufflinks, the older of the two methods, represents the relationship between aligned reads using an overlap graph. This graph is decomposed into a set of transcripts using minimum path cover. Transcript abundances are then estimated using a maximum likelihood approach. StringTie, on the other hand, uses read data to construct a splice graph, and chooses both transcripts and their abundances using a heaviest-path approach.

In this work, we describe a new way of extracting transcripts and their abundances from a splice graph built from short read data. Assuming the splice graph is a flow, recent work [13], [27] has modeled this task as the Flow Decomposition problem, and sought efficient heuristics [27] and improved theoretical approaches such as fixed parameter tractable (FPT) algorithms [13] to solve it. In the splice graph model, nodes are subsequences of a gene (exons), and weights (flows) on edges indicate a measurement of the number of times that the source and target exons are observed consecutively in the sample. By recovering the minimum set of weighted paths to decompose the flow on the graph, these algorithms find a likely set of expressed transcripts, along with their weights. It is assumed that the smallest number of transcripts that could have generated the data is the best solution; this assumption was validated in [13]. Here, we extend this model to account for uncertainty in the sample measurements. There are numerous sources of uncertainty, biases and errors that plague each step of an RNA-Seq experiment. Prior to splice graph construction, these sources include sampling, library preparation, base-calling, read preprocessing and spliced read alignment [5], [8], [16], [17], [23], [32]. Because of these errors, a measured splice graph is unlikely to be a flow; thus, in order to uncover transcripts and their quantities from data, an error-correction model must be applied to generate a flow network, which can then be decomposed into paths (isoforms) and weights (abundances).

Rather than assign an exact weight to each edge, we assign an interval of possible weights, thereby accounting for possible errors in measurement. We then seek a minimal set of paths to explain these intervals. We model this as the Inexact Flow Decomposition (IFD) problem and formalize it in §III. Additionally, we give a method for applying IFD to find source
and sink nodes in the splicing graph. In general, IFD may be a more realistic model for many problems currently modeled as flow decomposition or similar problems, because it explicitly accounts for uncertainty in measurements.

II. RELATED WORK

The Flow Decomposition problem has been studied since 2008, when it was introduced to model routing in telecommunication networks [30]. While many algorithms for producing a flow on a network generate a decomposition of the flow into paths in order to find the solution (e.g., the augmenting paths of the Ford-Fulkerson algorithm), the set of these paths is not generally minimal. It has been shown that Flow Decomposition is NP-hard [30], even when the flow values are chosen from a small set of possible values [12]. The only known approximation algorithm for Flow Decomposition is given in [22] and gives solutions within $L \log(f_{\max}) \log(f_{\max})$ of optimal, where $L$ is the longest $s$-$t$ path in the graph, and $f_{\max}$ is the maximum flow on any edge. A number of simple heuristics have been proposed [30], and while they perform poorly on carefully constructed inputs [12], the method of choosing and removing the $s$-$t$ path with greatest flow (“Greedy-Width”) was arguably the best-performing practical algorithm until 2016, when the “Catfish” algorithm [27] was published. The main idea of this method is to apply path-preserving transformations to the input graph in order to reduce an upper bound on the number of solutions needed; then Greedy-Width is run on the transformed graph. Catfish performs very well on simulated RNA transcript assembly data, where the true number of paths to be recovered is almost always between 1 and 10. More recently, a fixed-parameter tractable (FPT) algorithm was developed [13], that gives similar accuracy and running times on the same data sets used in [27], although it becomes impractical for larger inputs.

A number of RNA-Seq assembly tools use flow decomposition as a core component of their methods. The first RNA-seq tool to utilize minimal path flow decomposition to solve the transcript assembly and quantification problem was Traph [28]; this work also considers error-correction in the experimentally-measured splice graph, by first determining a flow that best fits the data. Other tools such as Scallop [26] do not explicitly solve a flow decomposition problem, but do seek parsimonious sets of paths through splice graphs. A very recent tool called Ryuto [9] builds upon the methods developed by [28] and [26] and was able to reduce the number of false positive transcripts identified while finding more true transcripts when compared to Scallop.

III. PRELIMINARIES

An inexact flow network is comprised of a network $G = (V,E)$, where $V$ is a set of vertices and $E$ is a multiset of directed edges; $V$ contains a designated source vertex $s$ and a designated sink vertex $t$. $|V| = n$ and $|E| = m$. Additionally, each edge $e \in E$ has an associated flow interval $I_e$. Flow intervals are either bounded or unbounded. Bounded flow intervals have the form $[l_e, u_e]$, where $0 \leq l_e \leq u_e$. Unbounded flow intervals have the form $[l_e, \infty)$, where $0 \leq l_e$. We use unbounded edges to identify a source and sink if they are not known; see §V-C. A path flow decomposition for an inexact flow network consists of set of $s$-$t$-paths $P = \{p_1, \ldots, p_k\}$ and associated positive path flow weights, $w = (w_1, \ldots, w_k)$ such that for each edge $e$

$$[f(e) \triangleq \sum_{i \in p_i} w_i] \in I_e. \quad (1)$$

We specify each path $p_i$ by its ordered list of edges, where $p_i[k]$ refers to the $k$th edge along $p_i$.

Any path flow decomposition of a splice graph $G$ represents a set of transcripts and their abundances that could have generated the reads used to construct $G$.

In this work, we restrict attention to the case where the flow interval bounds $0 \leq l_e \leq u_e$ and the path weights $w_i > 0$ are integers. The inexact flow decomposition (IFD) problem is to find a path flow decomposition $(P, w)$ such that $|P| = k$ is minimized. Among all solutions $(P, w)$, where $|P| = k$, we seek those with minimum total flow $F = \sum w_i$. Figure 1 shows an example inexact flow network representing a gene with four exons, along with an optimal decomposition of the network into two paths and a non-optimal decomposition of the network into three paths.

**Lemma 1:** Let $(P^*, w^*)$ be an optimal solution to IFD. For each $p_i \in P^*$, there exists an edge $e \in p_i$ such that $f(e) = l_e$. 

![Fig. 1: An example inexact flow network and two possible decompositions of it.](image-url)


Proof: Suppose there exists $p_i \in P$ such that for every edge $e \in p_i$, $f(e) > l_e$. Then the flow value $w_i$ of $p_i$ can be reduced by 1, contradicting the optimality of $(P^*, w^*)$. ■

The upper bound on the fixed-weight version of the problem, given in [30], applies to the interval version as well.

Lemma 2 (Upper bound on optimal solutions): $k^* \leq m - n + 2$.

Proof: First, note that $(P^*, w^*)$ corresponds to some flow on the graph $G$. By Proposition 4 of [30], the paths in a minimal decomposition of an exact flow graph must be linearly independent. Then, the number of paths in an optimal decomposition of the flow graph is upper bounded by the number of linearly independent paths in the graph. As in the proof of Proposition 9 of [30], we let $G^0$ be $G$ with an additional edge from $t$ to $s$. Then, by Theorem 1, Chapter 2 of [3], the maximum number of independent cycles in $G^0$ is $(m + 1) - n + 1$. So, the total number of independent cycles in $G$ is $m - n + 2$. Thus, $k^* = |P^*| \leq m - n + 2$. ■

We note that this upper bound may be improved by excluding edges that will not be used in a solution to IFD.

Lemma 3: The maximum flow on any edge in an optimal path decomposition is bounded above by

$$B = (m - n + 2) \max l_e.$$  \hfill (2)

Proof: By Lemma 1, the flow on a path in an optimal path decomposition $(P^*, w^*)$ equals some $l_e$ value. By Lemma 2, there are at most $m - n + 2$ paths in $P^*$. Thus, $f(e) \leq (m - n + 2) \max l_e$ for any edge $e \in E$. ■

Lemma 3 shows that we can replace unbounded flow intervals with bounded ones, so we can assume that all flow intervals are bounded in the input. For example, in the network shown in Fig. 1, $B = 30$, and would be even if any edges had infinite upper bounds.

Clearly a path flow decomposition to an IFD instance exists if and only there is a flow solution $\langle f(e) \rangle_{e \in E}$ that meets all flow interval constraints. Given an IFD instance in which the flow intervals are all bounded, we can use a standard approach based on maximum-flow that can find a solution that conforms to all lower and upper bounds on edge flows, if one exists. For completeness, we describe the approach: We define a new set of flow variables $\langle f'(e) \rangle$ satisfying

$$f(e) = l_e + f'(e).$$  \hfill (3)

We add a new edge $(t, s)$ with $l_{(t,s)} = 0$ and $u_{(t,s)} = B$ and extend the conservation of flow requirement to $s$ and $t$; thus $(t, s)$ will have flow $F$ in any flow solution. For each vertex $v \in V$ (including $s$ and $t$),

$$\sum_{e \in \text{out}(v)} f(e) - \sum_{e \in \text{in}(v)} f(e) = 0.$$  \hfill (4)

By (3) and (4),

$$\sum_{e \in \text{out}(v)} f'(e) - \sum_{e \in \text{in}(v)} f'(e) = \sum_{e \in \text{in}(v)} l_e - \sum_{e \in \text{out}(v)} l_e \triangleq \text{exc}(v).$$  \hfill (5)

We create a flow network $G' = (V', E')$ where $V' = V \cup \{s', t'\}; s'$ is a new source vertex and $t'$ is a new sink vertex. We include all edges $e \in E$ into $E'$ where the capacity of an edge $e \in E$ is set to $u_e - l_e$. For any $v \in V$ with $\text{exc}(v) > 0$, we add an edge $(s', v)$ with capacity $\text{exc}(v)$. Likewise, for any $v \in V$ with $\text{exc}(v) < 0$, we add an edge $(v, t')$ with capacity $-\text{exc}(v)$. Next, we find a maximum flow $F^*$ in this network (e.g., by using the Edmonds-Karp algorithm [7]; we note the solution found will be integral since all constraints are integers).

Lemma 4: The maxflow solution $\langle f'(e') \rangle$ saturates all edges $(s', v) \in E'$ (equivalently, all edges $(v, t') \in E'$) if and only if there is a flow solution $\langle f(e) \rangle$ to the IFD instance.

Proof: It is easy to see that $\sum_{v \in V} \text{exc}(v) = 0$, since each edge $e \in E$ contributes $l_e$ and $-l_e$ to the sum. Thus,

$$\sum_{v \in V : \text{exc}(v) > 0} \text{exc}(v) = \sum_{v \in V : \text{exc}(v) < 0} \text{exc}(v),$$  \hfill (6)

and so the outgoing edges from $s'$ are saturated if and only if the incoming edges to $t'$ are saturated. If this occurs, by conservation of flow, (5) will be satisfied for all $v \in V$, and so defining $\langle f(e) \rangle$ by (3) provides valid flow in the original IFD network (since $0 \leq f'(e) \leq u_e - l_e$ for all $e \in E$ and the fact that (3) and (5) imply (4)). Conversely, a valid IFD flow $\langle f(e) \rangle$ gives rise to a maximum flow in $G'$, $\langle f'(e) \rangle$ by defining $f'(e) = f(e) - l_e$ for $e \in E$ and saturating all edges incident to $s'$ and $t'$.

IV. PROPOSED IFD ALGORITHM

Lemmas 3 and 4 suggest the following strategy for solving the IFD problem: first compute upper bounds for all unbounded edge constraints, then find a valid integer flow solution, then decompose this flow into paths. We refine this basic approach with several additional heuristics and summarize it in Fig. 2.

1) Replace all unbounded flow intervals $[a, \infty)$ with bounded intervals $[a, B]$, where $B$ is computed in Equation (2).
2) Find a valid integer flow $\langle f(e) \rangle$ for the bounded IFD instance (or report that no solution exists) by solving an associated maxflow problem.
3) Heuristic 1: Modify the flow solution $\langle f(e) \rangle$ to another feasible solution $\langle f'(e) \rangle$ that potentially requires fewer paths to decompose.
4) Decompose $\langle f'(e) \rangle$ using an existing method such as Greedy-Width or Catfish to obtain an initial path solution $(P, w)$.
5) Heuristic 2: Refine $(P, w)$ in order to reduce $|P|$; we search for opportunities to adjust the weights on a pair of paths such that a third path becomes unnecessary, or to splice paths such that one of the resulting paths can be eliminated.

Fig. 2: The proposed IFD algorithm.
We remark that this strategy is guaranteed to find a solution when one exists but that this solution is not necessarily optimal. Since IFD generalizes the standard flow-decomposition problem, it is at least as computationally hard; namely it is NP-hard even if all flow values are taken from \{1, 2, 4\} \cite{12} and also does not admit a PTAS \cite{30}. The running time of each step is: Step 1: \(O(m)\) time, Step 2: \(O(n^2m)\) time (using Edmonds-Karp), Step 3: \(O(n^2m)\) time per edge removed (see below), Step 4: Greedy-Width: \(O(m + n \log n)\) time (using a modification of Dijkstra’s algorithm), Catfish: \(O(m^2n^2)\) time, Step 5: \(O(|P|^3)\) time. We next describe the heuristic steps above in further detail.

A. Heuristic 1: Flow simplification

It may be possible to modify the initial flow \(\{f(e)\}\) produced by Step 2, to create another feasible flow \(\{f'(e)\}\) that requires fewer paths to decompose. Lemma 3 provides an upper bound on \(k^*\) that depends linearly on the number of edges in the graph. Thus, if we can modify the flow to use fewer edges, we may reduce \(k^*\). We define \(C_f = \{e : l_e = 0, f(e) > 0\}\) as the set of candidate edges for elimination. To check if it is possible to modify the flow solution \(f\) so that \(f(e) = 0\) for some \(e \in C_f\), we make use of the previous maxflow instance and modify the upper bound constraint for \(e\) to be \(u_e = 0\); again by the Lemma 4, we can find a feasible flow with this additional constraint if one exists. The full method is as follows:

1) Compute \(C_f = \{e : l_e = 0, f(e) > 0\}\) and \(Z_f = \{e' : f(e') = 0\}\).
2) Order \(C_f\) by increasing \(f(e)\).
3) For each \(e \in C_f\), check (using maxflow) if \(f'\) can be found that satisfies the IFD instance with additional constraints \(f'(e) = 0\) and \(f'(e') = 0\) for all \(e' \in Z_f\). If yes, add \(e\) to \(Z_f\) and go to 1.

B. Heuristic 2: Reducing the number of paths

We next describe several heuristics for reducing the number of paths needed in the IFD solution. If the edge flow interval bounds are somewhat slack, these opportunities are often found (see §VI).

a) Rebalancing: Consider a triple of paths \(p_i, p_j\) and \(p_k\) that overlap as shown in Fig. 3. It is possible that the flows on \(p_i\) and \(p_j\) can be adjusted such that \(p_k\) can be eliminated. For each pair of paths \(p_i, p_j\), we compute the following:

\[
\begin{align*}
\text{fwd}(i, j) & \equiv \argmax_{l \geq 0} p_i[1 \ldots l] = p_j[1 \ldots l] \\
\text{rev}(i, j) & \equiv \argmax_{l \geq 0} p_i[\text{len}(p_i) - l + 1 \ldots \text{len}(p_i)] \\
& = p_j[\text{len}(p_j) - l + 1 \ldots \text{len}(p_j)]
\end{align*}
\]

Next, for all triple of paths \(p_i, p_j, p_k\), we define:

\[
\text{lap}(i, j, k) \equiv \text{fwd}(i, k) + \text{rev}(j, k) - \text{len}(p_k).
\]

If \(\text{lap}(i, j, k) > 0\), then paths \(p_i\), \(p_j\) and \(p_k\) are as shown in Fig. 3. Let

\[
f_{-ijk}(e) \equiv \sum_{p_l \in P \setminus \{p_i, p_j, p_k\}, e \in P_l} w_l
\]

be the current flow on edge \(e\), ignoring paths \(p_i\), \(p_j\) and \(p_k\).

We first check if the flows \(w_i\) and \(w_j\) on paths \(p_i\) and \(p_j\) can be adjusted so that all affected edge constraints remain satisfied. Then \(w_i\) and \(w_j\) must satisfy the following constraints:

\[
\begin{align*}
w_i & \in [l_e - f_{-ijk}(e), u_e - f_{-ijk}(e)], \quad \forall e \in P_l \cap P_j, \\
w_j & \in [l_e - f_{-ijk}(e), u_e - f_{-ijk}(e)], \quad \forall e \in P_j \cap P_j, \\
w_i + w_j & \in [l_e - f_{-ijk}(e), u_e - f_{-ijk}(e)], \quad \forall e \in P_l \cap P_j.
\end{align*}
\]

Let

\[
\begin{align*}
L_{w_i} & = \max_{e \in P_l \cap P_j} l_e - f_{-ijk}(e), \\
U_{w_i} & = \min_{e \in P_j \cap P_j} u_e - f_{-ijk}(e), \\
L_{w_j} & = \max_{e \in P_j \cap P_j} l_e - f_{-ijk}(e), \\
U_{w_j} & = \min_{e \in P_j \cap P_j} u_e - f_{-ijk}(e), \\
L_{w_i + w_j} & = \max_{e \in P_l \cap P_j} l_e - f_{-ijk}(e), \\
U_{w_i + w_j} & = \min_{e \in P_j \cap P_j} u_e - f_{-ijk}(e).
\end{align*}
\]

Then, the above constraints are equivalent to the following:

\[
\begin{align*}
w_i & \in [L_{w_i}, U_{w_i}], \\
w_j & \in [L_{w_j}, U_{w_j}], \\
w_i + w_j & \in [L_{w_i + w_j}, U_{w_i + w_j}].
\end{align*}
\]
Again, we would like to see if integers flow for paths $p'$ and $p_k$ can be found so that all edge flow constraints are satisfied. The formulation of this problem is identical to (10), so we apply the same method as above.

We implement checking these path reduction options in a subroutine, try-reduce $(i, j, k)$. The full heuristic is a follows: while there is an unchecked triple $(i, j, k)$, call try-reduce $(i, j, k)$, if it finds a path-reduction operation among paths $p_i$, $p_j$, and $p_k$ it performs it; thus reducing $|P|$ by one. Remove unchecked triples that involve the eliminated paths and create new triples to check involving any new or modified paths against current set of paths. Finally, we update the fwd and rev tables along rows and columns corresponding to each new path created by splicing.  

**c) Other Pairwise Opportunities:** The final path-reduction method is to consider just pairs of paths $p_i$ and $p_j$ that have some overlap. We check if rebalancing is possible by adjusting their path flows, such that the flow on one of the paths can be reduced to zero and thus eliminated. We also check if splicing the paths at a vertex where they overlap and then rebalancing allows the flow on one of the paths to be reduced to zero. This is also checked using the same approach as above.

**V. USING IFD FOR RNA TRANSCRIPT ASSEMBLY**

As mentioned, there are variety of ways that the edge weights in the splice graph can contain errors, and so it is likely that real RNA read data sets will not yield a flow in the splice graph. We consider two approaches to model these errors and determine an IFD instance to solve in order to obtain a set of paths (assembled transcripts) and weights (abundances).

**A. Confidence-based Flow Intervals**

Suppose that the probability distribution of measured edge weights in the splice graph is known, e.g. if the true flow value on an edge is $x$, the measured flow value is distributed according to some probability distribution $D_x$. For simplicity, we assume that for each true flow value $x$, the measured edge weight $m$ is independently sampled from $\mathcal{N}(x, (\epsilon x)^2)$, the Gaussian distribution with mean $x$ and standard deviation $\epsilon x$; and then $m$ is rounded to the nearest integer. The resulting edge weights will no longer be a flow (with high probability), and so existing flow decomposition methods cannot be directly applied. To use IFD, we need to choose flow intervals for each measured edge weight $m$. We numerically compute the posterior distribution (assuming a uniform prior), i.e., for a given $m$ what is the probability that $m$ was sampled from $\mathcal{N}(x, (\epsilon x)^2)$. We then compute a confidence intervals for each $m$ value, e.g., 95%. For example, if $[l_{95}(m), u_{95}(m)]$ is the computed 95% confidence interval for a measured edge weight $m$, the true flow value falls in this interval with probability $0.95$. Higher confidence intervals are larger, and so more likely to yield a feasible IFD solution, but intervals that are too large may allow too much flexibility and reduce solution fidelity if too few paths are found. We explore this in § VI-B.

**B. Minimum Cost Flow Intervals**

We adapt the method of Tomsecu et al. [28], that considers the problem of finding a flow that provides the best fit to the experimental abundance data. A fitting-error function $c_e()$ is specified for each edge $e \in E$. Common functions include linear or sum-of-squares error. The objective is then to determine a flow $f$ on $G$ such that $\sum_{e \in E} c_e(|a(e) - f(e)|)$ is minimized. Let this flow be called $f_{\text{fit}}$. For each edge $e \in R$, let

$$\Delta(e) = |a(e) - f_{\text{fit}}(e)|.$$  

(12)

We then use the interval $[a(e) - \Delta(e), a(e) + \Delta(e)]$ as the flow constraint interval for edge $e$ in the IFD instance. Note that if each $c_e()$ is monotonic then any flow solution to the IFD will have the same fitting-error as $f_{\text{fit}}$. Some intervals found in this way have $l_e = u_e$, and so we also consider adding some slack to these edges to promote the use of Heuristic 2. See §VI-C.

Tomsecu et al. find $f_{\text{fit}}$ by solving an associated minimum-cost flow problem. The construction below is a slight simplification of their approach: We suppose that a splice graph $G = (V, E)$ is given as input and that for each edge $e$, $a(e)$ is the experimentally determined abundance of transcripts that traverse $e$. Source and sink nodes in $G$ are also specified. For convenience, we first add a new node $x$ to $G$ and edges $(x, s)$ and $(t, x)$ to $E$, for each source $s$ and sink $t$. We let $a(x, s) = \sum_{e \in \text{out}(s)} a(e)$ and $a(t, x) = \sum_{e \in \text{in}(t)} a(e)$, where node $x$ will serve to ensure that a balanced flow is achieved; we require that the flow out of all sources equals the flow into all sinks. We construct a supplemental flow network $G_{\text{sup}} = (V_{\text{sup}}, E_{\text{sup}})$, where $V_{\text{sup}} = V \cup \{s', t', x\}$. For each $e \in E$, including the newly created edges above, we add an edge $e_{\text{sup}}$ to $E_{\text{sup}}$ and let $f(e) = a(e) + f_{\text{sup}}(e)$; $f_{\text{sup}}(e)$ is the amount by which $a(e)$ must be supplemented (either positively or negatively) in order to achieve an optimal flow. The cost of sending flow on $e_{\text{sup}}$ is given by $c_e(f_{\text{sup}}(e))$ and $e_{\text{sup}}$ is provided infinite capacity. For each $v \in V \cup \{x\}$, we compute

$$a_{\text{exc}}(v) \triangleq \sum_{e : v \in \text{in}(e)} a(e) - \sum_{e : v \in \text{out}(e)} a(e).$$

In order to achieve conservation of flow at all vertices in the final flow solution, we must have that

$$\sum_{e : v \in \text{out}(v)} f_{\text{sup}}(e) - \sum_{e : v \in \text{in}(e)} f_{\text{sup}} = a_{\text{exc}}(v),$$  

(13)

for all $v \in V \cup \{x\}$. To achieve this at minimum cost, we create following min-cost flow instance: If $a_{\text{exc}}(v) > 0$, add an edge $(s', v)$ with capacity $a_{\text{exc}}(v) > 0$ and cost 0. Likewise, if $a_{\text{exc}}(v) < 0$, add an edge $(v, t')$ with capacity $-a_{\text{exc}}(v) > 0$ and cost 0. The flow requirement is to send

$$A \triangleq \sum_{v : a_{\text{exc}}(v) > 0} a_{\text{exc}}(v)$$

units of flow from $s'$ to $t'$. We observe that $A$ is the capacity of both the cut $(s', V_{\text{sup}} \setminus s')$ and the cut $(V_{\text{sup}} \setminus t', t')$, thus all outgoing edges of $s'$ and incoming edges of $t'$ must be
saturated to achieve the desired flow. If this flow is achieved, it is easy to see that (13) will hold at each \( v \in V \cup \{s^*\} \) and so \( f \) will be a flow in \( G \). As shown in [28], \( f \) minimizes the fitting-error.

C. Identifying Sources and Sinks

Existing RNA transcript prediction methods based on flow decomposition, such as Traph [28], Catfish [25] and Tobog- gan [14] assume that the source and sink nodes are known in the flow network. These nodes correspond to exons that appear at the beginning or end of transcripts. While some start/end exons may be clear (e.g., nodes for which there are only outgoing/incoming edges with measured weights), this is not a completely reliable method if, for example, an exon appears at the beginning of one transcript and in the middle of another. We propose a simple approach to identify sources and sinks using IFD: create a new source node \( s^* \) and sink node \( t^* \) and then, for all \( v \in V \), add edges \((s^*, v) \) and \((v, t^*) \) to the network, with associated flow constraint intervals of \([0, \infty)\).

Then, all \( v \) such that \( f(s^*, v) > 0 \) in the IFD solution are sources, and all \( v \) such that \( f(v, t^*) > 0 \) in the IFD solution are sinks.

VI. EXPERIMENTAL RESULTS

We tested our proposed IFD algorithm on splice graphs constructed from simulated human transcriptomes, drawing from the extensive test corpus used in two previous studies [13], [27]. This data consists of flow graphs generated from simulated transcriptomes from three different species: human, mouse, and zebrafish. Transcripts (paths) and their abundances (weights) were simulated for each species using Flux-Simulator [10], and these were superimposed to construct splice graphs. (Reads were not used.) For this study, we considered only the human data set, which had 524,212 splice graph instances with at least two paths. These nontrivial instances averaged 18.8 nodes, 22.6 edges, and 2.8 paths. We simulated errors on the weights of the splice graph edges; see §VI-A.

Because these reads were simulated from real gene data, the simulated paths are considered to be a ground truth minimal decomposition of paths for the resulting flow network. While it may not always be the case that the simulated paths are in fact a minimal decomposition (there could be a decomposition with a smaller number of paths, using a different set of paths than those that generated the flow graph), it was found in [13] that in most cases (at least 99%), the simulated paths are indeed a minimal decomposition for the network.

In order to measure the quality of the paths and weights predicted by our algorithm, we compute the weighted Jaccard similarity \( (WJS) \) between the groundtruth set of paths \( P^* \) and the predicted set of paths \( P \). For each IFD instance, we arbitrarily order the set of all paths in the union of \( P^* \) and \( P \) and create vectors \( X^* \) and \( X \) containing the corresponding weights. If \( X^* \) and \( X \) both have length \( n \), then the weighted Jaccard similarity between them is defined to be

\[
WJS(X^*, X) = \frac{\sum_{i=1}^{n} \min\{X^*[i], X[i]\}}{\sum_{i=1}^{n} \max\{X^*[i], X[i]\}}.
\]

\( WJS(X^*, X) \in [0, 1] \), with \( WJS(X^*, X) = 1 \) only when the predicted paths and their weights exactly match the groundtruth paths and their weights.

We implemented the IFD algorithm described in §IV in Python, making use of some graph data structures and processing functionality developed as part of Toboggan [14], and using Google’s OR-Tools [1] to solve min-cost flow and maxflow instances. For simplicity and scalability, the Greedy-Width algorithm [30] was used to construct the initial path decomposition and as in [12] we use a modified version of Dijkstra’s algorithm to find bottleneck paths. The Python code and link to the data used to generate the results reported in this section can be found at https://github.com/msu-alglab/ifd.

A. Simulating Data Errors

As discussed in §I, there are a variety of ways that splice graph edge weights can contain errors. To create data with such errors, we assume that for each true flow weight \( x \), the actual measured edge weight \( m \) is independently sampled from \( N(x, (\epsilon x)^2) \), the Gaussian distribution with mean \( x \) and standard deviation \( \epsilon x \); we assume the sample \( m \) is then rounded to the nearest integer. For this experiment we fixed \( \epsilon = 0.05 \). The resulting edge weights will no longer be a flow (with high probability) and so existing flow decomposition methods cannot be directly applied. We investigate both confidence interval and minimum cost flow interval approaches described in §V-A and §V-B, respectively, in order to determine path decomposition solutions.

B. Confidence Interval Experiment

To create IFD instances from flow graphs with errors, we need to choose flow intervals for each measured edge weight \( m \). To use the method from §V-A, we numerically compute the posterior distribution (assuming a uniform prior), i.e., for a given \( m \) what is the probability that \( m \) was sampled from \( N(x, (\epsilon x)^2) \). For example, if \([l_{95}(m), u_{95}(m)]\) is the computed 95\% confidence interval for a measured edge weight \( m \), the true flow value falls in this interval with probability 0.95.

Our results are reported in Table I, by confidence interval. Because not all instances are solvable at every confidence level, and instances with larger \(|P^*|\) are generally more difficult to solve, we report the average WJS and \(|P|\) weighted according to the distribution of \(|P^*|\) in the full data set. The best WJS is found when using a 95\% confidence interval. Surprisingly, the fewest paths are found using the one of the smaller tested confidence intervals, 85\%. One possible reason for this is that the graphs with error that are solvable with smaller intervals must have perturbed weights that are close to the true weights, making them “easier” to solve. Additionally, for those graph instances which have smaller solutions for lower confidence intervals, it is often the case
that the initial solution found by Greedy-Width is smaller for the lower confidence intervals than higher confidence intervals. This suggests that a substituting a more accurate method such as Catfish may reduce the number of paths found at higher intervals. However, our ultimate goal is accurate reconstruction of isoforms and abundances, which we measure with WJS. Wider intervals are necessary to find solutions for most instances. For example, a 90% confidence interval finds solutions in less than half of our test cases. This is because the test cases tend to have many edges (22.6 on average), meaning that there are many opportunities for non-overlapping intervals to be created in a graph, even when we expect that each interval contains the true weight 90% of the time.

Though not reported in Table I, we also note that, as expected, Heuristic 2a (rebalancing) and Heuristic 2b (splice and merge) occur more frequently as the interval size increases. At all confidence levels tested, rebalancing occurred much more frequently than splicing and merging. For example, at a 95% interval, the weighted average of rebalances per solvable graph instance was 0.96, while the weighted average of splice and merges per solvable graph instance was 0.34.

**TABLE I: Experimental results using a simulated human transcriptomic data set with simulated errors.** For varying confidence intervals, we report the percentage of inputs for which the IFD instance was solvable. For solvable instances we also report the weighted average of weighted Jaccard similarity scores and number of predicted paths.

| confidence interval | IFD solvable | weighted avg. WJS | weighted avg. | \( |P| \) |
|---------------------|--------------|-------------------|---------------|------|
| 99%                 | 99.9%        | 0.810             | 2.673         |
| 95%                 | 83.3%        | **0.822**         | 2.768         |
| 90%                 | 46.6%        | 0.803             | 2.813         |
| 85%                 | 36.4%        | 0.798             | **2.643**     |
| 80%                 | 32.8%        | 0.792             | 2.752         |

**C. Minimum Cost Flow Interval Experiment**

We next test the IFD algorithm using the minimum cost flow method for generating intervals, as described in §V-B. We use a linear fitting-error function for simplicity. After generating intervals, we proceed with the five steps outlined in Fig. 2. We refer to this method as mc-IFD. Because the intervals are generated as \([a(e) - \Delta(e), a(e) + \Delta(e)]\), they always include the best fit flow for the measured graph according to the specified fitting-error function. Thus, every IFD instance created in this way is solvable. We compare the quality of solutions found by our algorithm to the quality of solutions found by setting the best-fit flow and then running Greedy-Width, as in [28], which we refer to as the mc-fd method.

The minimum cost flow method for finding intervals generates many small intervals. In fact, on this data set, almost every path found by Greedy-Width contains at least one edge with \( l_e = u_e \). Because there is so little slack in some of the intervals, no splice or rebalance opportunities are found in this data set, so our results are nearly identical to those found by the mc-fd method. The only differences come from the differences in initial flow solution found by our maxflow method, described in §III, and the min-cost flow used in the mc-fd method. We also tested a widening heuristic for such zero-width intervals according to the following rules: if \( l_e = u_e = 0 \), set \( l_e = 0, u_e = 5 \). If \( l_e = u_e > 0 \), reassign \( l_e \) to be 0.8\( l_e \) and \( u_e \) to be 1.2\( u_e \), both rounded to the nearest integer. We refer to this as the mc-IFD+ method.

Our results are reported in Table II. We see that, by adding some slack in the zero-width intervals, we are able to reduce the number of paths found, though at the expense of a very slightly lower WJS. Overall, the min-cost flow method for finding intervals yields higher WJS than the confidence interval method we test in the previous subsection, but requires more paths.

**TABLE II: Experimental results using a simulated human transcriptomic data set with simulated errors.** We compare the weighted Jaccard similarity and number of paths found by applying Greedy-Width to the minimum-cost flow found as in [28] (mc-fd) with our IFD approach (mc-IFD). We also try widening width-zero intervals in our IFD approach (mc-IFD+).

| method     | avg. WJS | avg. \( |P| \) |
|------------|----------|-----------|
| mc-fd      | 0.902    | 4.387     |
| mc-IFD     | 0.902    | 4.387     |
| mc-IFD+    | 0.882    | 4.120     |

**D. Unknown Sources/Sinks Experiment**

To test the ability of our method to recover the ground truth paths and their abundances even when the source and sink nodes are unknown, we remove the given source node and then proceed as described in §V-C: we create new source and sink \( s^* \) and \( v^* \), add edges from \( s^* \) to all other nodes and to \( t^* \) from all other nodes with intervals \([0, \infty)\). Then, we apply the confidence-based method for creating intervals. Results are reported in Table III. For both the 95% and 85% confidence levels (the best confidence levels to maximize WJS or minimize \( |P| \) respectively in Table I), nearly all IFD instances tested contained a flow \((> 99\%)\). Despite the true starts and ends of transcripts being unknown, the IFD method is able to achieve relatively high WJS.

**TABLE III: Experimental results using IFD to recover paths and weights in a splice graph where the sources and sinks are unknown.**

| method     | weighted avg. WJS | weighted avg. | \( |P| \) |
|------------|-------------------|---------------|------|
| 95%        | 0.783             | 3.17          |
| 85%        | 0.770             | 4.33          |

**VII. DISCUSSION**

In this work we proposed the Inexact Flow Decomposition problem and an algorithmic strategy for solving it based on first finding a feasible flow, possibly modifying this flow, then finding an initial path decomposition and refining that using path splicing and merging. To our knowledge, ours is the first algorithm for path decomposition to first find an initial solution
and then attempt to improve it. Other heuristics might be effective for reducing the initial number of paths needed for an IFD instance. We remark that it is possible to adapt the dynamic-programming based FPT scheme of [13] to solve the IFD problem on directed acyclic graphs (the only step that needs modification is to incorporate the interval constraints into the integer linear systems that are checked for feasibility, as path solutions are found in each sub-problem). The IFD problem may be of interest in other contexts such as transportation route prediction [21] or telecommunications and computer network routing [12], [30], where flow measurements might contain errors or be inexact.

Our experimental results suggest that the IFD model has promise for isoform assembly and quantification. In the presence of random errors on splice graph edges, our heuristic algorithms predict paths and weights with high weighted Jacobard similarity to the groundtruth paths and edges. However, there are a number of future directions that would further the IFD approach. The first of these would be the development of biologically-based uncertainty values for the edge weights in the graph. While many methods tend to account for these biases in a static form, newer approaches by [19] and [2] have developed methods that use observed characteristics within the data to identify and correct for specific biases in the data in a sample-specific manner. However, [19] is written specifically for isoform quantification rather than splice isoform assembly and [2] only accounts for read-mapping biases. A second extension is the benchmarking of the IFD approach on both simulated and real RNA-Seq short read data. This was outside of the scope of this particular investigation as the focus was on the development and assessment of the IFD algorithm on splice graphs, but it is an important next step in validating the usefulness of IFD for transcript assembly.
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