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The electronic character of photoexcited molecules can abruptly change at

avoided crossings and conical intersections. Here, we report direct mapping of

the coupled interplay between electrons and nuclei in a prototype molecule, io-

dine monobromide (IBr), using attosecond transient absorption spectroscopy.

A few-femtosecond visible pulse resonantly excites the B(3Π0+) state of IBr and

the accompanying photodissociation dynamics are tracked by an attosecond

extreme-ultraviolet pulse that simultaneously probes the I-4d and Br-3d core-

level absorption edges. Direct comparison with quantum mechanical simu-

lations unambiguously identifies the core-level absorption features associated

with adiabatic and diabatic channels at the B/Y avoided crossing and con-

current two-photon dissociation processes that involve the Y/Z avoided cross-
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ing. The results show clear evidence for rapid switching of valence molecular-

orbital occupations at the avoided crossing.
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The conventional picture of a photoexcited molecule smoothly evolving toward a product

state on a single potential surface is invalid when degeneracies between neighboring states in-

duce nonadiabatic interactions (1–3). Molecular dynamics that involve avoided crossings and

conical intersections have been of fundamental interest in chemical physics since the seminal

Landau-Zener model pioneered in the 1930s (4, 5). It is now widely accepted that nonadiabatic

interactions play key roles in broad classes of photochemical reactions, such as photoisomer-

ization in the retinal chromophore (6) and photostability of DNA-base pairs against ultraviolet

radiation (7). Realization of laser-based control of nonadiabatic processes represents a pivotal

milestone in recent progress of spectroscopic studies (8, 9).

Despite these successes, real-time observation of electronic dynamics in nonadiabatic re-

gions remains elusive (10). Conceptually, electronic character can rapidly change in syn-

chrony with nuclear motion. Experimentally, few-femtosecond time resolution is required for

the probe, and the intrinsic degeneracy makes it challenging to obtain state-resolved informa-

tion. Several experimental methods have been applied to this end (11–15), including novel

high-harmonic spectroscopy (16) and ultrafast electron diffraction (17). Recent theoretical

studies predicted that transient absorption spectroscopy in the x-ray/extreme-ultraviolet (XUV)

range offers a unique and powerful route to measure excited-state dynamics around nonadia-

batic regions, with core-level absorption capturing the marked reorganization of valence elec-

trons (18, 19). When combined with high-harmonic-generation-based attosecond light sources,

this method has the potential to ultimately attain subfemtosecond probing time resolution (20).

Here, we report attosecond transient absorption mapping of valence-electron dynamics ac-

companying visible-light excitation of iodine monobromide (IBr), a prototype molecule for

nonadiabatic photodissociation dynamics (21, 22).. Our primary focus is the switching of elec-

tronic character ensuing at an avoided crossing between excited B(3Π0+) and Y(0+) states.

An outline of the experiment is depicted in Fig. 1A. Photodissociation is triggered by a few-

3



femtosecond visible-pump pulse (λ = 530 nm, ∆λ = 70 nm, 8 fs, 15 µJ, Fig. 1B) (23), which

selectively excites the neutral electronic states of IBr and minimizes the unfavorable ionization

effects that arise in more typical experiments where intense near-infrared excitation is used (24).

In the probe step after a delay time τ , an attosecond XUV pulse produced by high-harmonic

generation is introduced (45-72 eV, ∼200 as, Fig. 1C), which encodes the time evolution of the

photoexcited molecule in the characteristic core-to-valence absorption signals. A novel feature

of the probing scheme is that the XUV-probe pulse simultaneously detects the two core-level

absorption edges of IBr, i.e., the N4,5 edge (4d orbitals) of iodine and the M4,5 edge (3d orbitals)

of bromine, and this enables full tracking of the photofragment electronic states.

Figure 1D shows the potential energy curves of IBr. Multiple avoided crossings are present

in diatomic interhalogens because of the strong spin-orbit couplings of the halogen atoms and

the absence of g-u symmetry for heteronuclear molecules (21,22). Two physical pictures are in-

voked to describe the dynamics at avoided crossings (25): in a diabatic picture, electronic states

conserve their character as they move along the reaction coordinate, whereas in an adiabatic pic-

ture, electronic states are eigenstates of the electronic Hamiltonian and are subject to switching

of electronic character. The visible-pump pulse excites the molecule to an attractive B(3Π0+)

state, which undergoes an avoided crossing with a repulsive Y(0+) state (Rc = 3.3 Å). In the di-

abatic channel at the B/Y avoided crossing (Fig. 1D, inset), the photoexcited molecule remains

on the attractive B(3Π0+) potential conserving its electronic character and evolves toward the

spin-orbit excited I(2P3/2) + Br*(2P1/2) asymptote. In the adiabatic channel (Fig. 1D, inset), the

photoexcited molecule transfers to the repulsive Y(0+) potential rapidly switching its electronic

character and proceeds to the ground I(2P3/2) + Br(2P3/2) asymptote. The nonadiabatic coupling

is of intermediate strength for the B/Y avoided crossing of IBr, and the measured dissociation

ratio between the diabatic and adiabatic channels is approximately 3:1 (26). In the experiments,

resonance-enhanced two-photon processes are also observed for the visible-pump pulse, which
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reaches a peak-field intensity of ∼ 5 × 1013 W/cm2. An electronic-structure analysis reveals

a large transition dipole moment (∼ 3 Debye) associated with the B→ Y transition (24). The

Y(0+) state undergoes an avoided crossing with the higher Z(0+) state (Rc = 2.8 Å), and the

dissociation across the Y/Z avoided crossing leads to the I*(2P1/2) + Br(2P3/2) asymptote. The

B→ Z transition is also possible but of less importance (∼ 20% compared with B→ Y), and

is not considered further here.

We first analyze the transient absorption spectrum of the dissociation products (Fig. 2A,

recorded at 215-245 fs). The differential optical density (∆OD) is defined as a logarithmic

ratio of the transmitted XUV spectra with and without the visible-pump pulse. Iodine and

bromine atoms each exhibit three absorption lines in the I 4d → 5p and Br 3d → 4p series:

2P3/2 → 2D5/2 (45.9, 64.5 eV), 2P1/2 → 2D3/2 (46.7, 65.1 eV), and 2P3/2 → 2D3/2 (47.6, 65.6

eV) (27, 28). In Fig. 2A, the product ratio between the Br and Br* atoms calculated from the

XUV absorption amplitudes is Br*/Br = 3.3, which is in reasonable agreement with a previous

measurement at 525-nm excitation (Br*/Br = 3.0) (26). At the same time, a sizable signal from

the I∗ atom is observed, yielding a product ratio of I*/I = 0.5. The appearance energy of the

I∗ atom (∼ 2.8 eV) is higher than the center photon energy of the visible-pump pulse (∼ 2.3

eV), thus this signal is attributed to two-photon (or multiphoton) visible-excitation processes.

A group of weak absorption signals at 55-58 eV correspond to the I 4d→ np (n > 5) Rydberg

series (29).

Fig. 2B shows transient absorption spectra as a function of delay time. The measurements

are carried out from -16 fs to 245 fs delay time at 1.5-fs intervals. To calculate ∆OD, the pump-

on/pump-off XUV spectra are each averaged over 200 frames (40 laser pulses per frame). The

excited-state absorption (∆OD > 0) is shown in bright colors, and the ground-state bleach

(∆OD < 0) is shown in gray shades. The observed ground-state bleach features, both in the

I-4d and Br-3d windows, exhibit signatures of vibrational coherences in the ground X(1Σ0+)
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state (isotopic averages: ωe = 268 cm−1, ωexe = 0.8 cm−1, T = 125 fs) (30). In previous

studies, vibrational coherences in the neutral ground states launched by strong-field ionization

were reported (31, 32). Here, the excitation mechanism is a resonant single-photon process,

and unique nodal structures are newly observed in the oscillating absorption signals. We per-

formed quantum wave-packet simulations to compute the core-level absorption spectra, and the

observed features are reproduced by taking coherences in the v = 0, 1, and 2 vibrational states

(Fig. S3). The mechanism for the overtone (v = 2) excitation is attributed to a stimulated

Raman process enhanced by resonant visible-light coupling between the X(1Σ0+) and B(3Π0+)

states. See supplementary materials for more details (24).

Figures 3A and B show the details of the excited-state absorption in the I-4d and Br-3d

windows, respectively. The early-time signals (0-50 fs) exhibit sweeping shifts to lower photon

energy, which equates to mapping of the dissociative motion on the B(3Π0+) potential. The

evolution of the photoexcited molecule at the B/Y avoided crossing is encoded in the subse-

quent temporal window (50-80 fs, dashed boxes), and Figs. 3C and D show the corresponding

absorption traces taken at 6-fs intervals (50, 56, 62, 68, 74, and 80 fs). The sharp absorption

features associated with the I*(46.7 eV) and Br*(65.1 eV) atoms are nearly invariant with re-

spect to delay time. These atomic fragments conceivably originate from two-photon processes

that occur on a shorter time scale, and this assignment is corroborated by ab-initio simulations

as will be shown later. The other broad signals (denoted by arrows with labels diabatic and

adiabatic) exhibit dramatic variations both in the absorption amplitude and energy. As already

mentioned, the diabatic channel at the B/Y avoided crossing leads to the I + Br* asymptote

(Fig. 1D) and the associated wave packet conserves its electronic character. In the experimental

results of the Br-3d window (Fig. 3D), the absorption signal that exhibits continuous shifts to

lower photon energy indeed converges to the Br* absorption line, and hence it is assigned to

the diabatic channel. In the adiabatic channel, on the other hand, the photoexcited molecule
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changes the electronic character and proceeds to the ground I + Br asymptote (Fig. 1D). In

the experimental results (Fig 3D), the Br absorption line suddenly emerges accompanied by

no energy shift at a separate photon energy. The discontinuous evolution of the Br signal is a

manifestation of the new electronic character acquired from the neighboring Y(0+) state. In the

I-4d window (Fig. 3C), the XUV absorption signals associated with the diabatic and adiabatic

channels are not as widely separated as in the Br-3d window since the same I atom is produced

in both channels. Nonetheless, the continuous shifts to lower photon energy and the sudden

emergence of the sharp I signal are distinctly resolved, leading to consistent assignments of the

B/Y avoided-crossing signals.

To gain more detailed insight into the transitory molecular features, we perform ab-initio

simulations of the core-level absorption spectra (24). The valence and core-excited electronic

structures are computed by spin-orbit generalized multi-configurational quasi-degenerate per-

turbation theory (SO-GMC-QDPT) (33, 34), and from these the XUV absorption strengths are

obtained. Nonadiabatic dissociation dynamics are simulated fully quantum mechanically by nu-

merically solving the time-dependent Schrödinger equation. The initial wave packets are taken

to be in the Franck-Condon region of the B(3Π0+) state (one-photon process) or on the Y(0+)

state (two-photon process) to model the relevant visible-light excitations.

Simulated results for the one-photon process are shown in Figs. 3E and F. The sweeping

energy shifts in the early-time window are successfully reproduced in the simulation. The

B(3Π0+) state in the Franck-Condon region has a [σ2π4π∗3σ∗1] configuration and is probed by

the core-level transitions to the π∗ and σ∗ orbitals. The observed absorption lines reflect the

multiplet structures of the core-excited states that originate from the spin-orbit couplings in

the core (I-4d, Br-3d) and valence (π, π∗) orbitals (Fig. S6). Some features are broadened

and less pronounced in the experiments compared to the simulations, which is attributed to

the finite spectral width of the visible-pump pulse and the nuclear wave-packet motion on the
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repulsive core-excited potentials. The absorption traces in the temporal window for the B/Y

avoided crossing (50-80 fs) are shown in Figs. 3G and H, with assignments of the diabatic and

adiabatic channels directly made from the wave-packet simulations. The continuous (diabatic)

and discontinuous (adiabatic) evolution of the XUV absorption signals exhibits excellent match

with the experiments, providing clear confirmation of the experimental signal assignments at

the B/Y avoided crossing.

The origin of the I* and part of the Br* signals is verified by the two-photon simulations

(Figs. 3I and J). The simulated I* signal (Fig. 3I) matches the experimental result (Fig. 3A) both

in time and absorption energy. Passage through the Y/Z avoided crossing (Fig. 1D) is calculated

to occur in ∼ 25 fs. These early-time dynamics are not as clearly resolved in the experiments

due to the spectral broadening from the fast dissociative motion on the repulsive Y(0+) and

Z(0+) potentials. Calculated absorption strengths of the Y(0+) and Z(0+) states are provided in

Fig. S7 for future reference. The Br* atom is produced in the two-photon process by way of

the wave packet adiabatically transferring from the repulsive Y(0+) potential to the attractive

B(3Π0+) potential at the B/Y avoided crossing. As such, in the simulation, the switching of

electronic character causes abrupt emergence of the Br* signal (Fig. 3J), and the corresponding

absorption feature is resolved at ∼ 40 fs delay time in the experimental results (Fig. 3B).

To further investigate the electronic-structure information at the B/Y avoided crossing im-

printed in the core-level absorption spectra, the orbital energies and electron configurations are

examined. Figure 4 shows the energies of the active molecular orbitals as a function of internu-

clear distance computed at the level of multi-configurational self-consistent field (MCSCF). The

energy differences between the core and valence orbitals are closely tied to the observed absorp-

tion energies. The exact description of the electronic states requires multi-configurational treat-

ments and inclusion of spin-orbit couplings, as is done in the SO-GMC-QDPT calculations (24).

The energies of the I-4d and Br-3d orbitals are nearly invariant throughout the reaction coordi-

8



nate. This insensitivity to internuclear distance indicates that the observed energy shifts in the

diabatic channel (or no shift in the adiabatic channel) reflect the energy variations in the valence

orbitals alone. As for the valence orbitals, the energy gradients quantified at the B/Y avoided

crossing (gray area) are +1.5 eV/Å and −1.7 eV/Å for σ and σ∗, respectively, but only +0.3

eV/Å and−0.2 eV/Å for π and π∗, respectively. These trends indicate that the π and π∗ orbitals

are effectively no longer contributing to the variation of the potential energies when the wave

packet reaches the avoided crossing. A more direct clue to the electronic-character switching

is obtained from the electronic configurations computed for each adiabatic state (35–37). Just

before the avoided crossing, the B(3Π0+) state is a mixed configuration of [σ2π4π∗3σ∗1] and

[σ2π3π∗4σ∗1]; a single vacancy lies in σ∗, and the other vacancy is distributed between π and

π∗. After the photoexcited molecule adiabatically transfers to the repulsive Y(0+) potential, the

main configuration changes to [σ2π3π∗3σ∗2], where the σ∗ orbital is fully occupied and the two

vacancies lie in the π and π∗ orbitals. A physical picture is drawn from these results, that is,

the vacancy in the valence orbitals switches from σ∗ to π/π∗ at the B/Y avoided crossing, giv-

ing rise to new core-level absorption signals with no further energy shifts, reflecting the energy

invariance of the π and π∗ orbitals versus internuclear distance.

The role of the B/Y avoided crossing in the visible-band dynamics of IBr is usually mea-

sured via the final product ratio of Br and Br*. Here, the attosecond XUV probe enables direct

mapping of the valence-electron dynamics during the passage through the avoided crossing,

with core-level absorption sensitively encoding the energies and occupations of the individual

valence orbitals. The valence-electronic structure not only determines the strength of chemi-

cal bonds, but also governs the reactivity of a molecule as represented by the frontier-orbital

theory; unraveling the radical evolution of valence-electronic structures around nonadiabatic

regions will extend the knowledge of photochemical reactions to a new frontier. Application

of ultrafast x-ray/XUV light sources in the explorations of chemical dynamics is an actively
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advancing field of research (38, 39), and the present results serve as a valuable benchmark for

future studies.
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Materials and Methods

1. Experimental setup

Here we present the details of the experimental setup. Figure S1 illustrates the main components of the attosec-

ond transient absorption beamline. A titanium:sapphire laser system (Femtopower Pro, Femtolasers GmbH)

delivers a carrier-envelope-phase-stable near-infrared (NIR) femtosecond laser pulse (790 nm, 1.8 mJ, 1 kHz).

The NIR pulse is focused into a stretched hollow-core fiber (1.5 m, 400 µm, Few-cycle Inc.) filled with neon at

1.7 bar, and a broadband white-light pulse is generated through self-phase modulation. Spectral dispersion is

compensated by a combination of twelve chirped mirrors (PC 70, Ultrafast Innovations GmbH), a 2-mm ADP

crystal (United Crystals Inc.), and fused-silica wedges. As a result, a well-compressed few-cycle NIR pulse

(700 nm, 3.5 fs, 0.8 mJ) is obtained (40). To produce a visible-pump pulse for the IBr experiment, the broadband

beam splitter used for the conventional NIR-pump measurements is replaced by spectral separators for visible

light (Layertec GmbH). The spectral separator reflects the visible component of the input pulse ( 95%, < 540

nm), while it transmits the NIR component ( 95%, > 580 nm). To increase the spectral filtering, two spec-

tral separators are used. Temporal characterization of the visible pulse is conducted using a home-built setup

for self-diffraction frequency-resolved optical gating (SD-FROG) (41, 42), and a temporal width (full width

half maximum) of 8.1 fs is recorded (Fig. S1, inset). The transmitted NIR part of the beam is used for high-

harmonic generation in argon to produce the XUV-probe pulse. Since the visible component is removed from

the transmitted NIR pulse, the pulse duration is elongated (> 4 fs) and isolation of attosecond pulses cannot be

attained by amplitude gating alone. In order to obtain the shortest possible XUV pulse, a thin (85 µm) quartz

plate and a zeroth-order quarter-wave plate are introduced for polarization assisted amplitude gating (43), and

a relatively continuous XUV spectrum is obtained (Fig. 1C). The visible-pump pulse and the XUV-probe pulse

are combined at a hole mirror, and then they are reflected by a gold-coated toroidal mirror into an absorption

gas cell (4-mm path length) filled with a gaseous IBr sample. A 300-nm aluminum filter is placed after the gas

cell to block the visible pulse while it transmits the XUV pulse. The spectrum of the transmitted XUV pulse is

recorded by an XUV spectrometer that consists of a concave grating (Hitachi 010-0640) and an XUV camera

(Princeton Instruments, PIXIS 400). The spectral resolution is ∼ 20 meV in the I-4d window (∼ 50 eV), and

∼ 30 meV in the Br-3d window (∼ 65 eV). The IBr sample (Sigma-Aldrich, 98% purity) is heated at 60 ◦C to

achieve high enough vapor pressure (8 Torr) for the transient absorption measurements. To prevent the exhaust

line from getting corroded, a liquid-nitrogen trap is placed behind the turbomolecular pumps to capture the
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exiting IBr vapor.

Supplementary Text

2. Effects from thermal decomposition of IBr

Here we assess possible contamination from the thermal decomposition of IBr. Based on the known equilibrium

constant for the reaction (IBr(g) ↔ 1
2 I2(g) + 1

2Br2(g), ∆H◦
0 = 1.41 kcal) (44), the product ratio of the

three molecular species at 60 C◦ (the temperature at which the experiments are performed) is calculated to

be IBr : I2 : Br2 = 88 : 6 : 6. In the experiments, visible-light excitation is used, and thus absorption cross

sections in the visible range need to be further considered. Figure S2 shows absorption cross sections of I2, Br2,

and IBr (23, 45) plotted together with the experimental visible-pump spectrum. Total excitation probabilities

obtained by taking a convolution of the absorption cross sections and the visible-pump spectrum yield a ratio

of IBr : I2 : Br2 = 25 : 70 : 5. Consequently, the contributions from the three molecular species are estimated

as IBr : I2 : Br2 = 83 : 16 : 1.

This result indicates that the signals in the Br-3d window are almost exclusively from IBr, but the I-4d

window possibly contains the contribution from the I2 molecule. The visible-absorption band of I2 mainly

consists of the transition to the B(3Πu
0+) state. In contrast to the B(3Π0+) state of IBr where the absence

of the g-u symmetry enables the formation of the B/Y avoided crossing, the B(3Πu
0+) state of I2 is is free

of such a curve crossing and is not predissociative. The dissociation energy for the associated I(2P3/2) +

I*(2P1/2) asymptote is ∼ 2.5 eV (46), which is higher than the center photon energy of the visible-pump

pulse (∼ 2.3 eV). Therefore, the signals from the I2 molecule are expected to be mostly nondissociative.

Experimentally, comparison between the experiments and simulations shows good agreement both in the I-4d

and Br-3d windows (Fig. 3). Furthermore, in the vibrational-coherence signals from the ground-state bleach

signals, the same oscillation patterns are observed both in the I-4d and Br-3d windows (see Figs. S3A-C

in the next section). Overall, although we cannot completely eliminate the possible contributions from I2,

the experimental evidences show the main experimental findings of the IBr-photodissociation dynamics are

unaffected.

3. Overtone excitation of vibrational wave packets in neutral ground state

In the experiments, the signature of vibrational coherences formed in the neutral ground state of IBr is observed.

Here we provide a qualitative analysis of this finding. Additional experiments and analyses are underway in
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our group.

Figures S3A and B show the ground-state bleach signals in the I-4d and Br-3d windows, respectively.

The color scale is reversed from Figs. 2 and 3 such that the negative ∆OD signals are more distinguishable.

The isotropic average of the vibrational frequencies of the X(1Σ0+) state is ωe = 267.7 cm−1 and ωexe =

0.82 cm−1 (30), which corresponds to an oscillation period of T = 125.4 fs. Oscillation patterns at this

fundamental period as well as unique nodal structures are observable in the experimental results. Comparison

among the different core-orbital windows is made by calculating the center-photon energies as a function of

delay time (Fig. S3C). The same oscillation patterns are repeated in all four windows, which indicates that the

contributions from I2 and Br2 are insignificant. There have been a few experimental and theoretical reports on

characterization of vibrational coherences created after strong-field ionization (31,32,47). In the latest study on

methyl iodide (CH3I) (32), multiple frequency patterns were observed corresponding to the different vibrational

modes of the molecule. However, in the present case, there is only one vibrational mode (I-Br stretch), and it is

suggested that the observed nodal structures are a result of overtone excitations.

To obtain direct insights into the observed vibrational coherences, we perform quantum wave-packet simu-

lations of the absorption signals. The electronic structures of the valence and core-excited states are computed

by the SO-GMC-QDPT method (the details will be described in a later section). The ground X(1Σ0+) state

has a main configuration of [2440] ([pqrs] refer to the valence electronic configuration of [σpπqπ∗rσ∗s]) and

is probed by the core-level transitions to the σ∗ orbital. Therefore, only the core-excited states with a single-

excited configuration of [2441] need to be considered here (see Fig. S6). Five electronic states (one ground

state and four core-excited states) are included in the simulations, and their potential energy curves are shown

in Fig. S3D. For the purposes of the wave-packet estimate, the transition dipole moments between the valence

and core-excited states are assumed to be independent of the internuclear distance over a small range of the

vibration, and the values are chosen as an average of the computed results at R = 2.48 Å.

The time evolution of the nuclear wave packet is computed by numerically solving the time-dependent

Schrödinger equation,

i
∂

∂t
Ψ = HΨ. (1)

Equations are expressed in atomic units (~ = 1) unless otherwise specified. The Hamiltonian of the system is

given by

H(R, t) = − 1

2m

∂2

∂R2
+ V (R)− iΓ

2
+ EXUV(t, τ)µ, (2)
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where V is a matrix for the potential energies, Γ is a matrix for the finite lifetimes of the core-excited states,

EXUV is an electric field of the XUV probe pulse arriving at a delay time τ , and µ is a matrix for the transition

dipole moments. The lifetimes of the core-excited states are set as Γ = 150 meV (or 4.4 fs). The XUV pulse is

approximated as a 100-as Gaussian pulse with a center photon energy of 60 eV. The choice of the XUV pulse

does not affect the simulation results, and the present parameters are chosen such that both the I-4d and Br-3d

windows are sufficiently covered. The time evolution of the non-Hermitian Hamiltonian is computed by the

short-iterative Arnoldi method (48) at a step size of 5 as. In order to calculate the core-to-valence absorption

strengths at each probe timing, the time-dependent dipole moment µ(t) = 〈Ψ(t)|µ|Ψ(t)〉 and the probe electric

field EXUV(t) are first Fourier-transformed into the frequency domain, and then converted into a generalized

absorption cross section σ(ω) using the following equation (49),

σ(ω) ∝ ω Im

[
µ(ω)

EXUV(ω)

]
. (3)

The visible excitation step is not explicitly considered; instead, vibrational wave packets in the ground state are

approximated to be launched instantly at t = 0. The probability distributions of the vibrational eigenstates are

shown in Fig. S3E. The populations among the vibrational levels are arbitrarily chosen in a trial as n(v = 0) :

n(v = 1) : n(v = 2) = 0.7 : 0.2 : 0.1, which are found to qualitatively well reproduce the experimental results.

The relative phases of the vibrational eigenstates are defined such that at t = 0 the peak of the population is at

the inner turning point of the potential.

Simulated absorption spectra are shown in Figs. S3E and F for the I-4d and Br-3d windows, respectively.

The oscillation patterns as well as the nodal structures are reproduced in the simulations; without the population

in the v = 2 level, the nodal structures are unobserved (not shown here). It is of great interest to pursue more

quantitative analysis of the populations and phases of the vibrational wave packets, which will provide insights

about excitation mechanisms such as Raman and Lochfraß (32).

4. Broadband-NIR pump transient-absorption results

In the experiments, a filtered femtosecond visible pulse is used to excite the lowest absorption band of IBr.

Here we include supplementary experimental results of attosecond transient absorption spectroscopy where

the full broadband-NIR pulse is used for the excitation. The main purpose is to demonstrate the importance

of the spectral filtering to suppress ionization effects and to resonantly excite the visible-absorption band of

interest. The XUV probe pulse is nearly identical to the one in the visible-excitation experiments except that
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the spectrum is slightly more continuous and broader due to the shorter temporal width of the NIR-driver pulse

for high-harmonic generation.

Figure S4 shows the broadband-NIR-pump results measured at a peak-field intensity of 1 × 1014 W/cm2.

The pulse duration is near Fourier-transform limited at 3.5 fs (40). A transient absorption spectrum of the

dissociation products is shown in Fig. S4A. The broadband-NIR spectrum contains the same visible-light

components as in the femtosecond visible light, and it is able to excite the same neutral visible-band dynamics.

A small fraction of the I+ ion is produced, but all the rest of the spectral changes are the neutral atomic

fragments. Therefore, the dissociation processes in the neutral excited states are certainly induced. Figure S4B

shows the overview of the delay-dependent transient absorption spectra, and Figs. S4C and D show the results in

the I-4d and Br-3dwindows, respectively. Some of the signals resemble those observed in the visible-excitation

results (Figs. 3A and B), ensuring the reproducibility of the main experimental findings.

However, the product ratio of Br*/Br = 0.8 calculated from the XUV absorption spectrum (Fig. S4A) signif-

icantly deviates from the reference value (Br*/Br = 3.0, 525-nm excitation) (26), indicating significant contri-

butions from the multiphoton excitation and dissociative ionization. In the delay-dependent spectra (Figs. S4C

and D), the signals from the B/Y avoided crossing are overwhelmed by those from the other dissociation chan-

nels occurring on a shorter time scale. These results lead to a conclusion that even though the broadband-NIR

pulse is able to excite the targeted visible-band dynamics, multiphoton excitation and ionization are inevitably

induced to an excessive extent.

5. Details of the SO-GMC-QDPT calculations

Here we describe the calculation methods of the valence and core-excited electronic structures of IBr. The

code for spin-orbit general multi-configurational quasi-degenerate perturbation theory (SO-GMC-QDPT) is

implemented in the developer version of the GAMESS-US program package (33, 50). In all calculations,

model-core potentials and basis sets of triple-zeta quality (MCP-TZP) (51, 52) are used. Calculation of core-

excited electronic structures with SO-GMC-QDPT is also described in our recent publication (34).

First, a Hartree-Fock calculation is performed at R = 2.48 Å, and the resultant molecular orbitals are used

as an initial input for the subsequent multi-configurational self-consistent field (MCSCF) calculations. Active

spaces are created based on the occupation-restricted multiple active-space (ORMAS) scheme. A valence-

active space consists of the I-5p and Br-4p orbitals containing 10 electrons in 6 orbitals. A core-active space

consists of the I-4d and Br-3d orbitals containing 20 electrons in 10 orbitals. The valence active space is
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taken to be a complete active space, i.e., full excitations are allowed within this space. From the core-active

space, single excitations into the valence-active space are allowed, which mimic the Br-3d and I-4d core-to-

valence excitations. A total of 186 states are included in the state-averaging calculations: 66 states from the

valence states associated with the I + Br, I+ + Br−, and I− + Br+ asymptotes, 60 states from the I-4d core-

excited states associated with the I(2D) + Br(2P ) asymptote, and 60 states from the Br-3d core-excited states

associated with the I(2P ) + Br(2D) asymptote. In order to accurately account for the spin-orbit couplings in the

four core and valence orbitals (I-4d, I-5p, Br-3d, and Br-4p), four empirical parameters (two effective nuclear

charges, and two constant scaling factors) are manually optimized as follows. First, effective nuclear charges of

Zeff = 71.37 and 41.40 are used for the I and Br atoms, respectively, to reproduce the spin-orbit splittings in the

I-5p and Br-4p orbitals. Second, the spin-orbit coupling matrices between the I-4d and Br-3d orbitals are scaled

down by factors of 0.577 and 0.665, respectively, to reproduce the spin-orbit splittings in the I-4d and Br-3d

orbitals. These optimizations are performed once at an asymptotic limit (R = 10.00 Å), and the same values

are used throughout the internuclear distances. In addition, constant energy shifts of +0.16 eV and +0.38 eV

are added to the I-4d and Br-3d core-excited potentials, respectively, to reproduce the experimental I 4d→ 5p

and Br 3d → 4p transitions. These energy shifts and scalings of the spin-orbit matrices are necessary because

the basis sets and pseudopotentials are optimized for the atomic ground states, not for core-excited states.

6. Valence electronic structure of IBr

Here we present the calculation results for the valence electronic structure of IBr. Evaluation of the calculated

potentials is given by comparing the spectroscopic parameters with literature values. Excitation pathways

with the visible-pump pulse are also discussed based on the calculated transition energies and transition dipole

moments.

The potential energy curves for the five lowest Ω = 0+ states and six lowest Ω = 1 states are shown in

Fig. S5A. Each state is labeled with the Ω value and energy order (e.g. IV(1) means the fourth lowest state

with Ω = 1). Within the dipole selection rule for linear molecules, the parallel transition (∆Ω = 0) and

perpendicular transition (∆Ω = ±1) are allowed by one-photon excitations. Also, 0+ ↔ 0− is prohibited.

Therefore, the excited states that are optically accessible from the ground X(1Σ0+) state are restricted to those

with Ω = 0+ and 1, and thus the states with Ω = 0− and 2 need not be considered further.

The spectroscopic parameters (equilibrium internuclear distanceRe, harmonic frequency ωe, anharmonicity

ωexe, and adiabatic excitation energy Te) are evaluated for the bound electronic states, i.e., X(1Σ0+), A(3Π1),
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and B(3Π0+). The results are summarized in Table S1. The vibrational energies are calculated based on the

eigenvalues of the Hamiltonian for nuclear motion, and then fitted with a linear function to extract the har-

monic frequency (ωe) and anharmonicity (ωexe). The equilibrium internuclear distance (Re) and the adiabatic

excitation energy (Te) are obtained by fitting the energies with a Morse potential. The isotope used for the

calculations is 127I81Br. Overall, good agreement with literature values is obtained (30, 36, 53, 54), indicating

the capability of the calculated results to provide robust description of the valence electronic states.

The visible absorption band of IBr consists of the transitions into the three lowest excited states, A(1Π1),

B(3Π0+), and C(1Π1) (55). Figure S5B shows the transition dipole moments (TDMs) calculated between the

ground X(1Σ0+) state and the excited-state manifold. For the three lowest excited states, the vertical excitation

energies as well as transition dipole moments at R = 2.46 Å are shown in brackets. It is clear that the B(3Π0+)

state has the largest transition dipole moment (0.33 au) broadly around the Franck-Condon region. The C(1Π1)

state lies energetically too high (2.80 eV) for the visible-excitation light (∼ 2.3 eV), and the transition dipole

moment for the A(1Π1) state is very small (0.02 au) in comparison to the B(3Π0+) state. These results lead to

the well-established conclusion that the X→ B transition is the dominant pathway in the visible excitation.

Compared to the X → B transition in the visible absorption band, literature on the possible secondary

excitation from the B(3Π0+) state to the higher state manifold is scarce. In a theoretical study by Patchkovskii

(35), large transition dipole moments associated with the B → Y transition were calculated. In Fig. S5C,

the transition dipole moments calculated from the excited B(3Π0+) state to the other excited states are shown.

Indeed, the transition dipole moment to the Y(0+) state is large (1.37 au) in the Franck-Condon region, and the

excitation energy (2.14 eV) falls in the coverage of the visible-pump pulse. The Z(0+) state also has a large

transition dipole moment (0.65 au) with a slightly higher excitation energy (2.30 eV), and thus its contribution

is possible. The excited IV(0+) state has a large transition dipole moment (0.61 au), but the excitation energy

is too high (3.57 eV) to be reached by the visible-pump pulse. Based on the experimental spectrum of the

visible-pump pulse (Fig. 2B) and the calculated transition dipole moments, the transition probabilities from the

B(3Π0+) state are estimated to be Y : Z = 4 : 1. Accordingly in the two-photon simulations shown in Figs 3I

and J, only the most important contribution from the Y(0+) state is considered.

7. Core-excited electronic structures of IBr

Here we present an analysis of the core-excited electronic structure of IBr. Figures S6A and B show the spin-

orbit-free Br-3d and I-4d core-excited states, respectively, calculated at the level of GMC-QDPT. Figures S6C
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and D show the results including the spin-orbit couplings, calculated at the level of SO-GMC-QDPT.

We first look at the spin-orbit-free potentials. In the Br-3d core-excited states (Fig. S6A), the electronic

configurations that arise from the I(2P ) + Br(2D) asymptote are [3d9][2441] and [3d9][2432], and these con-

figurations give rise to two groups of potentials in the Franck-Condon region. The I-4d core-excited states

exhibit similar structure as in the Br-3d core-excited states (Fig. S6B). The lower group of the potentials have

a main configuration of [4d9][2441] in the Franck-Condon region, which converge to [4d9][1442] toward the

asymptotic limit. The higher group of the potentials belongs to the [4d9][2342] configuration. The variation

in the lower group is because the I(2D) + Br(2P ) asymptote corresponds to the [4d9][1442] and [4d9][2342]

configurations in the asymptotic limit.

We then turn to the spin-orbit coupled potentials (Figs. S6C). In the Br-3d core-excited states (Fig. S6C),

the potentials exhibit doublet splitting in the [3d9][2441] configuration, and quartet splitting in the [3d9][2432]

configuration. The origin of the splittings that is common to the two configurations is the spin-orbit coupling in

the Br-3d core hole (solid vertical arrows). The other factor that takes effect for the [3d9][2432] configuration

is the spin-orbit coupling in the vacancy of the π∗ orbital (dashed vertical arrows). As a result, the core-excited

potentials comprise six potentials in the Franck-Condon regime. Similar arguments can be applied for the I-4d

core-excited states (Fig. S6D). The larger splittings common to the two configurations (solid vertical arrows)

originate from the spin-orbit coupling in the I-4d core hole, and the smaller splittings (dashed vertical arrows)

are due to the vacancy in the π orbital.

8. Internuclear-distance dependent core-to-valence absorption strengths

Here we present the core-to-valence absorption strengths as a function of internuclear distance calculated for the

four valence states involved in the visible-pump experiments. Figure S7A is the results for the ground X(1Σ0+)

state, and the corresponding potential energy curve is highlighted by a thick black curve in Fig. S7E. Similarly,

Figs. S7B, C, and D show the calculated absorption strengths for the excited B(3Π0+), Y(0+), and Z(0+)

states, respectively, and Figs. S7F, G, H highlight the corresponding potential energy curves, respectively. The

transition energies and transition dipole moments are obtained from the SO-GMC-QDPT results. The plotted

absorption strengths are computed by summing the oscillator strengths convoluted with Gaussian broadenings

of 200-meV for the I-4d signals, and 120-meV for Br-3d signals.

The X(1Σ0+) [2440] state is probed through the nd → σ∗ transitions (Fig. S7A). Here, nd represents

the I-4d and Br-3d orbitals. The absorption signals shift to lower photon energy as the internuclear distance
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increases. This is a result of the decrease in the bond order after the nd → σ∗ transitions. The acute variation

between the internuclear distance and transition energy is utilized in the characterization of the vibrational

coherences in the ground X(1Σ0+) state, as was demonstrated in the experiments (Fig. S3).

The excited B(3Π0+) has a main configuration of [2431] in the Franck-Condon region, and it is probed

through the nd → σ∗ and nd → π∗ transitions (Fig. S7B). The absorption signals shift to lower photon

energy as the internuclear distance increases, as a result of the decrease in the bond order after the core-to-

valence excitations. At the B/Y avoided crossing, the electronic character switches and the absorption signals

immediately begin to look like the atomic 2P3/2 →2 D5/2,3/2 transitions.

The excited Y(0+) and Z(0+) states in the Franck-Condon region are probed through the nd → π∗ and

nd → π transitions (Figs. S7C, D). The nd → π transitions induce the absorption signals to shift to higher

photon energy as the internuclear distance increases, reflecting the bonding character of the π orbital. Overall,

the absorption signals show complex behavior versus internuclear distance because the two states have multi-

configurational character, and there are inner (Rc = 2.2 Å) and outer (Rc = 2.8 Å) avoided crossings between

the two states.

9. Details of the nuclear wave-packet dissociation simulations

Here we provide the details of the simulation methods for the nonadiabatic nuclear wave-packet dynamics. The

results are used to simulate the absorption signals shown in Fig. 3.

The Hamiltonian of the molecule including the nonadiabatic terms takes the form (56),

H(R, t) =

[
− 1

2m

∂2

∂R2
+ V (R)

]
+

[
− 1

m
D1(R)

∂

∂R
− 1

2m
D2(R)

]
. (4)

Rotational motion of the molecule is not considered here. In Equation (4), R is the internuclear distance,

and m is the reduced mass of the molecule. The atomic weights of the I and Br atoms are taken to be their

isotopic averages of 126.904 and 79.904, respectively. The last terms in the bracket represent nonadiabatic

interactions which are neglected within the Born-Oppenheimer approximation. The matrices D1 and D2 are

first and second order nonadiabatic coupling terms that contain 〈φi(R)| ∂∂R |φj(R)〉 and 〈φi(R)| ∂2

∂R2 |φj(R)〉,

respectively.

Adiabatic potential energies are first computed by the SO-GMC-QDPT method from 2.00 Å to 5.00 Å with

a step size of 0.01 Å. The grid points are evaluated by cubic spline interpolation and a finer grid space with

a step size of 0.0025 Å is obtained. The grid space is further extended up to 6.50 Å to avoid the effects from
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the reflection of the wave packets. The nuclear wave functions are expressed by sinc-DVR (57). The time

propagation is performed using the short-iterative Lanczos method at a step size of 30 as.

The nonadiabatic coupling terms D1 and D2 are obtained from the diabatic coupling element Vij , and the

diabatic coupling element is obtained from the two-state diabatic crossing model (35, 58). The procedure is as

follows. Near the curve crossing Rc, the energy difference between the two adiabatic states is given by

∆E = 2Vij

√
1 +

(
∆F

2Vij

)2

(R−Rc)2, (5)

where ∆F is the difference in the slopes of the diabatic potentials. The fitted results for the B/Y and Y/Z

avoided crossings are listed in Table S2. Comparison with previous computational studies shows good agree-

ment (35,37). Assuming that the diabatic coupling element is constant in the vicinity of the curve crossing, the

nonadiabatic coupling terms can be expressed as,〈
φi

∣∣∣∣ ∂∂R
∣∣∣∣φj〉 =

∆FVij
4V 2

ij + ∆F 2(R−Rc)2
. (6)

In a simple case where only two electronic states interact, the first and second-order terms can be associated

by (58), 〈
φi

∣∣∣∣ ∂2∂R2

∣∣∣∣φj〉 =
∂

∂R

〈
φi

∣∣∣∣ ∂∂R
∣∣∣∣φj〉 . (7)

Finally, to determine the core-level absorption signals at each delay time, the computed nuclear wave pack-

ets are convoluted with the internuclear-distance dependent absorption signals (Fig. S7). Signals from the three

valence states are taken as an incoherent summation.

10. Results of the nuclear wave-packet dissociation simulations

Here we present the results of the nuclear wave-packet simulations. The state labels B, Y, and Z are given in

the same way as in Figs. S7F, G, and H.

The time evolution of the nuclear wave packets for the one-photon process is shown in Figs. S8A and B.

The initial wave packet is on the B(3Π0+) state (Fig. S8A), and at the B/Y avoided crossing (Rc = 3.3 Å)

nonadiabatic population transfer occurs to the Y(0+) state (Fig. S8B). Figure S8C shows the time evolution of

the populations of the B(3Π0+) and Y(0+) states. The time window from 50 fs to 80 fs, where the experimental

signature of the B/Y avoided crossing is observed, is highlighted by blue shade. This window includes both

non-avoided-crossing and avoided-crossing regimes.
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The results for the two-photon process are shown in Figs. S8D to F. The initial wave packet is on the Y(0+)

state (Fig. S8E), and it soon (∼ 25 fs) reaches the Y/Z avoided crossing (Rc = 2.8 Å) and part of the population

transfers to the Z(0+) state. The wave packet further proceeds down the Y(0+) potential and then (∼ 40 fs)

reaches the B/Y avoided crossing (Rc = 3.3 Å).
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Fig S1: Illustration of attosecond transient absorption beamline. A broadband NIR laser pulse (orange
beam) is split by spectral separators into the NIR components (red beam) and visible components (green beam).
The NIR pulse drives the high-harmonic generation, which creates an attosecond XUV pulse (blue beam). A
thin quartz plate and a zeroth-order quarter-wave plate (PASSAGE optics) are used for polarization assisted
amplitude gating. An aluminum filter is used to remove the NIR driver pulse after the high-harmonic gener-
ation. The characterization of the visible pulse is performed with self-diffraction FROG. The insets show the
measured FROG trace (left) and retrieved electric-field intensity (right). The visible pulse and the XUV pulse
are combined at a hole mirror and are focused by a toroidal mirror into an absorption gas cell. The visible
pulse is removed by another aluminum filter placed after the absorption gas cell. The transmitted XUV pulse is
recorded by an XUV spectrometer.
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Fig S2: Absorption cross sections of IBr, I2, and Br2. The visible absorption cross sections are taken from
(23) for IBr (purple area) and Br2 (red area), and from (45) for I2 (blue area). The spectrum of the visible-pump
pulse is plotted as a black curve.
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Fig S3: Vibrational coherences in ground-state bleach. (A,B) Experimental ground-state bleach signals in
the (A) I-4d and (B) Br-3d windows. The color scale is reversed from Figs. 2 and 3 for clear visualization the
negative ∆OD signals. (C) Analysis of center-photon energies of the ground-state bleach signals. From top
to bottom, the curves correspond to the Br-3d3/2, Br-3d5/2, I-4d3/2, and I-4d5/2 windows. The fundamental
vibrational period T for the ground X(1Σ0+) state is indicated by a double-head arrow. All four signals exhibit
the same oscillation patters. (D) Potential energy curves employed in the numerical simulation of ground-state
vibration signals. (E) Probability distribution of vibrational eigenstates of the ground X(1Σ0+) state. The three
lowest v = 0, 1, and 2 levels are plotted, and they are included in the simulations. (F,G) Simulated transient
absorption spectra in the I-4d and Br-3d windows showing the vibrational wave-packet dynamics.
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Fig S4: Broadband-NIR-pump transient absorption measurements of IBr. (A) A transient absorption
spectrum of the dissociation products. Most of the signals are from the neutral atoms, but the product ratio of
Br*/Br = 0.8 indicates multiphoton processes make significant contributions and alter the correct ratio. The
ionic I+ signals is also evident, indicating the implication of ionization processes. (B) Overview of the delay-
dependent transient-absorption spectra. (C and D) Transient-absorption signals in the (C) I-4d and (D) Br-3d
windows.
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Fig S5: Valence potential energy curves and transition dipole moments of IBr. (A) Potential energy curves
for the lowest five Ω = 0+ states and six Ω = 1 states. Each state is labeled with the Ω value and the order in
energy. (B) Transition dipole moments (TDMs) from the ground X(1Σ0+) state. The values shown in brackets
are the vertical excitation energy and transition dipole moment atR = 2.46 Å. In the Franck-Condon region, the
B(3Π0+) state has the largest transition dipole moment from the X(1Σ0+) state. (C) Transition dipole moments
from the excited B(3Π0+) state to the other excited states. In the Franck-Condon region, the Y(0+) and Z(0+)
states have large transition dipole moments.
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State Re (Å) ωe (cm−1) ωexe (cm−1) Te (eV)
X(1Σ0+) Expt. (30) 2.469 266.64 0.814 0

Calc. (36) 2.482 265.7 0.72 0
This work 2.448 267.9 0.66 0

A(3Π1) Expt. (53) 2.858 134.22 0.983 1.53
Calc. (36) 2.899 127.7 2.67 1.55
This work 2.827 145.8 1.41 1.54

B(3Π0+) Expt. (54) 2.83 142.0 2.6 2.00
Calc. (36) 2.898 112.8 6.26 2.05
This work 2.795 158.0 1.76 1.99

Table S1: Calculated and measured spectroscopic parameters of bound electronic states of IBr. The
parameters included here are the equilibrium internuclear distance (Re), harmonic frequency (ωe), anhar-
monicity (ωexe), and adiabatic excitation energy (Te). The calculated results are compared with experimental
data (30, 53, 54) and other theoretical work (36). The isotope used for calculation is 127I81Br.

20



Fig S6: Core-excited potential energy curves of IBr. (A and B) Spin-orbit-free potentials of the (A) Br-3d
and (B) I-4d core-excited states. (C and D) Spin-orbit-coupled potentials of the (C) Br-3d and (D) I-4d core-
excited states. The spin-orbit couplings in the I-4d and Br-3d core holes (solid vertical arrows) cause doublet
splittings in the [4d9][2441] and [3d9][2441] configurations, respectively. Additional splittings are caused by
the spin-orbit coupling in the π and π∗ orbital (dashed vertical arrows) to the [4d9][2342] and [3d9][2432]
configurations, respectively.

21



Fig S7: State-resolved XUV absorption strengths. (A to D) XUV absorption strengths calculated as a func-
tion of the internuclear distance. The results are from (A) the X(1Σ0+) state, (B) B(3Π0+) state, (C) Y(3Π0+)
state, and (D) Z(3Σ0+) state. In the Franck-Condon regions, the states are probed through the nd → σ∗, π∗, π
transitions, depending on the occupations of the valence orbitals. In the asymptotic limits, the core-to-valence
transitions converge to the I 4d→ 5p and Br 3d→ 4p series. (E to H) Overview of the valence potentials that
highlight the targeted electronic states for the XUV absorption strengths.
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State Rc (Å) Vij (eV) ∆F (eV·Å−1)
B/Y Patchkovskii (35) 3.33 0.0153 1.02

Matsuoka (37) 3.24 0.0164 1.06
This work 3.31 0.0178 1.11

Y/Z Patchkovskii (35) 2.87 0.0506 0.802
Matsuoka (37) 2.82 0.0499 0.714
This work 2.79 0.0503 0.636

Table S2: Avoided crossing parameters of the B/Y and Y/Z avoided crossings in IBr. Parameters for
avoided crossings (crossing distance Rc, magnitude of nonadiabatic interaction Vij , and the difference in the
slopes ∆F ) are computed by fitting the adiabatic energies to analytical expressions of a two-state diabatic
model. The calculated results are compared with other computational work (35, 37).
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Fig S8: Nuclear wave-packets simulations for dissociation of IBr. (A and B) Simulation results for the one-
photon process. State labels of B, Y, and Z are given the same way as in Figs. S7E, G, and H, respectively. The
population densities (|ψ|2) are plotted for the (A) B(3Π0+) state and (B) Y(0+) state. The initial wave packet is
in the Franck-Condon region of the B(3Π0+) state. (C) Population analysis for the one-photon process. When
the wave packet reaches the B/Y avoided crossing, nonadiabatic population transfer occurs from the B(3Π0+)
to Y(0+) states. The time window from 50 fs to 80 fs is highlighted by blue shade. (D to F) Simulation results
for the two-photon process. The population densities are plotted for the (D) B(3Π0+) state, (E) Y(0+) state, and
(F) Z(0+) state. The initial wave packet is in the Franck-Condon region of the Y(0+) state.
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