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ABSTRACT: To the experienced molecular chemist, predicting the geometries and reactivities of a system is an exercise in balancing simple 
concepts, such as sterics and electronics. In this Article, we illustrate how recent theoretical developments can give this combination of concepts 
a similar predictive power in intermetallic chemistry, through the anticipation and discovery of structural complexity in the nominally MnP-
type compound, IrSi. Analysis of the bonding scheme and DFT-Chemical Pressure (CP) distribution of the reported MnP-type structure ex-
poses issues pointing towards new structural behavior. The placement of the Fermi energy below an electronic pseudogap indicates that this 
structure is electron poor, an observation that can be traced via the 18−n rule to the structure’s Ir-Ir connectivity. In parallel with this, the 
structure’s CP scheme highlights facile paths of atomic motion that could enable a structural response to this electronic deficiency. Combined, 
these analyses suggest that IrSi may adopt a more complex structure than previously recognized. Through synthesis and detailed structural 
investigation of this phase, we confirm this prediction: single-crystal X-ray diffraction reveals an incommensurately modulated structure with 
the (3+1)D superspace group P21/n(0βγ)00 and q ≈ -0.22b*+0.29c*. The structural modulations increase the average number of Ir-Ir bonds 
to nearly match the 18−n expectations of the phase through Ir-Ir trimerization along negative CPs, with the incommensurability arising from 
the difficulty of contracting and stretching the Ir-Ir contacts in a regular pattern without expanding the structure along directions of negative Si-
Si CP. Integrating these results with prior analyses of related systems points to a simple guideline for materials design, the Frustrated and Al-
lowed Structural Transitions (FAST) principle: the ease with which competing structural phenomena can be experimentally realized is gov-
erned by the degree to which they are supported by the coordination of the atomic packing and electronic factors.  

1. INTRODUCTION 
As quantum mechanical objects, molecules must navigate com-

plex potential energy surfaces—dictated by the competing desires to 
maximize favorable orbital overlaps and to minimize repulsive forces 
at nonbonded contacts—to achieve the most stable geometries and 
the lowest energy reaction paths. And yet, such is the chemical im-
agination that chemists can often discuss these phenomena fluently 
referencing just two terms: sterics and electronics. The situation is 
more complicated for inorganic extended structures. For example, in 
intermetallic compounds, it has long been known that these same 
factors underlie a diverse structural chemistry.1-3 This is vividly 
demonstrated by structure maps that show clustering of structure 
types in spaces defined by a variety of atomic properties, including 
valence electron count and atomic size, suggesting that different 
configurations have stability ranges with respect to these parame-
ters.4-8 However, while such maps and the data they contain provide 
excellent input for seeing trends and data-mining approaches, they 
themselves provide no chemical interpretations that could be ap-
plied to new structural chemistry.  

Indeed, the formation of many complex structures beyond exist-
ing structure maps seems to originate from the interplay of electron-
ics and atomic packing, but the exact roles these factors play often 

remain unclear. For instance, although BaAl4-type compounds typi-
cally prefer 14-electron counts, the stabilization of the structure type 
with fewer electrons in SrAuxIn4-x and SrAuxSn4-x is attributed to the 
incorporation of smaller Au atoms.9 Similarly, the homogeneity 
ranges of A9Zn4+xPn9 and A9Cd4+xPn9 (A = Ca, Sr, Yb, Eu; Pn = Sb, 
Bi) are thought to emerge from the conflict between atomic size con-
straints and the need for Zn/Cd stuffing atoms for charge balanc-
ing,10 while similar tensions are thought to underlie superstructure 
formation in Sr3In11.11 However, the reliance of these analyses on em-
pirical observations makes it difficult to predict such structural phe-
nomena in new systems. 

Recent theoretical developments have established more direct 
links between local structural features in intermetallics and electron-
ics and size effects. Bonding schemes such as the Zintl-Klemm con-
cept12,13 and the 18−n rule14,15 provide prescriptions for the numbers 
of different interatomic contacts needed to achieve closed shells for 
a given composition. In parallel with this, the DFT-CP method16-19 
enables one to visualize frustrations that can arise within dense 
atomic packings, from which the role of atomic size can be assessed. 
Analyzing these two aspects of a system together can take us a long 
way in understanding complex structural phenomena. For example, 
the Nowotny Chimney Ladders adopt a wide range of stoichi-
ometries governed by an ideal electron count20-22 traceable to the 
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18−n rule.14 Meanwhile, the CPs outline a helical path of soft atomic 
motions, which allow the stoichiometries to be nearly continuously 
varied23 and lead to bihelical structures. A closely related example is 
the weakly ordered compound, Fe2Al5, where non-stoichiometry is 
required to reach the ideal 18−n electron count of the phase. This 
non-stoichiometry is accommodated within channels of nearly con-
tinuous Al positions templated by the CP scheme, allowing for a tun-
able composition bounded roughly by the 18−n electron count.24 

These two factors can also act in a more antagonistic manner. In 
the electronically-driven phase transition between the high-temper-
ature fluorite-type form of PtGa2

25 and its low-temperature tetrago-
nal polymorph,26 atomic packing tensions revealed by the CP 
scheme require the phase transition to happen in a tightly concerted 
manner. A highly hysteretic phase transition results, which can be 
stifled by interstitial Pt atoms for Pt-rich compositions.27  

While these examples comprise diverse structural phenomena, 
there are commonalities among them: in each, the electronics moti-
vate a variation on a relatively simple structure, while the CPs guide 
the specific geometrical route by which the electronics are satisfied. 
It seems, then, that such electronically-driven, CP-guided complex-
ity might be anticipated to occur in other intermetallics where non-
ideal electron counts occur alongside CP features suggestive of soft 
atomic motions. Using these guidelines, we considered where else 
this type of phenomenon might occur and identified the MnP struc-
ture type as a potential source of complexity: half of the twenty re-
ported intermetallics are purported to crystallize as electron-poor 
compounds,15 and the CP scheme outlines possible routes for atoms 
to move in response. 

In this Article, we will illustrate how these indicators of tensions 
can indeed be used predictively, by anticipating and elucidating un-
recognized structural chemistry in one such (nominally) MnP-type 
intermetallic compound, IrSi. Here, the need for new Ir-Ir interac-
tions to satisfy the 18−n rule runs counter to negative pressures in 
the Si sublattice, setting the stage for incommensurate modulations. 
As we will conclude, our ability to forecast complexity in the case of 
IrSi, combined with our earlier analyses of other systems, points to a 
simple strategy for materials design in intermetallics, which we call 
the Frustrated and Allowed Structural Transitions (FAST) princi-
ple—superstructures, structural progressions, and phase transitions 
are most favorable when the electronic and atomic packing factors 
work together, while the opportunities for such behavior to emerge 
becomes limited when the different driving forces conflict.  

2. EXPERIMENTAL 
2.1. Bonding Analysis of MnP-type IrSi. The bonding scheme of MnP-type 

IrSi was analyzed with the reversed approximation Molecular Orbital (raMO) 
method.28 First, the geometry was optimized with the framework of DFT, using 
the Vienna Ab initio Simulation Package (VASP)29-32 and Perdew-Burke-Ern-
zerhof (PBE)-GGA functionals.33-36 The calculations were performed in the high-
precision mode using the projector augmented wave (PAW) potentials provided 
with the package,37,38 with a 5×10×5 Γ-centered k-point grid and an energy cutoff 
of 245.3 eV. Next, single-point calculations were performed on the optimized ge-
ometry to obtain band energies and projected density of states (DOS) distribu-
tions to serve as the basis for the calibration of a simple Hückel model for the 
compound with the eHtuner program;39 the final parameters can be found in the 
Supporting Information. The resulting parameters were then used in simple 

Hückel calculations with YAeHMOP40 on a 2×4×3 supercell of MnP-type IrSi, 
such that multiple k points in the Brillouin zone are mapped to the Γ point. The 
Γ-point Hamiltonian matrix for the supercell was then imported into the in-house 
Matlab program makeramo for the raMO analysis.  

2.2. DFT-Chemical Pressure Analysis. The DFT-Chemical Pressure 
scheme was calculated for MnP-type IrSi to investigate atomic packing tensions 
within the structure. The structure was first optimized with LDA-DFT using the 
ABINIT41-44 software package and Hartwigsen-Geodecker-Hutter norm-con-
serving pseudopotentials.45 Single-point calculations were then performed on the 
optimized geometries at the equilibrium volume, as well as at slightly contracted 
(−0.05%) and expanded (+0.05%) volumes. These calculations yielded the ki-
netic energy and electron densities, as well as the local components of the Kohn-
Sham potential used to produce the 3D chemical pressure maps. 

Next, the ABINIT output was used to calculate CP maps with CPpackage2, 
using core unwarping with tricubic interpolation16 and the mapping of the non-
local pseudopotential energies.19 The CP maps were partitioned into contact vol-
umes between atom pairs using the Hirschfeld-inspired integration scheme,16 and 
the pressures within each contact volume was averaged and projected onto atom-
centered spherical harmonics (l≤4). The final CP schemes were visualized with 
Figuretool2, an in-house Matlab application. During the core unwarping and con-
tact volume construction steps, Bader charges, extracted from the PAW-GGA 
electronic structures using the Bader program,46-49 were used to account for elec-
tron transfer between Ir and Si. Then free ion electron densities were generated 
with the Atomic Pseudopotential Engine (APE)50 for a range of percentages of 
the Bader charge (0 to 50%, beyond which convergence issues emerged). The CP 
schemes in the main text used the free ion electron densities for 50% of the Bader 
charges; the other results are given in the Supporting Information. 

2.3. Spin-Orbit Coupling. For the main text, theoretical results were calcu-
lated without the inclusion of spin-orbit coupling (SOC). However, due to Ir’s 
large nuclear charge, we carried out additional calculations factoring in SOC to 
investigate any impact it might have on our conclusions. In the Supporting Infor-
mation we present comparisons of the DOS distribution for MnP-type IrSi calcu-
lated using ABINIT with and without spin-orbit coupling. The features near the 
Fermi energy (EF) are largely unaffected by SOC. A CP scheme for MnP-type IrSi 
with spin-orbit coupling included is also provided in the Supporting Information, 
showing that the overall features of the scheme are maintained. Spin-orbit cou-
pling, thus, does not significantly affect our conclusions. 

2.4. Synthesis. IrSi was prepared by reaction of the component elements at 
stoichiometric and slightly off-stoichiometric (Ir:Si ratios of 1:0.8 and 1:1.2) ra-
tios. Ir and Si powders (Ir: Alfa Aesar, 99.9%; Si: Alfa Aesar, 99.99%) were 
weighed out, pressed into pellets in an Ar-filled glovebox, and arc-melted three 
times on alternating sides for 10 s each to maximize homogeneity. The ingots 
were then placed in fused silica tubes, which were sealed under vacuum and an-
nealed at 600 °C, 800 °C, or 1000 °C in a muffle furnace for 1 week. After the 
annealing period, the samples were quenched in ice water or cooled to room tem-
perature at a rate of 20 °C/hr.  

2.5. Powder X-ray Diffraction. Samples were prepared for phase analysis 
with powder X-ray diffraction by grinding fragments of the samples using an agate 
mortar and pestle. The fine powders were mounted on a zero-background Si plate 
and analyzed with a Bruker D8 Advance Powder Diffractometer using Cu Kα ra-
diation (λ = 1.5418 Å) over a 2θ range of 15−90° in increments of 0.02° at an ex-
posure time of 0.9s. Powder X-ray diffraction patterns were also collected using 
synchrotron radiation at beamline 11-BM at the Advanced Photon Source to bet-
ter detect and resolve potential satellite peaks. Patterns were collected at three 
temperatures: 100 K, 295 K, and 460 K. No additional polymorphs were evident 
at these temperatures. The powder patterns for the sample that yielded the single 
crystal discussed in the main text is provided in the Supporting Information. 

2.6. Elemental Analysis via Energy Dispersive X-ray Spectroscopy 
(EDS). Samples were prepared for EDS by embedding pieces of the fragmented 
ingots in epoxy. After curing the epoxy for 24 hrs at 65 °C, the specimens were 
polished with diamond lapping film at increasingly fine grit, from 9 μm to 0.5 μm. 
Finally, the samples were coated with a 20 nm layer of carbon to increase conduc-
tivity. The samples were imaged and analyzed in a Hitachi S3400-N scanning 
electron microscope (voltage of 30 keV) equipped with an EDS detector. 



 
 

3 

 

2.7. Differential Scanning Calorimetry (DSC). DSC experiments were per-
formed with a Netzsch Pegasus 404 differential scanning calorimeter. Experi-
ments were run with a 10 °C/min heating rate under a nitrogen gas flow of 50 
mL/min, cycling two times between 100 °C and 1000 °C. The data were analyzed 
using the Netszch Proteus software provided with the instrument. The results 
show no evidence of transitions for IrSi over this temperature range. 

2.8. Single-Crystal X-ray Diffraction. Single crystals were picked and then 
analyzed with an Oxford Diffraction Xcalibur E diffractometer equipped with a 
Mo Kα (λ = 0.71073 Å) sealed-tube X-ray source at room temperature. To suffi-
ciently separate the main reflections and satellite peaks, the detector-to-crystal 
distance was set to 100 mm. The data was collected at an exposure of 120 s/0.5°. 
Run list generation and frame data processing were performed using the Crysa-
lisPro software51 supplied by the manufacturer. The charge flipping algorithm,52,53 
as implemented in the program SUPERFLIP,54 was used to obtain the initial 
structural solution. The solution was modeled and refined on F2 in JANA2006.55 
The refined structural parameters are listed in the Supporting Information, while 
the Crystallographic Information File (CIF) can be obtained from the Cam-
bridge Crystallographic Data Centre (deposition number: CSD 1956234). 

3. RESULTS AND DISCUSSION 
3.1. Preliminary theoretical analysis of MnP-Type IrSi. Dur-

ing our screening of simple transition metal (T)- main group metal 
(E) structures for those that frequently violate electron counting 
rules while exhibiting atomic packing issues, the MnP type emerged 
as a potential source of structural chemistry. In this structure, the T-
T connectivity is expected to follow the 18−n rule, where each T 
atom aims to reach an 18-electron configuration by sharing electrons 
through n number of bonding functions isolobal to traditional 2-cen-
ter 2-electron functions. The T atoms build up a flattened diamond 
network, allowing each T atom to form four T-T close contacts in a 
distorted tetrahedral environment (purple lines in Figure 1). As 
such, compounds in the MnP type follow the 18−n rule when they 
have 14 electrons/T atom (n = 4).15 However, ten of the twenty re-
ported MnP-type compounds, including the prototype phase MnP 
itelf,56 fall short of this 18−n ideal electron count, with valence elec-
tron counts of 13 electrons/T atom or lower.  

For example, IrSi (whose component elements we happened to 
have on hand), has a valence electron count of 13 electrons/Ir atom 
(9+4 = 13 electrons/Ir), deficient by one electron relative to the 14-
electron ideal. A calculation of IrSi’s electronic density of states 
(DOS) distribution (Figure 1b) confirms this expectation. The 
Fermi energy (EF) falls a little below the deep DOS minimum asso-
ciated with the 18−n count, highlighting the phase’s electron-poor 
character. Further investigation of the bonding in IrSi with the re-
versed approximation Molecular Orbital (raMO) method, shown in 
the Supporting Information, reveals π-contributions to the Ir-Ir 
bonding, a sign of unsaturated interactions. 

This electron deficiency hints at possibilities for structural chem-
istry. For instance, incorporating more Si atoms would bring addi-
tional electrons to the structure, while forming more Ir-Ir bonds 
would lower the number of electrons required to reach an 18-n 
count. Both options would go some way toward making IrSi electron 
precise. How feasible are they? 

To see whether atomic packing effects might support any of these 
options, we turned to the DFT-Chemical Pressure (CP) analysis,16-

19 which resolves the macroscopic internal pressures of an interme-
tallic into two-atom pressures that desire either expansion (positive 

pressures) or contraction (negative pressures) of the structure. IrSi’s 
CP scheme is overlaid on a section of the structure in Figures 1a,c. 
Negative Ir-Ir CPs (black lobes) run parallel to the long contacts 
along b (shown as dotted purple lines in Figure 1c) and negative Si-
Si CPs follow the Si zigzag chain. Positive Ir-Si CPs (white lobes) on 
the Si are oriented nearly perpendicular to the negative CP features 
along b, giving the distribution quadrupolar character.  

CP quadrupoles like these have a qualitative connection to the vi-
brational properties of atoms within a solid.57,58 Motions along the 
negative pressures of a CP quadrupole are expected to be soft, as they 
shorten overly long contacts while potentially lengthening contacts 
of positive CP. Such motions could allow the formation of new Ir-Ir 
interactions along b, making this a viable route to handling the elec-
tron deficiency (though concerted motion of the Si atoms would be 
required to avoid shortening the Ir-Si contacts). Incorporation of ad-
ditional Si atoms also remains a possibility: the negative CPs along 
the zigzag chain could incorporate new atoms, but large motions 
within the structure would be needed to make space for these atoms.  

 

Figure 1. The reported crystal structure of IrSi. (a) The MnP-type IrSi 
structure previously solved by powder methods overlaid with its DFT-
Chemical Pressure (CP) scheme. (b) The density of states (DOS) curve 
for MnP-type IrSi, with the Fermi energy (EF) falling below a deep 
pseudogap. (c) A hexagonal channel of the MnP-type structure viewed 
along the b-axis, highlighting negative CPs parallel to the long Ir-Ir con-
tacts in this direction (dashed purple lines). 

These electronic and atomic size considerations suggest that 
there may be more complexity to IrSi’s structure than has been pre-
viously recognized. In fact, the structure of IrSi has never been re-
fined from single crystal studies. It was first assigned to the ortho-
rhombic MnP type in 1957,59 and two later studies (in 197060 and 
199361) focused on charting the Ir-Si phase diagram—all based on 
powder X-ray diffraction. In 1995,62 Görannsson, et al. refined the 
structure from powder data using the Rietveld method, achieving an 
R-value of 13%. Weaker reflections associated with superstructures, 
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such as the variations we are envisioning for IrSi, are often difficult 
to detect using powder techniques, particularly on standard labora-
tory diffractometers. To explore its potential to exhibit new struc-
tural chemistry, we thus set out to find single crystals of IrSi. 

3.2. Synthesis and characterization. To synthesize IrSi, we arc-
melted and annealed pellets of the mixed metals at compositions 
near the target 1:1 stoichiometry. All syntheses resulted in brittle sil-
very-gray ingots whose major powder X-ray diffraction peaks could 
be indexed to MnP-type IrSi.  Peaks corresponding to nearby bina-
ries were also detected, except for one sample loaded at a 1:0.8 stoi-
chiometry and annealed at 600 °C (see the Supporting Infor-
mation).    However, weak reflections invariably appeared at 2θ ≈ 42° 
and 47° that did not match any known phases, hinting that the 
strongest peaks of the powder pattern do not tell the full story. 

Compositional analysis of the sample with energy-dispersive X-
ray spectroscopy (EDS) confirms the presence of an approximately 
1:1 phase and the nearby binaries Ir3Si2, Ir4Si5, or Ir3Si4, depending 
on loading composition (see the Supporting Information). The EDS 
compositions of IrSi1.06(3), IrSi1.06(1), and IrSi1.066(9) for three different 
samples (Si-poor, stoichiometric, and Si-rich, respectively) suggests 
that the structure is not inserting substantial numbers of additional 
Si atoms; reaching the ideal electron count in this manner would re-
quire an Ir:Si ratio of 1:1.25. These analyses confirm our successful 
synthesis of a 1:1 IrSi phase, whose major features align with previ-
ous reports. Let’s now turn to single-crystal X-ray diffraction for a 
more detailed investigation of the structure. 

3.3. Diffraction patterns of IrSi. Unit cell runs of nearly 50 crys-
tals selected from our samples consistently returned the MnP-type 
orthorhombic unit cell. However, when a hemisphere of data was 
collected at longer exposure times, signs of greater complexity be-
came apparent. The orthorhombic lattice only accounts for approx-
imately half of the observed peaks. The reciprocal lattice layer recon-
structions of this data, such as the 0kl layer shown in Figure 2, reveal 
that the remaining reflections are less intense satellites emanating 
from the main reflections. As can be seen in the insets of Figure 2a, 
many of the main peaks are surrounded by a rectangle of four more 
distant satellites, as well as a pair of closer satellites. Such features in-
dicate that IrSi is, in fact, subject to incommensurate modulations. 

At first, the diffraction pattern suggests that four vectors (labeled 
q1, q1′, q2, and q2′) beyond the usual reciprocal lattice grid are re-
quired for full indexation of these features. However, given the or-
thorhombic symmetry of the basic lattice, it is likely that domains 
with an off-axis modulation, such as q1, would coexist with other twin 
domains with q-vectors related by symmetry elements of the basic 
lattice, i.e. q1′. Indeed, while screening single crystals, one very small 
specimen (longest side <0.02 mm) showed a diffraction pattern with 
only satellite reflections associated with q1 and q2, confirming the 
notion that q1′ and q2′ arise from a twin domain that reflects the dif-
fraction pattern across the a*b*-plane. With that discovery, we can 
now index the most intense set of satellite reflections with the vector 
q1 ≈ -0.22b*+0.29c*, shown as a red arrow in Figure 2a. A small num-
ber of satellite reflections from this domain can also be indexed to q2 
≈ -0.10b*+0.07c*, indicated by the yellow vector. From there, q1′ 

and q2′ are attributed to twinning.  

 

Figure 2. Reconstruction of the 0kl reciprocal lattice layer from X-ray 
diffraction data collected on an IrSi single crystal. (a) The main reflec-
tions define a primitive orthorhombic cell (blue grid) consistent with an 
underlying MnP-type basic cell. Satellite reflections are indexed as q1 
and q2, or their twinned versions, q1′ and q2′. (b) The indexed diffraction 
pattern, with q1 reflections circled in red, q1′ reflections circled in green, 
and q2 and q2′ peaks circled in yellow. 

As shown in Figure 2b, the entire pattern can now be indexed. The 
peaks ascribed to q1 are circled in red, while the twin reflections as-
sociated with q1′ are circled in green. Yellow circles surround peaks 
indexed with q2 and q2′. Inspection of the peaks circled in red and 
green shows that q1 reflections are generally more intense than the 
q1′ reflections, a trend that holds for the q2 reflections as well.  It ap-
pears, then, that the domains giving rise to the q1′ and q2′ satellites 
represent a minor component in the crystal. Furthermore, note that 
relatively few peaks are assigned to q2 and q2′ (yellow), a feature that 
was seen for all 10 crystals for which we collected full datasets. In fact, 
this dataset contains 182 observed, unique q1 reflections compared 
to only 28 for q2.  Taken together, these features of the diffraction 
pattern suggest that the primary modulation affecting the crystal is 
encoded in the q1 peaks. 
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The fully indexed diffraction pattern irrevocably shows that, at 
least at room temperature, IrSi is not crystallizing in the simple MnP 
type, but instead adopts an aperiodic structure with two additional 
periodicities acting on the basic orthorhombic lattice. 

3.4. IrSi’s basic structure. To uncover any clues they may pro-
vide about the nature of the modulations, let’s focus first on the main 
reflections. These arise from the primitive orthorhombic basic cell 
with lattice vectors a ≈ 5.56 Å, b ≈ 3.22 Å, and c ≈ 6.28 Å (matching 
the previous reports of IrSi’s unit cell). Integration of these reflec-
tions and solution in the space group Pnma proceeds smoothly, re-
sulting in the expected MnP-type average structure. In fact, the re-
finement of the average structure yields a very good model with 
R(I>3σ) = 2.75 and GOF = 1.69, as well as acceptable residual Fou-
rier electron densities, with Δρmax and Δρmin = 2.91 and -2.46 elec-
trons/Å3, respectively. The quality of the refinement highlights how 
easily the incommensurability could be overlooked here if the satel-
lites were not detected. The only noteworthy feature of the refine-
ment is an elongation of the Ir thermal ellipsoids along b. While this 
elongation is not severe enough that it would cause alarm during a 
typical structural determination, it suggests atomic motions along 
this direction could play a role in the modulated structure.  

3.5. The (3+1)D solution of modulated IrSi. We are now ready 
to include the crystallographic information encoded in the satellite 
peaks. To do this, we turn to superspace crystallography, in which 
the aperiodic three-dimensional crystal is embedded in a (3+d)-di-
mensional space, where “d” refers to the additional dimensions, per-
pendicular to physical space, required to construct a higher-dimen-
sional periodic lattice and apply its symmetry to the crystal.63 The 
diffraction patterns of IrSi suggest that a solution in (3+2)D super-
space is required to capture the full story. However, the data for the 
q2 modulation are very sparse, giving little basis for the modeling and 
refinement of the q2 modulation. The limited data for q2 peaks was a 
common theme across a wide number of crystals, and all attempts to 
model the q2 modulations resulted in high R-values for the q2 satel-
lites. With these difficulties in mind, as well as the ambiguity as to 
whether q2 coexists with q1 in the same domains or represents an-
other domain type in the crystal, the structural model presented be-
low is solved in (3+1)D and only includes data from q1. 

Our next step is to assign the (3+1)D superspace group of the 
structure. The highest possible space group can be derived by first 
considering which symmetry operations of the MnP type’s Pnma 
space group are compatible with the q-vector. q1 ≈ -0.22b*+0.29c* 
breaks the symmetry associated with the b* and c* directions, reduc-
ing the symmetry of the modulated structure to a monoclinic sub-
group of Pnma with a being the unique axis. Thus, any symmetry op-
erations at work in the modulated structure should be derived from 
the 3D space group P21/n11.  

Embedding the symmetry elements of P21/n into (3+1)D space 
introduces the possibility of translational components along the 
newly introduced dimension, x4. In particular, the n glide perpendic-
ular to a, (x, y, z) → (-x, y + ½, z + ½), can be embedded in super-
space as either (x1, x2, x3, x4) → (-x1, x2 + ½, x3 + ½, x4) or (x1, x2, x3, 

x4) → (-x1, x2 + ½, x3 + ½, x4 + ½). These can be distinguished using 

systematic absences, with the latter requiring the reflection condi-
tion 0klm: k+l+m=2n. No such condition is evident in the diffrac-
tion data. In fact, no other reflection conditions beyond those ex-
pected for P21/n were present. The resulting (3+1)D space group is 
therefore P21/n11(0βγ)00, where “(0βγ)” indicates that the q-vec-
tor has irrational components along b* and c*, and “00” signifies that 
there are no glides along x4 associated with the generating operations 
(the 21-screw axis parallel to a and the n glide perpendicular to a). As 
we will see below, this space group is confirmed by the structural so-
lution and refinement of IrSi’s structure (Table 1). 

Table 1. Crystallographic Information for IrSi 
Refined Composition IrSi 
Composition from EDS IrSi1.06(3) 
Crystal Dimensions (mm) 0.061×0.030× 0.025 
Crystal Color silver 
Radiation Source,  λ (Å) 0.71073 
Absorption Correction analytical 
Data Collection Temp. RT 
(3+1)D Superspace Group P21/n(0βγ)00 
a (Å) 5.5573(16) 
b (Å) 3.2210(11) 
c (Å) 6.278(2) 
α = β = γa 90° 
q vectorb (0, -0.2157(6), 0.2888(10)) 
Cell Volume (Å3) 112.38(6) 
Absorption Coefficient (mm-1) 118.922 
θmin, θmax 4.884, 27.015 
Refinement Method F2 
Rint(I>3σ, all) 3.36, 4.29 
Statistics for Main Reflections  
 Unique Reflections (I > 3σ, all) 160, 235 
 R(I>3σ), Rw(I>3σ) 2.89, 6.20 
 R(all), Rw(all) 3.71, 6.38 
Statistics for Satellite Reflections, m=1  
 Unique Reflections (I > 3σ, all) 181, 302 
 R(I>3σ), Rw(I>3σ) 4.25, 8.41 
 R(all), Rw(all) 11.34, 14.03 
Statistics for Overall Refinement  
 Number of Reflections 1880 
 Number of Parameters 37 
 Unique Reflections (I > 3σ, all) 341, 718 
 R(I>3σ), Rw(I>3σ) 3.31, 6.63 
 R(all), Rw(all) 6.33, 8.38 
 S(I>3σ), S(all) 1.23, 1.04 
 Δρmax, Δρmin (e-/Å3) 3.59, -3.81 

aTo allow refinement of the average and modulated structures using the 
same reflection set, the unit cell angles were restrained to 90° to match the 
orthorhombic symmetry of the average structure. 
bFor the structure refinement, the q-vector was rounded to (0, -0.22, 0.29) 
to better reflect the precision with which this vector is known. 

With the superspace group assigned, an initial model of the 
(3+1)D structure was obtained with the charge-flipping algorithm. 
The charge-flipping iterations quickly converged on a (3+1)D elec-
tron density that matched the symmetry of the assigned space group. 
The initial result correctly assigned the atomic position for Ir while 
the initial atomic position for Si was assigned with the peak-search 
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function of JANA2006.55 In this first solution, there is a single sym-
metry distinct position for each element, Ir1 and Si1, with a refined 
composition of IrSi. 

After we modeled the positional modulation of both atomic posi-
tions with harmonic functions, refinement of the structure led to an 
overall R(I›3σ) of 3.36 (Table 1). While this value is somewhat 
larger than that for the average structure, R(I›3σ) = 2.75, this stems 
from the incorporation of the relatively weaker satellite reflections in 
the refinement, as can be seen from the R(I›3σ) values for the main 
reflections and first order satellites, 2.89 and 4.25, respectively.  Fur-
thermore, a simulated powder X-ray diffraction of the modulated 
structure now accounts for the previously unassigned peaks at 2θ ≈ 
42° and 47° as (hklm) = (1031) and (2111), respectively. Powder 
patterns collected with synchrotron radiation at 100 K, 295 K, and 
460 K also match this assignment (see the Supporting Information). 

Comparison of the atomic positions in the model to the corre-
sponding features in the (3+1)D Fourier maps provides further con-
firmation of its validity. In the Fourier map (Figure 3), the atomic 
positions are evident as continuous strings of electron density run-
ning along x4, which represents the phase of the modulation func-
tion. The x4 axis is oriented perpendicular to physical space. As such, 
the non-modulated axis, x1, lies parallel to the physical x axis (in this 
context, x, y, and z refer to the fractional coordinates of atoms along 
the a, b, and c directions of the basic cell in physical space); traveling 
along x1 corresponds to motion along the physical x axis. On the 
other hand, x2 and x3 are tilted out of physical space; a translation 
along x2 or x3 then requires a shift along x4 to stay in physical space. 

We begin with the Ir1 site’s model in Figure 3a, with the black 
lines showing contours of the observed Fourier electron density and 
the thicker purple line representing our refined model, comprised of 
two harmonic modulation waves.  Along the x1 direction, the atomic 
position stays nearly unchanged compared to the average structure. 
However, the Ir positions along the x2 and x3 directions show signif-
icant deviations away from the average position, with maximum 
widths of 0.40 Å and 0.23 Å, respectively. 

Similar plots are shown in Figure 3b for the Si1 site, where now a 
single harmonic wave is sufficient to trace the shape of the electron 
density (shown in gold). As before, the Si positions along the x1 di-
rection appear non-modulated, while along the other two directions 
they oscillate around the average structure, with maximum widths of 
0.19 Å and 0.30 Å for x2 and x3, respectively. 

3.6. Ir modulations viewed in 3D. With our (3+1)D crystallo-
graphic model of IrSi’s structure in hand, we can now analyze how 
the modulations address the steric and electronic tensions afflicting 
the average structure. Let’s start with the largest perturbation away 
from the MnP-type average structure: the Ir positional modulation 
along x2 (Figure 4). In Figure 4a, we show how the physical y-axis 
(red arrow) crosses through the x2-x4 plane, sampling the Ir modula-
tion waves (purple lines) at different points. Each point where this 
cut intersects with an Ir atom’s modulation function represents the 
location of an Ir atom in physical space. Since x2 is tilted off of y, 
changing x2 requires displacement along x4 in order to remain in 
physical space. Thus, each new Ir atom along y appears at a different 

x4 value and is displaced relative to the average position (dotted line) 
by different amounts. The structural consequence is a chain of une-
venly spaced Ir atoms, with distances either contracted or length-
ened relative to the average (3.22 Å). For example, in the middle of 
the plot are two contacts shortened significantly compared to the av-
erage structure with distances of 3.04 Å and 3.09 Å along y.  

 

Figure 3. Modeling the electron density of IrSi in (3+1)D superspace. 
(a) Electron density plots of the Ir1 site’s motion along x1, x2, and x3 as a 
function of x4. In each plot, the electron density is summed over a 1.5 Å 
thick width over the other directions. The purple line represents the 
model’s Ir positions. (b) Plots of the Si1 position as a function of x4, sum-
ming over 1 Å along the other two directions. The gold line represents 
the model’s Si positions. Contour intervals:  3 electrons/Å3. 

By putting this chain of Ir atoms into its broader context within 
the structure (Figure 4b), we begin to see how the coordination en-
vironments of the Ir atoms are affected by the modulation along b. 
Contacts that have contracted more than 0.1 Å (shorter than 3.12 Å) 
are drawn with full purple lines, while longer contacts are shown with 
dashed lines. As in the average structure, each Ir atom retains the 
original four Ir-Ir interactions that form a distorted tetrahedral envi-
ronment. Now, though, new short Ir-Ir contacts have appeared along 
b, resulting in an Ir trimer at the center. The formation of these ad-
ditional short Ir-Ir interactions by the modulation is in accord with 
our earlier bonding analysis, where each Ir atom needed to partici-
pate in one additional Ir-Ir bond on average to reach its ideal 18−n 
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electron count. In fact, zooming out to a larger section of the struc-
ture (Figure 4c) shows that such Ir trimers are a dominant structural 
motif, forming tilted regions of Ir-Ir contraction and expansion 
within the bc-plane. 

 

Figure 4. Effect of the modulation on the Ir connectivity. (a) The mod-
ulation functions for a chain of Ir atoms, plotted in the x2-x4 plane. An Ir 
atom is located at each point where the physical y-axis  (red arrow) in-
tersects the Ir modulation function, resulting in the Ir-Ir distances 
shown. Distances shorter than <3.12 Å are shown as full red lines, while 
longer contacts are shown as dashed lines. (b) The uneven Ir atom spac-
ing that results along b, shown in the context of the structure. (c) Viewed 
at a larger scale, the Ir sublattice shows a tendency towards trimerization.  

The structural fragments shown above provide a snapshot of the 
possible Ir configurations; the entire range of possible geometries is 
defined within one period of the modulation function. In Figure 5a, 
we zoom in on the modulation of a single Ir atom, shown as a purple 
line, with the positional modulation along x2 plotted as a function of 
x4. By sampling this function from x4 = 0 to x4 = 1 at regular intervals 
(purple spheres), we can see how the modulation maps onto the Ir 
coordination environment.  The Ir-Ir distances from each sphere are 
represented with narrow bars of various tints of purple, beginning at 
white for distances ≥3.22 Å and darkening until the distances de-

crease to 3.12 Å. These distances are longer than the sum of Ir’s me-
tallic radii (2.71 Å), though they fall within the typical range for short 
Ir-Ir contacts in other solid-state compounds (2.7 to 3.2 Å) in the 
Inorganic Crystal Structure Database.64,65 

 

Figure 5. Modulation of the Ir-Ir connectivity in IrSi. (a) The positional 
modulation of an Ir atom along x2 as a function of x4. At intervals of 0.05 
along x4, Ir-Ir contacts to the left and right are represented by thin bars. 
The distances are shown as tints of purple. (b)-(e) The resulting coor-
dination environments encoded in the modulation function, resulting in 
up to six Ir-Ir bonding interactions for a single Ir atom.  

The Ir positions follow a nearly sinusoidal curve, consistent with 
the prominence of 1st order satellites in the diffraction pattern. How-
ever, a closer look reveals that the extrema of the curve are not evenly 
distributed: the regions of positive slopes are longer than those with 
negative slopes. At x4 = 0 in Figure 5a, we begin at a shorter diagonal 
portion of the curve. In this region, we see gaps between trimers, i.e. 
the Ir atom has only a distorted tetrahedral Ir environment (Figure 
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5b). In the figure, these atoms have transparent bars on either side as 
both Ir-Ir distances have increased relative to the average. Traveling 
up x4, we next reach a section of the function curved to the left of the 
average position; here, a purple bar connects the Ir atom to the Ir 
atom on its left (right side of a trimer, Figure 5c), so that n = 5 for 
these Ir atoms. Between 0.45 ≤ x4 ≤ 0.75, the modulation function 
flattens out to a long diagonal portion that is now slanted the other 
way. This region is the center of a trimer with contracted Ir-Ir dis-
tances on either side of the central atom (n = 6, Figure 5d), as is ap-
parent in Figure 5 from the purple bars on both sides of the spheres. 
Finally, at x4 = 0.8, the function curves to the right of the average po-
sition (Figure 5e), representing the left portion of the trimer with Ir 
atoms connected to their righthand Ir neighbor. Overall, the modu-
lation function encodes four basic types of connectivity within the Ir 
chains along b: gaps between trimers, the right and left sides of a tri-
mer, and the center of a trimer. 

Such changes in the Ir-Ir connectivity should have consequences 
for the electronics of the phase.66 Remember that for IrSi to follow 
the 18−n rule each Ir atom needs to gain on average one Ir-Ir inter-
action along b relative to the original MnP-type structure. We can 
use the relative lengths of the different portions of the modulation 
function to calculate a weighted average over these coordination 
types. At a quick glance, each of the coordination types appears to 
account for approximately ¼ of the period along x4, suggesting a 
weighted average of 5 Ir-Ir bonds for each Ir atom. In fact, the aver-
age calculated from the sampling of x4 presented in Figure 5 is 4.9, 
close to the ideal n = 5 we would expect from the 18-n electron count 
of this phase. 

3.7. The CP-guided modulations of IrSi. It appears, then, that 
IrSi responds to the electronic needs of its parent structure by mod-
ulating its Ir positions along b, with a tendency for trimerization. 
While the trimerization matches the Ir-Ir connectivity with the struc-
ture’s electron count, it does not represent the only way of having 
every Ir atom in a chain participate in one bond on average. For ex-
ample, dimerization of the Ir atoms along b would achieve the same 
goal. Clues to the origins of the preference for trimers can be found 
in other structural aspects of the modulation, such as the displace-
ments of the Si atoms and the direction of q.  These details can be 
understood when viewed in terms of MnP-type IrSi’s CP scheme. 

As we saw in 3.1, the key tensions in the average structure’s CP 
scheme (Figure 6a) are negative Ir-Ir CPs along b, negative Si-Si CPs 
along the Si zigzag chains, and positive Ir-Si CPs along the shortest 
heteroatomic contacts. The negative Ir-Ir CPs desire wholesale con-
traction of the structure along b. However, such an arrangement is 
undesirable for two major reasons: the structure only requires one 
additional Ir-Ir bond/Ir atom to reach its ideal electron count and 
contraction of an Ir-Ir distance also shortens neighboring Ir-Si con-
tacts along directions of positive CP (red contacts in Figure 6a). 
Here, then, is one significant tension in the IrSi structure: balancing 
the desire for contraction of the Ir-Ir and Si-Si contacts with both the 
electronic needs of the system and the desire for expansion along 
heteroatomic contacts. 

These issues are illustrated in Figure 6b: the Ir-Si contacts affected 
by positive CP trace out a buckled honeycomb network in the bc-

plane (shown in red). The formation of new Ir-Ir contacts runs 
across the hexagons of this network, creating more tension between 
the Ir atoms and bridging Si atoms, urging them to move out of the 
way. In fact, in a model with the Si atoms fixed to their average posi-
tion, the Ir modulations shrink the shortest Ir-Si distances by 0.2 Å 
to 2.20 Å. However, when allowed to modulate, the Si atoms move 
away from the Ir atoms along directions of negative CP during the 
formation of a short Ir-Ir interaction (an animation of these motions 
is available in the Supporting Information). The modulations lead to 
a range of Ir-Si distances, with some contacts shrinking to 2.34 Å—
short, but still a remarkable improvement over the structure without 
Si modulations. It appears, then, that motions in the Si sublattice 
serve to maintain (or lengthen) Ir-Si distances as new Ir-Ir interac-
tions are formed along b, similar to behavior seen in Y3Ru2-x.67 

 

Figure 6. CP tensions between the Ir and Si sublattices. (a) A section of 
the average structure, with the Ir-Si contacts afflicted with positive CP 
highlighted with red lines. The shortest Ir-Si distance in the experi-
mental average structure is 2.40 Å. (b) The Ir-Si positive CPs form a 
buckled honeycomb network in IrSi (red contacts within the context of 
a hexagonal channel). The shortest Ir-Si distance of this type is 2.34 Å 
but shrinks to 2.20 Å in a model with no Si modulations.  

This coupling of Ir and Si motions along b sets up a CP issue with 
long-range consequences. In Figure 7a, we show this with a single Ir-
Si chain of the average structure overlaid with its CP scheme. At this 
point, each Ir participates in no Ir-Ir bonds along b. We’ll refer to 
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Figure 7. The CP-guided pattern of Ir-Ir trimerization along b. (a) Within the Ir-Si network, there are three types of CPs: negative Ir-Ir CPs, negative 
Si-Si CPs, and positive Ir-Si CPs. (b) The Ir-Si network in IrSi, overlaid on the average positions in gray, featuring trimers of Ir atoms separated by Ir 
monomers. In the red box is a single Ir monomer, while the blue boxes each surround a pair of monomers. Full purple lines represent Ir-Ir distances 
<3.12 Å, while full gold lines represent Si-Si distances <3.20 Å. 

such Ir atoms as monomers. Each monomer acts on its neighboring 
Si bridges with positive CP, while negative CPs occur between the Si 
atoms. Motions of the Ir atoms will naturally drive changes in the Si-
Si spacing. In particular, the Si-Si negative CPs running along the zig-
zag chains are stretched when Ir atoms move apart. 

These conflicts are evident when we consider the same network 
in the refined IrSi structure, where the modulations of the Ir atoms 
lead to chains of trimers separated by monomers which occur either 
individually or as pairs. In Figure 7b, we highlight the atomic ar-
rangement of a trimer-monomer-trimer motif with a red box. The Ir 
monomer is formed when the neighboring Ir atoms move away from 
it to become the terminal atoms of the trimers to the left and right. 
The two bridging Si atoms around the monomer are pulled apart 
from both sides, leading to expanded homoatomic distances against 
the negative Si-Si CPs, an unfavorable arrangement. However, a pat-
tern of alternating monomers and trimers would have an average of 
1 additional Ir-Ir bond for each Ir, in accord with the 18−n rule. 

The situation is different when two monomers appear adjacent to 
each other (shown in the blue boxes in Figure 7b). When two Ir 
monomers are placed side-by-side, the Ir atoms pull apart, leading to 
one long Ir-Ir contact and two of intermediate length; for instance, 
the leftmost blue box has Ir-Ir distances of 3.14 Å, 3.50 Å, and 3.28 
Å. The bridging Si atom between them remains largely unmoved. 
However, the Si atoms on either side of the diverging Ir atoms are 
pushed in the same direction via the Ir-Si CPs, resulting in shorter 
Si-Si distances on the edges of this monomeric region (3.18 Å and 
3.15 Å) and only one Si atom with expanded Si-Si distances on both 
sides. In contrast, the previous arrangement leaves two Si atoms in 
this unfortunate scenario. So while the repetition of monomers re-
duces the average number of Ir-Ir bonds per Ir atom slightly, it in-
volves less stretching of the Si sublattice. The balance of these two 
effects likely underlies the incommensurability of this compound. 

From this point of view, we can also see why trimers would be pre-
ferred to dimers. In the formation of trimers, certain Si-Si distances 
along b are decreased (yellow bars in Figure 7b), which would satisfy 
their negative CPs to some degree. In a dimerized structure, how-
ever, the Ir motions lead to balanced forces on each Si atom, so that 
no Si motion along b is allowed. No Si-Si CP relief is then attainable. 

 

Figure 8. (a) The buckled honeycomb Ir-Si network in the bc-plane of 
the average structure. The pattern of Ir trimers and monomers propa-
gates along c via the Ir-Si positive pressures. (b) The observed IrSi struc-
ture, overlaid with the direction and periodicity, λmod, of the modulation 
wave.  
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These considerations have allowed us to understand the b com-
ponent of the modulation in IrSi. The distribution of Ir-Si CPs in a 
honeycomb-like network similarly provides a path for the propaga-
tion of the modulation along c. In Figure 8a, a slab of this Ir-Si net-
work in the average structure is shown overlaid with its CP lobes 
shown for a single Si atom and its nearest Ir neighbors. By following 
the white lobes, we can see that the positive Ir-Si CPs trace zigzag 
paths that run diagonally across the plane (red arrows). Trimeriza-
tion in one chain will naturally encourage a trimerization in chains 
above and below it, offset by half an average cell spacing along b. In 
Figure 8b, we test this idea by overlaying the modulation wave pe-
riod (λmod, indicated with the red arrow) over the structure. The con-
tours of constant phase (red lines) align roughly with the direction 
of positive CP propagation outlined in Figure 8a. 

3.8. Schematic view of IrSi’s modulated structure in terms of 
atomic packing and electronics. As we have seen above, the mod-
ulations in IrSi arrive from the close coordination of the electronic  

and atomic packing factors. These results can be summarized sche-
matically with an abstract potential energy surface, as we show in 
Scheme 1. Here, we consider the advantages and disadvantages of 
different structural transitions away from the MnP-type parent 
structure as described by their valence electron counts and qy, the 
wave vector of the modulations in the y coordinate of the Ir sublat-
tice. 

Scheme 1. Interpretation of IrSi’s Structural Transition in 
Terms of the FAST Principle.  

 

Let’s begin with the electronic component of IrSi’s structural 
landscape. The original MnP-type structure appears as a high-energy 
(red) peak at 13 electrons/Ir atom and qy = 0, reflecting its electron-
poor character when no modulation is included. There are multiple 
options available to solve the electron deficiency: forming more Ir-
Ir bonds or adding Si. More Ir-Ir bonds requires only a change in qy, 

placing these lower energy (blue) structural variations to the right of 
MnP-type IrSi. However, we include multiple local minima, as there 
is more than one bonding pattern that yields an average of n = 5 Ir-Ir 
bonds in the structure. For instance, qy = ½ corresponds to dimers 
and qy < ½ represents longer scale variations. On the other hand, the 
addition of Si atoms changes the valence electron count, moving this 
low-energy feature below the parent structure in the landscape. 
However, while valence electron count sets a Si content, it does not 
direct the distribution of Si atoms along y. We thus represent this 
feature along the full qy range of the landscape. 

If we instead move to the atomic packing factor’s energy land-
scape, a very different story emerges. Here, the MnP-type structure 
is not as clearly disfavored, indicated by its light pink peak in the 
landscape, though there are opportunities to solve CP tensions via a 
structural transition (the Ir-Ir negative CPs, for instance). In this 
case, we can be a bit more specific about the energetic gain of chang-
ing qy: forming trimers is a more favorable configuration than form-
ing dimers (shown as a low energy area at shorter qy and a high en-
ergy peak at longer qy, respectively), with trimers winning out as a 
compromise between the structure’s desire for regular contraction 
of the Ir sublattice against the backdrop of negative Si-Si CPs. We 
expect that additional Si atoms are also disfavored with respect to the 
atomic packing factor, as they would increase the number of Ir-Si 
contacts (positive CP) in the structure or require further expansion 
of the Ir sublattice (negative CP). 

Summing the landscapes of both chemical factors gives the full 
structural landscape. In this case, the most favored transition is from 
MnP-type IrSi to the formation of Ir trimers along y, which sees the 
structure go from a high energy area (red) to a low energy area 
(blue). Taken together, we can use these schemes to see that the 
structural transition is driven by the low valence electron count of 
the MnP type and is guided to form trimers by the conflicting desire 
for contraction in the separate sublattices along negative CPs.  

Such themes can be recognized in many other systems: IrSi joins 
a larger family of systems showing structural behavior dictated by the 
interaction of electronic and atomic packing factors. In all these 
cases—whether we consider incommensurate modulations in IrSi, 
the formation of incommensurate channels in the Nowotny Chim-
ney Ladders,14,23 or superstructure formation in PtGa2

27—complex 
structural phenomena are most favorable when the electronic and 
atomic packing factors work cooperatively, whereas they become 
constrained when the two factors clash, a trend that we might call the 
Frustrated and Allowed Structural Transitions (FAST) principle. 
Here, allowed structural phenomena are those that have favorable or 
neutral paths in both factors; we expect them to be relatively easy to 
experimentally realize. On the other hand, frustrated structural tran-
sitions are those where the factors disagree on the benefits of a struc-
tural transition and are expected to be more difficult to experimen-
tally realize. 

4. CONCLUSIONS 
In this Article, we have investigated how the electronic and the 

atomic packing factors drive IrSi to adopt an incommensurately 
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modulated version of the MnP structure. We began with a theoreti-
cal investigation of MnP-type IrSi, where the parent structure is elec-
tron-poor relative to the ideal 18−n electron count, and the CP 
scheme revealed Si CP quadrupoles and negative CPs along the 
homoatomic contacts that could enable a structural response to 
these electron deficiencies. We then synthesized and structurally 
characterized IrSi, revealing its incommensurately modulated struc-
ture, the major features of which can be traced back to the tensions 
of the parent structure: an increase in Ir-Ir bonding and the uneven 
spacing of Ir trimers along b due to conflicting Ir-Ir and Si-Si negative 
CPs.  The results of our investigation into IrSi’s structural chemistry 
led us to propose the FAST principle.   

It will be interesting to see how the FAST principle can be used to 
create similar maps to that of Scheme 1 for the navigation of new 
structural chemistry in other intermetallic systems. To begin with, 
we might investigate how other nominally MnP-type structures re-
spond to electronic and atomic packing tensions in that parent struc-
ture; one interesting case might be RhSi, where polymorphism and 
two Si-rich distortions of the MnP-type structure are reported.68,69 In 
addition, the FAST principle could be further developed by explor-
ing the roles of atomic packing and electronics are reversed, with 
atomic size effects providing a driving force that is steered by elec-
tronic considerations.   
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