TOEPLITZ ORDER

A. POLTORATSKI

ABSTRACT. A new approach to problems of the Uncertainty Principle in
Harmonic Analysis, based on the use of Toeplitz operators, has brought
progress to some of the classical problems in the area. The goal of this
paper is to develop and systematize the function theoretic component
of the Toeplitz approach by introducing a partial order on the set of
inner functions induced by the action of Toeplitz operators. We study
connections of the new order with some of the classical problems and
known results. We discuss remaining problems and possible directions
for further research.
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1. INTRODUCTION

Toeplitz operator Ty with symbol U € L (R) on the Hardy space H? in
the upper half-plane C_ is defined as
Tyf =P US,

where P, denotes the orthogonal projection from L?(R) onto H? (see Sec-
tion 2.3 for further discussion). This standard definition can be extended to
larger function spaces and more general symbols to accommodate various ap-
plications of Toeplitz-type operators in Complex and Harmonic analysis. A
recently developed approach based on the use of Toeplitz operators brought
new progress to the area of Uncertainty Principle in Harmonic Analysis
(UP), see for instance [21, 22, 33]. This note is devoted to further develop-
ment of the Toeplitz approach.

One of the cases of the Toeplitz operator which appears most often in ap-
plications is the operator with the symbol U = I.J where I and J are inner
functions. Recall that a bounded analytic function in the upper half-plane
is called inner if its boundary values are unimodular almost everywhere with
respect to Lebesgue measure on the boundary.

Inner functions constitute arguably the most important collection of func-
tions in the standard one-dimensional complex function theory. Starting
with the seminal result by Beurling, which says that all closed invariant
subspaces of the shift operator Sf : f +— zf in the Hardy space H? in the
unit disk have the form #H? where @ is inner, these functions became a focal
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point of research for complex analysts. Beurling’s result implies that the in-
variant subspaces for the operator adjoint to S, the backward shift operator
S*f . f = (f — £(0))/z, have the form Ky = (§H?*)* = H? © §H?. This
property of the spaces Ky put them into the foundation of the famous Nagy-
Foias functional model theory which says that any completely non-unitary
contractive operator 7' in a Hilbert space H, satisfying ||(T*)"z|| — 0 for
all x € H, is unitarily equivalent to a compression of multiplication by z
on one of such Ky spaces for a properly chosen inner function 6 (in general,
such spaces are vector-valued, see [26]).

These fundamental results demonstrated the importance of inner functions
and related spaces in function theoretic problems stemming from functional
analysis. Such problems became the main stream of complex function theory
in the last several decades of the 20th century. At present, inner functions
are firmly established as a key ingredient of complex analysis and appear
in most of its applications, including Harmonic Analysis, Control Theory,
Spectral Theory of differential operators, Signal Processing and Mathemat-
ical Physics. Via the same connections, Toeplitz operators of the type T7;
where I and J are inner functions, appear in many of such applications.

Problems on injectivity and invertibility of Toeplitz operators with symbols
IJ have been known to play crucial role in the study of Riesz bases, frames
and completeness in various function spaces, see for instance [14, 21]. As
was mentioned before, recently such operators have become a central object
in the Toeplitz approach to UP [21, 22, 33]. Via the Toeplitz approach, these
and similar operators apply to many fields of analysis including questions
in Fourier analysis and spectral problems for differential operators, see for
instance [21, 33, 23, 24].

Intuitively, the property that the Toeplitz operator T7; has a non-trivial
kernel means that [ is, in some sense, larger than J. Similarly, invertibility
of such an operator indicates that I and J are ’equivalent’ or have roughly
the same ’size’. However, as we will discuss in Section 3.2, neither of these
properties can yield a formal definition of order or equivalence, since they
lack axiomatic properties of transitivity and reflexivity correspondingly.

In this note we attempt to fix this problem and ’lift’ these intuitive notions
to the level of formal order and equivalence. Via the Toeplitz approach the
new order encompasses a variety of problems and applications mentioned
above. It reveals relations between problems of Complex and Harmonic
analysis and helps to systematize some of the well-known questions from
the area of UP and its applications. The goal of this paper is to present the
basic definitions and properties of Toeplitz order, outline its connections
with known problems, and to suggest further directions for research.

Acknowledgment: This paper is based on a mini-course given at the Uni-
versite Paul Sabatier, Toulouse, in October of 2016, as a part of CIMI The-
matic Semester in Analysis. I am very grateful to the organizers Serban
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Belinschi, Stefanie Petermichl and Pascal Thomas for giving me a reason
and an opportunity to collect my thoughts on this subject.

2. PRELIMINARIES

2.1. Inner functions. In this note we will mostly concern ourselves with
inner functions in the upper half-plane C,. Such functions can be repre-
sented as a product
I = BpJy,

where B is the Blaschke product corresponding to the sequence A = {\,,} C
C of zeros of I and J, is a singular inner function corresponding to a pos-
itive singular measure  on R = R U {oo}. The measure can be represented
as [t = vV 4 cds where v is Poisson-finite on R, i.e.,

/du(:c) -
1+22 >

and ¢ > 0 is the mass at infinity. The singular function J, is defined as

JH _ e—Su _ e—SV—i—icz

Y

where Sy is the Schwarz integral of pu:

1 1 t
=— — — | du(?).
Sulz) m’/[t—z 1+t2} ut)
The Blaschke Product By for A = {\,} is defined as

Z— An
BA = chz_i—v

where ¢, are unimodular constants chosen so that cn " > 0. If Ais an
infinite sequence then the necessary and sufficient condmon for the normal
convergence of the partial products of By is that A satisfies the Blaschke

condition
S e <
1+ [An)? '

Throughout this paper we will use the notation S%(z) = ¢ for the complex
exponential function, which is the singular inner function corresponding to
the pointmass a > 0 at infinity. Using our notations S¢ = Jgs_. .

Similar statements and formulas are true for the case of the unit disk, see
for instance [12, 16].

A special role in our notes will be played by meromorphic inner functions
(MIF) which are inner functions in the upper half-plane that can be extended
meromorphically to the whole plane. The above formulas imply that an inner
function is a MIF if and only if its Blaschke factor corresponds to a discrete
sequence A C C (a sequence without finite accumulation points) and the
measure in the singular factor is a point mass at infinity, i.e. J, = 5% = elaz
for some non-negative a.
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2.2. Model spaces and Clark theory. For each inner function 6(z) one
may consider a model subspace

Ky = H?>©0H?

of the Hardy space H? = H?(C,). Here ’©’ stands for the orthogonal
difference, i.e., Ky is the orthogonal complement of the space 0 H? = {0f|f €
H?} in H?. As was mentioned in the introduction, these subspaces play an
important role in complex and harmonic analysis, as well as in operator
theory, see [26].

Each inner function 6(z) defines a positive harmonic function
14 6(2)

1-06(z)
and, by the Herglotz representation, a positive measure o such that

§Rl+¢9(z) 1/( ydo(t)

— - = ) 2.1
x_t)2+y27 z .T—I—Zy, ( )

1-6(z) Py
for some p > 0. The number p can be viewed as a point mass at infinity.
The measure o is a singular Poisson-finite measure, supported on the set
where non-tangential limits of 6 are equal to 1. The measure o + pdo, on
R =R U {oo} is called the Clark measure for 6(z).

Following standard notations, we will sometimes denote the Clark measure
defined in (2.1) by o1. If @ € C,|a| = 1, then o, is the measure defined
by (2.1) with 0 replaced by @f. In some settings it is convenient to call the
measue o_1 the ’Clark dual’ of the measure o;.

Conversely, for every positive Poisson-finite singular measure ¢ and a num-
ber p > 0, there exists an inner function 6(z) satisfying (2.1).

Every function f € Ky has non-tangential boundary values oi-a.e. and can
be recovered from these values via the formula

f(z) = %(1 - 9(z))/f(t)(1 “pae+ L0 [ W 4oy 29)

2mi t—z
see [29]. If the Clark measure does not have a point mass at infinity, the
formula is simplified to

f(z) = (1= 0(=) K fo (2.3)
where K fo stands for the Cauchy integral
Kfo(z) = —— [ LY gon. (2.4)

2 ) t—=z
This gives an isometry of L?(o) onto Ky. The Clark measure oy has a point
mass at infinity if and only if 1 — (t) € L?(R).

Similar formulas can be written for any o, corresponding to 6. For any
a, |la] =1 and any f € Ky, f has non-tangential boundary values o,-a.e.
on R. Those boundary values can be used in (2.2) or (2.3) to recover f.
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In the case of meromorphic 6(z) (MIF), every function f € Ky also has a
meromorphic extension in C, and it is given by the formula (2.2).

Each meromorphic inner function #(z) can be written as 6(t) = ¢'*®) on R,
where ¢(t) is a real analytic and strictly increasing function. The function
¢(t) = arg 6(t) is a continuous branch of the argument of 6(z).

For any inner function 6 in the upper half-plane we define its spectrum specy
as the closure of the set {# = 1}, the set of points on the line where the non-
tangential limit of 0 is equal to 1, plus the infinite point if the corresponding
Clark measure has a point mass at infinity, i.e. if p in (2.1) is positive. If
specy C R, then p in (2.1) is 0.

Recall that a sequence of real points is discrete if it has no finite accumulation
points. Note that specy is discrete if and only if 6 is meromorphic. The
corresponding Clark measure is discrete with masses at the points of the set
{6 = 1} given by
27
U({.CL'}) - |0/(Z’)| 9

plus possibly a point mass at infinity (related similarly to the derivative at
infinity).

~

If A C R (R) is a given discrete sequence, one can easily construct a mero-
morphic inner function 6 satisfying {# = 1} = A by considering a positive
Poisson-finite measure concentrated on A and then choosing 6 to satisfy
(2.1). One can prescribe the derivatives of 6 at A with a proper choice of
pointmasses.

The same construction shows that an arbitrary continuous growing function
v on R can be approximated, up to a bounded function, by the argument
of a meromorphic inner function. If A = {7y = 27n} then 6, constructed as
above with {§ = 1} = A, satisfies |y — argf| < 27 on R. Furthermore, if
I' = {y = (2n + 1)7r} one can easily construct € so that {§ = 1} = A and
{6 = —1} =T and achieve an even better approximation |y —argf| < .

For more information and further references on Clark measures see [30].

2.3. Toeplitz kernels. Recall that the Toeplitz operator Ty with a symbol
U € L*°(R) is the map

Ty : H?> — H?, F— P, (UF),

where P, is the Riesz projection, i.e. the orthogonal projection from L?(R)
onto the Hardy space H?. Passing from a function in H? to its non-
tangential boundary values on R, H? can be identified with a closed sub-
space of L2(R) formed by functions f € L2(R) whose Fourier transform f is
supported on [0, c0), which makes the Riesz projection correctly defined.

We will use the following notation for kernels of Toeplitz operators (or
Toeplitz kernels) in H?:
N[U| = ker Ty.
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An important observation is that N[f] = Kp if 6 is an inner function. Along
with H?2-kernels, one may consider Toeplitz kernels N?[U] in other Hardy
classes HP, the kernel NL*°[U] in the "weak’ space H»>® = HP N LY>® 0 <
p < 1, or the kernel in the Smirnov class N (C, ), defined as

N*U]={f e NTNLj,(R): Uf e N}
for AT and similarly for other spaces.

If  is a meromorphic inner function, K, = NT[f] can also be considered.
For more on such kernels see [33].

2.4. Entire functions and de Branges spaces. Recall that an entire
function F'(z) is said to be of exponential type at most a > 0 if

|F(2)] = O(e")

as z — 0o. The infimum of such a is the exponential type of F'. Throughout
the paper we denote by II the Poisson measure on R, dll(z) = dx/(1 + 2?).

A classical theorem of Krein gives a connection between the Smirnov class
NT(C4) and the Cartwright class C, consisting of all entire functions F'(z)
of exponential type < a which satisfy

log |F(t)| € L.
An entire function F(z) belongs to the Cartwright class C, if and only if

F(2)
57(2)

where F#(2) = F(2).

€ NT(C,), and m € NT(Cy),

Recall that a Paley-Wiener space PW,, is defined as a space of entire func-
tions of exponential type at most a which belong to L?(R). Equivalently,
PW, = C, N L?(R). As an immediate consequence one obtains a connec-
tion between the Hardy space H?(C,) and the Paley-Wiener space PW,,.
Namely, an entire function F'(z) belongs to the Paley-Wiener class PW,, if
and only if
F(z)
S7(2)

F#(2)
579(z)

€ H*(C,), € H*(Cy).

The definition of the de Branges spaces of entire functions may be viewed as
a generalization of the last definition of the Paley-Wiener spaces with S™%(z)
replaced by a more general entire function. Consider an entire function E(z)
satisfying the inequality

[E(2)] > |E(Z)], z€Cy.

Such functions are usually called de Branges functions. The de Branges
space B(FE) associated with E(z) is defined to be the space of entire functions
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F(z) satisfying
F(z) F#(z)
E(z) E(2)
It is a Hilbert space equipped with the norm ||F|[g = ||F/E| r2®)- If E(2)
is of exponential type then all the functions in the de Branges space B(E)
are of exponential type not greater then the type of E(z) (see, for example,
the last part in the proof of lemma 3.5 in [10]). A de Branges space is

called short (or regular) if together with every function F(z) it contains
(F(z) — F(a))/(z — a) for any a € C.

One of the most important features of de Branges spaces is that they admit
a second, axiomatic, definition. Let H be a Hilbert space of entire functions
that satisfies the following axioms:

e (A1) If F € H, F(\) =0, then %Z)\_X) € H with the same norm;
e (A2) For any A ¢ R, point evaluation at A is a bounded linear
functional on H;

e (A3) If F € H then F# € H with the same norm.

Then H = B(FE) for a suitable de Branges function E. This is theorem 23
in [7].

€ H*(Cy), € H*(Cy).

Usually, for a given Hilbert space of entire functions it is not difficult to check
the above axioms and conclude that the space is a de Branges space (if the
axioms do hold). It is however a challenging problem in many situations
to find a generating function E. This problem can be viewed as a deep
and abstract generalization of the inverse spectral problem for second order
differential operators.

Every de Branges space B(F) is a reproducing kernel Hilbert space, i.e., for
each point A € C there exists a function ky € B(E) such that

F()\) =< F k) >
for any F' € B(FE). The reproducing kernel k) is given by the formula
E(2)E()\) — E*(2)E())

falz) = 2mi(h — 2)

It is not difficult to show that for any de Branges function F sequences of
reproducing kernels {k)}xea, where A C R, A = {E#/E = a} for some
constant «, |a| = 1, form orthogonal bases of B(E). Moreover, these are the
only orthogonal bases of reproducing kernels.

De Branges spaces possess the so called nesting property, which makes Krein-
de Branges theory especially suitable to study spectral problems for differen-
tial operators. It says that for any two de Branges spaces B(FE1) and B(FE3)
isometrically embedded into a third de Branges space, either B(E;) C B(FE?2)
or B(Ey) C B(E1). It follows that any space B(F) admits a unique chain
of subspaces B(E;), 0 <t <1 monotone by inclusion with Ey = const and
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Ey = F (in the case of so-called jump intervals the parameter ¢ may not take
all values from 0 to 1). Moreover, for any positive Poisson-finite measure
1 on R there is a unique regular chain of de Branges spaces isometrically
embedded into L?(u).

Every de Branges function E(z) gives rise to a MIF
0(2) = 0p(2) = E*(2)/E(2)

and a model space Ky that this inner function generates. There exists a well
known isometric isomorphism between B(E) and Ky given by F' — F/FE.
Conversely, for every MIF 6 there exists a de Branges function F such that
0 = 0. Such a function E is unique up to a multiplication by a real entire
function without zeros in C \ R (an entire function is called real if it is real
on R). We call a de Branges function £ an Hermite-Biehler (HB) function
if it has no zeros on the real line. For a given MIF 6 one can always choose
the corresponding de Branges function F to be an HB function.

As was mentioned above, if 6 is a MIF then all Clark measures o, of
are discrete and their point masses can be computed by o, (\) = 27/|6'(\)|
for A € {6 = a}. We will call the measures |E|?0,, where o, is a Clark
measure for (z) = E7(z)/E(z), spectral measures of the corresponding
de Branges space. It is well known (and follows from a similar property for
Clark measures) that for any spectral measure v of a de Branges space B(E)
the natural embedding gives an isometric isomorphism between B(FE) and
L?(v). This isomorphism generalizes the Parseval theorem.

On the real line each inner 6(z) coming from a de Branges function can be
written as 6(t) = ¢?()| t € R, where ¢(t) is real analytic strictly increasing
function, a continuous branch of the argument of 6(z) on R. The phase
function of the corresponding de Branges space is defined by #(t) = ¢(t)/2
and is equal to —arg F.

Throughout this paper we will utilize the following notations for the objects
discussed in the last several sections. If ' is an HB function we will denote by
0 the corresponding MIF 0p = E# /E. If y is a positive singular Poisson-
finite measure on R we denote by 6, the inner function with the Clark
measure equal to p. Even though for a MIF 6 the function E such that
0 = O is not unique, we will use the notation Ey for one of such functions.
The reader may think of a function with lowest order and type among all
such HB functions FE.

3. ToepLITZ ORDER (TO) AND EQUIVALENCE (TE)

3.1. Main definitions. In this section we use Toeplitz operators to define
partial order and equivalence on the set of inner functions in the upper
half-plane. Our definitions can be naturally extended to broader classes of
functions and measures (see Section 3.2 below), however in this note we
choose to concentrate on the inner case. Moreover, in most applications
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discussed in the rest of this paper, the inner functions are meromorphic
(MIFs).

We begin with the following definition. Recall that N[U] denotes the H>-
kernel of the Toeplitz operator with symbol U.

Definition 1. If 6 is an inner function we define its (Toeplitz) dominance
set D(0) as
D(0) = {I inner | N[0I] # 0}.

Every collection of sets admits natural partial ordering by inclusion. In
our case, we consider dominance sets D(f) as subsets of the set of all inner
functions in the upper half-plane and the partial order C on this collection.
This partial order induces a preorder on the set of all inner functions in C..
Proceeding in a standard way, we can modify this preorder into a partial
order by introducing equivalence classes of inner functions. The details of
this definition are as follows.

Definition 2. We will say that two inner functions I and J are Toeplitz
equivalent, writing I ~ J, if D(I) = D(J). This equivalence relation divides
the set of all inner functions in Cy into equivalence classes. We call this
relation Toeplitz equivalence (TE).

Further, we introduce a partial order on these equivalence classes defining
it as follows.

Definition 3. We write I <.J (meaning that the equivalence class of I is
less or equal’ than the equivalence class of J) if D(I) C D(J). We call this
partial order on the set of inner functions in C. Toeplitz order (TO).

The following simple examples illustrate our definitions.

Example 1. Let B, and By be Blaschke products of degree n and k corre-
spondingly. Then B, * By iff n =k and B, < By, iff n < k.

If J, and J, are two singular functions, J, <J, if v — p is a non-negative
measure. However, there exist i and v such that p L v but J, <Jy,, as
follows from an example given in [3].

It is a good exercise on Toeplitz kernels to establish the statements of the
above example.

3.2. Extensions of TO and other orderings. As was explained in Sec-
tion 2.2, Clark theory provides a natural one-to-one correspondence between
inner functions in C; and positive singular Poisson-finite measures on R. Via
this correspondence one may introduce Toeplitz equivalence and order on
the set of all such measures. L.e., for any two positive singular Poisson-finite
measures p and v, pXv if I, I, and p v if 1, < I,. Similarly, Toeplitz
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order on inner functions induces an order on Hermite-Biehler functions, de
Branges spaces, canonical systems, model spaces, model contractions, etc.

In the same way one can order the set of all unimodular functions on the real
line. If U = €% is a unimodular function on R (and ¢ is a measurable real
function) then one can defined its dominance set D(U) as the set of inner
functions @ such that N[U#] is non-trivial. After that, once again using
the ordering of dominance sets by inclusion, one can introduce equivalence
classes on the set of unimodular functions and partial order on those classes.
In a slightly different way, one may view the ordering described above as an
ordering of equivalence classes of real measurable functions ¢ on R defined
as ¢ <1 if €' < e, Analogously, TO can be moved from the upper half-
plane to the unit disk or even more general domains. Without any changes
in the above definitions, TO can be extended to bounded analytic functions
in C4 or even unbounded functions if one is willing to deal with unbounded
Toeplitz operators.

Using quadratic forms one can consider Toeplitz operators with distribu-
tional symbols. If m is a distribution on R then D(m) can be defined as
the set of inner functions such that Ty exists and has a non-trivial kernel.
After finding a way to overcome obvious technical difficulties in this defini-
tion, one can proceed with an extension of TO to this class. In particular,
one obtains a different way to extend TO to the set of measures and it may
be interesting to study relations with the extension outlined above.

Perhaps the simplest way to order inner functions is by division, i.e., to say
that I < J if I divides J (if J/I is an inner function). The main flaw of the
order by division is that most pairs of inner functions remain incomparable.
It is easy to see that TO is an extension of the order by division since
I < J whenever I divides J, see Section 5.1. While for two functions to be
comparable in the order by division the zero set of one has to be a subset
of the zero set of the other, in TO one zero set only needs to be 'near’ the
other.

Another way to define an order on inner functions is to say that I > J
if N°°[IJ] # 0 or if NT[IJ] # 0 (the kernel in the Smirnov class N'1).
These orders are different from ours. The NT-order is related to (and used
implicitly in) the Beurling-Malliavin theory. This order is meaningful, but
less relevant to problems discussed in these notes. As follows from Lemma
1, TO is a proper extension of the H*-version of the above order.

While all versions of Toeplitz order mentioned in this section seem to be
interesting, in this note we will concentrate on the inner version of TO in
C. as defined in the last section.
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4. STRUCTURE OF THE DOMINANCE SET D(6)

The goal of this section is to study the dominance set D(#), the key element
of Toeplitz order. We will identify two important subsets of D(), the sets of
base and total elements, and discuss their relations with adjacent questions.

4.1. Difference of arguments. Let I,J be two MIFs and let us denote
by ¢ = ¢(1,J) the difference of arguments %(arg[ —argJ). Recall that
the argument of a MIF on the real line can be chosen as a real analytic
function and therefore the last expression makes sense. If ¢(I, J) is Poisson-
summable then its harmonic conjugate QNS exists and we will denote by h(I,J)
the outer function exp(¢ — i¢). Note that then h(I,J) = 1/h(J, ).

Clearly, a sufficient condition for I £~ J is that ¢ has a bounded harmonic
conjugate, i.e.,

O0<c<h<(C<o
on R for some constants ¢ and C. Indeed, in that case f € N[IL] iff
hf € N[JL], which implies that D(I) = D(J). However, this condition is
not necessary.

Example 2. Let [ = By, where A\, = 2"(1 +1i),n € N. Notice that then
|II'l = O(1/x) on R as © — oo. Let us construct J in the following way. For
a rare subsequence ny, = 2%, k € N, pull the zeros closer to the real line, i.e.,

define
z— (2™ +icg) Z— My
J=1 : k
H( Z—A z—(2”k—z’ck)>7

Ny

where ¢ > 0 are positive constants tending to zero and dy, are convergence
constants. Then ¢ = ¢(J,I) satisfies 0 < ¢ < exp(¢) on R, because

An
exp(@) = [ [ an ~ 2,

/(2™ — dcy,)

with proper convergence constants qy. One can show that if ¢ tend to zero
slow enough (say, ¢, = 1/k) we also have

exp(¢) € L3(R, |I'|dz) \ L=(R).

If f € N[IL] for some MIF L then hf € N[JL] because f belongs to K
and hence is bounded on R by C|I'|'2. Conversely, if f € N[JL] then
f/h € NI[IL] because 1/h is bounded. Therefore I %.J even though ¢ is

unbounded.

4.2. Base and total elements of D(f). We say that an inner function
I € D(0) is a base element if it does not divide any other element of D(#).
In other words, base elements are the maximal elements of D(6) with respect
to the order by division. We will denote by Dp(6) the set of all base elements
of D(0).



TOEPLITZ ORDER 13

We denote by b, the Blaschke factor with zero at a € C,.:

az—a

be = —.
az—a

If 8(a) = 0 for some a € C, then 6, = 0/b, is a base element of D(#). More
generally, one can show that if 6(c) = a for some ¢ € C, then b,(0)/b. is a
base element, where b, is the Mobius transform of the unit disk with zero

at a,
zZ—a

ba = 1—az

A general description of the set Dp(f) in terms of € is an important but
difficult problem. As we will see in Section 7, it generalizes the problem of
describing complete and minimal sequences of reproducing kernels in model
and de Branges spaces.

Let I and J be two inner functions. We say that f € N[I.J] is purely outer
if f is outer and

IJf=g
where g is outer. Note that then automatically f = g.

We call an element I of D(#) total, if N[fI] contains a purely outer function.
We chose this name for such elements because, in a sense, each total element

represents a total inner component of one of the functions from N[f] = Kjy.

Indeed, if I f € N[f] for some inner I and outer f, then

0If =Jf
for some inner J. Then

Grif =7
and therefore N[@I.J] contains a purely outer function and I.J is a total
element of D(0). Moreover, every total element can be obtained this way,
i.e., it is a total inner component of a function from N[f], combining inner
components in both half-planes. We denote by Dr(6) the subset of all total
elements of D(6).

One can show that together with each function I the set Dr(6) it contains
every J such that I/J is a finite Blaschke product. It follows that Dr(0)
contains the set of all inner divisors I of # such that 6/ is a finite Blaschke
product. Finite products can be replaced is this statement with all Blaschke
products whose arguments 1 satisfy 1//2 € Log|H?|. Here we denote by
Log|H?| the set of functions

{f| f=1Inlg|, g€ H*(C4)}.

In other words, Log|H?| consists of real functions f such that f € L{; and
exp(fy) € L?, where f, = max(f,0).

Proposition 1. Every element of D(0) is a factor of a total element.
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To prove the last statement just notice that if IJf = Lf for some inner
J,L and outer f € H?, then JLI is the desired total element.

In regard to relations between our new sets we have

Proposition 2. For every inner 0
DB(Q) C DT(Q) C D(Q)

The sets Dr and Dp are equal iff 0 is a Blaschke factor (in which case they
are also equal to D(0) and consist of constants).

Proof. If I is a base element then the relation If = Jf implies that f
is outer and J is constant: otherwise I + JI € D(#), which contradicts
that I is a base element. Hence, f € N[fI] is purely outer and I is also
a total element. The second statement follows from the fact Dr contains
base elements divided by any finite Blaschke sub-products. Notice that Dp

cannot consist of singular functions only.
O

Since together with every element D(6) contains all of its inner divisors,
Proposition 1 implies that D(6) is determined by the set of its total elements.
The inverse statement follows from Theorem 3:

Corollary 1. If I X J then Dr(I) = Dr(J).

To deduce the above corollary note that total elements of D are the total
inner components of the de Branges space. The spaces B(E) and B(E))
must coincide as sets by Theorem 3.

4.3. D(0) and Dr(f) in terms of arguments. It is not difficult to describe
elements of Dr(f) in terms of arguments. Let us start with Dp(0) in the
case when 6 is a MIF. In this case all functions from Dr(6) are MIFs and
their arguments are real-analytic functions on R (defined uniquely up to
27n). Recall the notation ¢(1,J) = 3(arg I — arg J).

Proposition 3.

I € Dr() < ¢(0,1) € Log| H?|.

As to D(0), recall that it consists of all divisors of functions from Dy ().

Corollary 2. I belongs to D(6) iff $(0,1) = h+ sa where h € Log H?| and
« is an argument of an inner function.

To establish the above statement, simply notice that ¢ — %a for some argu-
ment of a MIF « is the argument of a purely outer element of N[OI].

With some additional effort one can find analogs of statements from this
section for general (non-MIF) inner functions.
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4.4. Total elements and de Branges’ Theorem 66. A well known the-
orem by L. de Branges, Theorem 66 from [7], page 271, is an important
result in the area of UP. One can find a discussion of this result and its
applications in [34], along with further references.

More general versions of this theorem from [31, 32] played important roles
in the study of the Gap and Type problems, see also [33]. Here we present
the statement from [31][Corollary 4] in the settings of TO.

Theorem 1. Let 1,0 be inner functions in C4, 8 € D(I).

Then there exists an inner function J in C4 such that spec; C spec; and
0 € Dr(J).

The function J can be chosen so that the purely outer f € NI[JO)] is also
zero-free on R. If 0 is a meromorphic function, then J can be chosen as a
meromorphic function.

If I is a MIF, then f in the statement is analytic through R and the term
'zero-free’ can be understood in the usual sense. In the general case, a
function f € H? has a zero at € R if f/(z —x) € H?, and a zero-free
function has no such points.

Let us finish this section with the following problem. Given a collection of
inner functions, we will call the minimal D(f) containing these functions the
Toeplitz hull (TH) of our collection. It seems to be an interesting question
to find TH for a given collection. In view of our discussion in Section 7,
versions of this problem are equivalent to finding the minimal de Branges
space or model space for a given collection of zero sets, etc.

5. TO AND TE IN COMPARISON WITH OTHER RELATIONS

5.1. TO as a proper extension of the order by division. As was
mentioned before, another natural way to introduce a partial order on the
set of inner functions is by division. We say that an inner function I divides
another inner function J if J/I is an inner function. The relation ’divides’
satisfies the axioms of a partial order. Toeplitz order introduced above is an
extension of the order by division, i.e. if I divides J then I < J.

TO is a proper extension because one can easily construct a pair of inner
functions I and J such that I <.J but J does not divide I. Indeed, choose
any pair such that J divides I and J has at least one zero. Then that zero
has also to be a zero of I. Take that zero of I and move it by a finite distance
in C;. It is not difficult to show (an exercise on Toeplitz kernels) that then
we still have I < J, although J no longer divides I.
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5.2. TO versus dominance. Intuitively, when N[I.J] # 0 for two inner
functions I and J it means that I is ’larger’ than .J. This relation between
I and J starts to resemble a strict order even more after one recalls that by
a lemma of Coburn N[IJ] and N[JI] cannot be non-trivial simultaneously.
Formally, however, this relation does not constitute an order due to the lack
of transitivity: N[I.J] = N[JL] = 0 does not imply N[IL] = 0.

Accordingly, the relation I < J, which can be defined to mean that N[I.J] =
0 and N[JI] = 0, fails to produce a formal equivalence. An interesting
geometric connection for this relation is observed in [2]. It is shown that
for two inner functions I =< J holds if and only if the subspaces ITH? and
JH?, viewed as points in the Grassmanian manifold of all closed subspaces
of L?, are connected by a geodesic. Lack of transitivity for this relation can
be illustrated by the following example.

Example 3. Let us construct three MIFs I,J and L such that I < J and
J =< L but I # L, where the relation’ <" is defined as above.

Let C' > 0 be a large number and let I be a Blaschke product with zeros at
n—+1C, n € Z. Let J be the Blaschke product with zeros at n+iC forn <0
and at (n + %) +iC for n > 0. Finally, let L be the Blaschke product with
zeros at n+iC, n € Z,n # 0.

Then ¢ = 2¢(J, 1) = arg J —arg I tends to 0 as x — —oo. For large positive
z, [Y(x) + 5| <&, where e = (C) is a small number, ¢(C) — 0 as C — oo.
From basic properties of Toeplitz kernels, since
limsup ¢(z) — liminf ¢ (x) < 7 and
T—>r00

T—r—00

limsup —¢(z) — liminf —¢(z) < 7,

T——00 Z—00

both N[IJ] = 0 and N[JI] =0, i.e., I < J. Similarly, ¢ = arg L — argJ
tends to 0 as x — —oo and | () + 5| < € near oo, which implies J < L.

It is left to notice that N[IL] = N|[bc;], where bo; = —j‘fgz is the Blaschke
factor, and the kernel contains an H?-function Z%Cl Hence I # L.

To study the relations between TO and triviality of kernels further let us
formulate the following statement, showing in particular that TO is an ex-
tension of the order mentioned at the end of Section 3.2.

Lemma 1. Let I and Iy be non-constant inner functions such that N*°[I1 1] #
0. Then Iy > I.

Proof. 1f § € D(I3) then for f € N[I50] and g € N*®°[I;15] we have
I_19gf = (.71]29)(.729]‘) € H?.
Therefore 6 € D(1;).
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5.3. TE versus twins. Following [21], we will call two MIFs I and J twins
if spec; = spec;. This relation naturally appears in applications to spectral
problems involving isospectral differential operators.

Clearly, twin relation is an equivalence relation on the set of all MIF's, which
is different from the Toeplitz equivalence. It is obvious that I £ J does not
imply that [ is a twin of J. The opposite implication fails in general as well.
However, we do have the following statement. We use the notation f < g¢
for two functions f and g if ¢|[f] < |g| < C|f]| for some positive constants c
and C' and all values of the argument.

Lemma 2. Let I and J be two MIF twins with the common spectrum o C R.
Then I X J iff I' < J ono.

Proof. Let 1 = @ooloo + D, @ndy, and v = Bogdoo + Y Bnds, be the Clark
measures of I and J respectively.

Suppose first that I’ # J’ on 0. Then by the formula for pointmasses of
Clark measures given in Section 2.2, ay, % B,. WLOG, we can assume that
there exists f € K; (f € L?(n)) such that fu # hv for any h € L?(v). Let
6 € D(I) be the total inner component of f € K;. We can assume that it
is the inner component of f in Cy. Since f = (1 — I)K fu, 0 is the inner
factor of the Cauchy integral K fu. If I £ J then 6 € D(J) and there exists
g € Kj such that Kgv is divisible by 6 in C. Moreover, by Corollary 1,
g can be chosen so that 6 is its total inner component. Then Kgv/K fu
is an entire function of exponential type zero without zeros. Hence it is a
constant, which implies fu = const - gv and we have a contradiction.

It is left to notice that if I’ < J’ then L?(u) = L?(v), which implies D(I) =
D(J)and I = J.
O

5.4. TE and invertibility. Another important relation between inner func-
tions, which resembles equivalence, comes from invertibility of the Toeplitz
operator with the symbol I.J. Due to the work of Hruschev, Nikolski, and
Pavlov [14], this condition became one of the main tools in the study of
basis properties for systems of reproducing kernels, including the classical
problem on exponential bases as a particular case. Up to some technical
details, a system of reproducing kernels {k)} ep forms a Riesz basis in a
model space K7 if and only if 775, is invertible.

Intuitively, the condition that 77 is invertible also tells us that the functions
I and J are similar. This relation is reflexive as T7; is invertible iff 7',
is.  Our next goal is to show that Toeplitz equivalence is not the same
as the invertibility of 77;. As a matter of fact, unlike Toeplitz equivalence,
invertibility is not a formal equivalence since, once again, it lacks transitivity.

Example 4. Similar to Ezample 3, construct I, I, I3 so that the difference
of arguments
arg]n+1 - arg[na n= ]-a 25



18 A. POLTORATSKI

is smooth and close to /3 at co and to —m/3 at —oco. Then Ty ; ., n =
1,2, us invertible but T7, 1, is not, as follows from a theorem by Devinatz and
Widom. Thus invertibility does not induce an equivalence relation.

6. CONDITIONS FOR TE

While we do not see a reasonable ’if and only if’ condition which describes
TE in terms of the arguments or other requisites of inner functions, here
we give some simple ’one-sided’ conditions for two MIFs to be equivalent.
Recall that for two inner functions I and J we denote by ¢ = ¢(I,J) the
function ¢ = %(arg] —argJ). If I%.J then ¢ is Poisson summable and

h = h(I,J) stands for the outer function h = e‘;ﬁ*i‘i’, |h| = exp ¢.

As was mentioned before, if ¢(I,.J) is bounded, i.e., |h(I,.J)| is bounded
and separated from zero on R, then I £ J. This condition is not necessary
as was shown in Example 2.

6.1. Conditions in terms of arguments and derivatives. Our first
necessary condition is in terms of the difference of arguments and derivatives.

Lemma 3. Let I and J be two MIFs, I £ J. Then
|/’ i
m exXp 2d) =1

on R.

Proof. By Theorem 4 multiplication by h = h(J,I) is a bounded operator
Kj; — K. Hence,

|h(@)k (2)| = | < kgy hk >k, | < Nlkgllre, [[BE] ||k, <
< O|I'(@)| 21k ||k, =
22 < ol (EY Z o (1)
—cr@Mr @ < @) () =orel ()
for all x € R, which implies one of the two estimates. Applying similar

argument to the operator K; — K; we obtain the other.
O

Further metric properties of h give the following conditions.
Theorem 2. Let I,J be MIFs, ¢ = ¢(I,J).

If the functions |J'|"/?exp (—¢) and |I'|'/? exp (@) belong to L*(R) then
I1xJ.

If I = J then ¢ —log(1 + |z|) € Log|H?|.
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Proof. By Theorem 4, I £ J iff multiplication by h(I,J) is a bounded in-
vertible operator from Kj to K ;. Note that since every f € K satisfies
|£] < [|£]|2|7|*/? the conditions in the statement imply that hf € H? and
therefore hf € K. Similarly, for every f € K, f/h € K.

Note that two singular MIFs cannot be equivalent unless they are constant
multiples of each other. Hence, if I £ J then one of them, say I, has a
zero. If I(a) = 0 then I/b, is a base element of D(I), and therefore a base
element of D(J). By Proposition 2, it is a total element of D(J) and by
Proposition 3, ¢(.J,1/by) € Log|H?|. Tt is left to notice that ¢(.J,I/by) ~
o(I,J) —log(1 + |z]) as 2 — Foo.

O

The following question was suggested by the referee in relation to the above
proof: Is it true for general singular inner functions that they are equivalent
iff they are constant multiples of each other? We would like to leave this
question for the reader.

6.2. TE for functions with comparable derivatives. The condition of
comparability for the derivatives of the inner functions appearing in Section
5.3 is worth exploring a bit further. Such conditions appear in applications.
For instance, inner functions corresponding to Schrédinger equations with
regular potentials, as well as to other similar classes of canonical systems,
will satisfy this condition. Completeness problems for various families of
special functions also lead to MIFs with comparable derivatives, see [21].
Let us provide the following description of Toeplitz equivalence pertaining
to this case.

Lemma 4. Consider two MIFs I and J such that I' < J onR. ThenI X .J
iff o(1,J) = %(arg[ —argJ) has a bounded harmonic conjugate.

Proof. 1f ¢ is bounded then I £ J, see Section 6. Assume now that I £ J but
¢ is unbounded. This contradicts Lemma 3.
O

7. TO IN TERMS OF MODEL AND DE BRANGES SPACES

7.1. D(#) as inner factors in Ky and B(E). In terms of the model space
Ky, the set of dominance D(f) has a natural meaning. It is the set of all
inner components of functions from Kjy.

In case of MIFs, Kjy is directly related to the de Branges space B(E) via
the isometric isomorphism EKy = B(E). Hence, D(6) is also the set of all
inner components of functions f/FE, f € B(FE), in the upper half-plane.

The set Dr(0) can be similarly identified with the subset of all total inner
components of functions from Ky or B(FE) as was discussed in Section 4.2.

If 0 is a MIF and I € Dp(f) then I = BS® for some Blaschke sequence
A, Ay — oo and a > 0. In the case of pure Blaschke product, a = 0,
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the sequence A satisfies A = {f = 0} (with muliplicities) for some function
from Ky (or B(E)). In the case a > 0, for any Mobius transform by, of the
unit disk, by, (5%)B) is a Blaschke product from Dp(6). Hence, A U {222 +
iC}, RC > 0, is again equal to {f = 0} for some f € Ky (B(F)).

We will return to the discussion of zero sets in Section 7.7.

Sets of inner components of functions from Ky have been studied by other
authors, see for instance [9, 3]. As follows from our discussion above, I €
D(0) iff ’I lurks within Kjp’, using the terminology of [3]. In [11] the authors
study the set of multipliers M(I,J) between model spaces K; and K,
i.e., the set of all H*-functions ¢ such that ¢ K; C K;. In relation to TO,
M(I,J) # {0} implies I < J. In these papers the reader may find additional
properties of D(6).

7.2. Base elements and asymptotics along the imaginary axis.

Lemma 5. Let 0 be a MIF, f € Ky, f(iy) # o(y=%/?) asy — co. Then the
total inner component of f is a base element of D(0).

Proof. Suppose that the total inner component I of f is not a base element.
Then there exists inner J and outer g such that I properly divides J and
Jg € Ky. Let h be an outer component of f. Then the argument of the
outer function g/h is —5 arg(J/I), i.e., it is a continuous decreasing function
on R which decreases by at least 7. By Claim 1 below and the asymptotics
of f this implies that g(iy) # o(y~/?) as y — oco. This contradicts g € H?.

O

The following can be easily established.
Claim 1. Let h be an outer function in C4 whose argument ¥ on R satisfies
liminf ¢ (z) — limsup ¢ (z) > 7.
T—=—0 T—00
Then
y = O(h(iy)) as y — oo.
Our next statement combined with Lemma 5 shows that functions whose
total inner components are base elements of D(6) are dense in Kj.

Proposition 4. For every inner 0, the space Ky contains a dense subset of
functions [ satisfying

, 1
Fy)l~ 2 asy = oo

Proof. Let C(z) be the Cayley transform from the unit disc to the upper
half-plane. Then ®(z) = 6(C(2)) is an inner function in the unit disc. Recall
that Kj is obtained from Kg via the map f(2) — (C~1(w) — 1)f(C~1(w)).
Now the statement is equivalent to the statement that functions with finite
non-zero limits lim,_,;_ f(r) are dense in Kg.
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Let ®@,, be a sequence of divisors of ® such that ®,, — ® point-wise in D and
each @, can be analytically continued through 1 . Then UKg, is dense in
Kg. But in each Kg, all functions can be continued through 1 and a dense
subset have non-zero values there.

O

7.3. D(0) in terms of de Branges spaces. Let E be a de Branges function
and let § = 0 be a corresponding MIF. If ' € B(E) then FF = I, fE in
C., where I is inner and f € H? is outer. Similarly, in C_, F = LfE#.
An important property of B(FE) is that the inner components can be moved
from one half-plane to the other, i.e., if I3Iy = I; then the function G defined
as I3fF in C; and as I4I fE# in C_ also belongs to B(E). Similarly one
can move inner factors from C_ to C,.

The set of all inner functions I; (I3) appearing this way for a fixed B(E) is
exactly the dominance set D(0).

If F' is an entire function defined as above in C4, we will call the inner
function I7 15 the total inner component of F. If I is a total inner component
for a function from a de Branges space then the argument of fE on R is
determined by the argument of I up to mn. The argument of MIF [ is
a real-analytic function on R, while the argument of fFE is piece-wise real
analytic, making a jump of —m at each real zero of fFE. All in all we have

1
arg fE = B arg I (mod ) (7.1)

Note that total inner components of functions from B(FE) are exactly the
elements of Dy (0g).

Denote by D;.(0g) the set of exact total elements, the total elements cor-
responding to functions from B(FE) which have no zeros on the real line.
If f € B(FE) is such a function and I € D7 is its inner component in C
then the last equation holds exactly, i.e., arg fE = % arg I on R for a proper
choice of arguments on both sides.

7.4. dB spaces for inner Toeplitz kernels. The following discussion will
be used in Section 7.7.

Let I and J be two MIFs such that N[I.J] # 0. Notice that
Lf="1"0 =g
E
which shows that an H?2-function f belongs to N[I.J] iff %f can be con-
tinued to the lower half-plane as an entire function (the formula for the

# -
continuation is % g). Consider the space of entire functions B = %N [1J]
E J

equipped with thé norm
S EL/Egll = |[f|| 2
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By verifying the axioms one can conclude that B = B(F) is a de Branges
space for some HB function E. We will denote this HB function by E7 ;.

To summarize, to each pair of MIFs I, J such that N[I.J] # 0 there corre-
sponds an HB function E ;. Our construction implies the following impor-
tant property:

Proposition 5. The set JD(0, ;) is the set of all functions from D(I)
divisible by J

7.5. TE and equality of de Branges spaces. While model spaces Ky
are equal as sets if and only if the corresponding inner functions are equal
up to a constant multiple, de Branges spaces B(E) and B(E) can be equal
as sets for two different functions E and E.

Equality of two de Branges spaces as sets of functions, with (possibly) dif-
ferent norms, is an important aspect of spectral theory for differential equa-
tions. The so-called Gelfand-Levitan theory which treats spectral problems
for regular Schrodinger equations and Dirac systems utilizes the fact that
the corresponding de Branges spaces are equal to Paley-Wiener spaces as
sets. This property becomes the key ingredient of the theory allowing one
to use the structure of Paley-Wiener spaces to study relations between the
potential of the differential operator and the Fourier transform of its spec-
tral measure. An extension of Gelfand-Levitan techniques to more general
classes of Krein’s canonical systems, see for instance [24], requires further
understanding of properties of HB functions E and F which produce equal,
as sets, spaces B(FE) and B (E) Such questions are also equivalent to prob-
lems on sampling measures, see Section 8.4.

Although total description of such pairs of HB functions presents an impor-
tant open problem, intuitively such functions must be similar to each other,
which raises a natural question on the correspondence of this relation and
Toeplitz equivalence for the MIFs 6 and 6. Our next theorem connects this
problem to TO.

B(E) for the two de Branges spaces equal as

We will use the notation B(E) =
B(FE) then norms in the spaces are automatically

sets. Note that if B(F) =
equivalent.

Theorem 3. Let E and E be HB functions such that E/E € N(C,). Then
0 %0 for the corresponding MIFs iff B(E) = B(E).

Conversely, if 0 & 0 for two MIF's 6 and 0 then the corresponding HB func-
tions can be chosen to satisfy E/E € N(Cy) and B(E) = B(E).

Proof. Suppose first that B(E) = B(E). Since D(#) and D() are the sets of
inner components of F'/E for the elements F of the corresponding space in

Cy, D(#) = D(0) and 6 = 6.
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Conversely, let D(f) = D(A). Then the subsets of base elements, Dp, co-
incide as well. If I € Dg(f) = Dp(f) then I is a total inner component
for some F € B(E) and for some G € B(E). Note that then F/G is a
zero-free entire function. Indeed, since the total zero components of F' and
G coincide, F'/G may only have zeros on the real line. Then F' has zeros on
the real line, say at a € R. But then (z —i)-£> is an element of B(E) with
total inner component b; I which contradicts the property that I is a base el-
ement. Hence F'/G is zero-free. It must be outer in both half-planes because
otherwise I is not a base element in one of the D sets. Hence, F//G = const.
We obtain that the sets of functions in B(E) and B(E) whose total inner

components are base elements coincide.

Let now F € B(E)\ B(E). By Proposition 4, there exists H € B(E)
such that (H/E)(iy) # o(y~3/?) as y — oo. By Lemma 5, the total inner

component of H is a base element and therefore H € B(E) by the argument
above.

Notice that (F/E)(iy) = o(y~/?), because otherwise its total inner compo-
nent would have been a base element which would imply F' € B(E). Hence,
(F + H)/E # o(y=3/?), which implies that F' 4+ H has a base total inner
component and therefore belongs to both de Branges spaces. Since H also

belongs to both spaces, so does F' and we arrive at a contradiction. [l

In the process of the last proof we have established the following useful
property.
Proposition 6. If the total inner component I of a function F from B(E)

is a base element of D(0g) then F' has no real zeros. Equivalently, Dp(6) C
Di.(0) for any MIF 6.

7.6. TE and model spaces. In this section we formulate our result for
general inner functions. In order to do that we will need to extend the
notations ¢(I,J) and h(I,J) introduced in Section 4.1 from the case of
MIFs to the general case.

To make sense of the definition ¢(1, J) = 3(arg I —argJ) in the general case
we understand arg I (J) as a measurable function on R such that I/e?®!
is positive a.e. on R. It is not difficult to show that if I ~J then their
arguments can be chosen in such a way that ¢ exists and h(I,J) = e is
an outer function. In what follows we will assume that ¢ and h correspond
to the arguments of I and J chosen in such a way.

Our statement in this section is
Theorem 4. I 2 J iff multiplication by h(I,J) is a bounded and invertible
operator K; — K.

For general I and J this means that if I £ J then their arguments can be
chosen so that the outer function h(I, J) exists and multiplication by h(I, J)
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is a bounded and invertible operator K; — K ;. Conversely, if the arguments
can be chosen in such way, then I X J.

Proof. Suppose first that I and J are MIFs. Then h = E;/E; and the
equivalence of I £ J and B(Er) = B(Ej) gives the statement.

In the general case, if multiplication by h(I,.J) is a bounded and invertible
operator K; — Ky then the sets of all inner components of functions from
K and K coincide because h is outer. Hence D(I) = D(J) and I £ J. In
the opposite direction, if I £ J one can reduce the proof to the case of MIFs
via a limiting argument. We leave the details to the reader. (]

7.7. Complete and minimal sequences of reproducing kernels and
zero sets in de Branges spaces. We call a sequence A C C a zero set
of a de Branges space B(FE) iff there exists f € B(FE), f # 0, such that
f=0o0n A (with multiplicities). We call A an exact zero set if there exists
f € B(F) such that {f = 0} = A (with multiplicities). A maximal zero set
is a sequence A of points such that there exists a non-zero function from
the space vanishing on A, but there is no such function for any set properly
containing A.

A maximal zero set is exact but not vice versa. Blaschke products cor-
responding to maximal zero sets are base elements from D(6) and those
corresponding to exact zero sets are total elements, see Lemma 6 below.
Maximal zero sets are also related to complete and minimal sequences.

We say that A is a complete and minimal sequence for B(E) iff the system
of reproducing kernels {k)}xea is complete and minimal (i.e., any proper
subsequence is incomplete) in B(E). Note that a sequence is complete and
minimal iff the same sequence minus any one of its points is a maximal zero
set.

For sequences A € C, similar definitions can be given for the model spaces
Ky.

We will now establish relations between zero sets and the subsets of the
dominance set.

Recall that, as was defined in Section 2.2, the spectrum spec; of a MIF I is
the sequence of points from R where the function is equal to 1. If A C C\R
is a sequence of complex points we denote by B the Blaschke product with
zeros at the points of A in C4 and at the points conjugate to the points of
A in C_, assuming the Blaschke condition holds.

Lemma 6. Let E be an HB function, § = 0. Let AC C\R and I' C R be
sequences of points.

1) AUT is a zero set of B(E) iff there exists an inner I such that spec; =T°
and BpI € D(0);
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2) AUT is an exact zero set of B(E) iff there exists an inner I such that
spec; =I" and Bal € D;.(0);

3) AUT is a mazimal zero set of B(E) iff there exists an inner I such that
spec; =I" and Bpl € Dp(0).

Proof. 1) Suppose that FF = 0 on A UT for some F € B(E). Then there
exists a finite positive measure p concentrated on I,

= Z an0sy,,

such that a,, > 0 are small enough to satisfy (F/E)Ku € H?. Then for I =
I, (the inner function whose Clark measure is p1) we have (F/(E(1-1)) € H?
and G = F/(1—1) € B(E). For the function G/E € Ky, we have

-G - F 1 -

Or— =0rp— =h =

"ETPEL-T -1

a.e. on R for some h € H? h = G:EF/G Here we use the fact that
F/E € Ky, and the observation that I(1 —1I)/(1 —1) > 0 a.e. on R. Since
F vanishes on A, the inner component of G/ E is divisible by Bx. According
to the last equation, the inner component of G/ FE is divisible by I. Hence
the total inner component of G/E is divisible by Bpl.

Conversely, let Byl € D(f) for some inner I such that spec; = I'. Then
B(E) contains a function equal to Byl fE in C, where f is outer from H?.
Then B(FE) also contains a function equal to By fE in C;. Subtracting we
obtain a function in B(E) equal to By(1 — I)fE in C,, which vanishes on
AUT.

2) and 3) can be proved similarly

Theorem 5. Every element of D(0) is a divisor of a base element.

Before we prove the last statement let us note that each de Branges space
possesses a large collection of maximal zero sets (complete and minimal
sequences, minus one point). For instance, if one takes an orthogonal basis
of reproducing kernels described in Section 2.4 and deletes one point from
the corresponding sequence, the remaining sequence is a maximal zero set.
By ’perturbing’ this real sequence one can obtain a maximal zero set in C.
Note that maximal zero sets A in C, as any zero sets of a de Branges space
B(FE) in C,, satisfy the Blaschke condition. The corresponding Blaschke
products By are exactly the base elements of D(0g) which have no singular
divisor.

Proof of Theorem 5. First let us assume that 6 is a MIF and let J € D(6).
Let A C C4 be a maximal zero set of B(Ejp s) as defined in Section 7.4.
Then JBj is a base element of D(). Indeed, if b,JBy € D(0) for some
Blaschke factor b,, a € C4 then by Proposition 5, AU {a} is a zero set of
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B(Er,j), which contradicts maximality of A. Hence J divides a base element
of D(I).

Finally, in the case of non-MIF 6, notice that 6 is a normal limit of MIFs
and apply a limiting argument.
O

Considering the case when J is a Blaschke product in the statement of
Theorem 5 and using Lemma 6, we obtain the following result by Yu. Belov.
In fact, our last proof is a variation of the proof in [4].

Corollary 3 ([4]). Any incomplete sequence of reproducing kernels in a de
Branges space is contained in a complete and minimal sequence of reproduc-
ing kernels.

(Note that any incomplete sequence of reproducing kernels is automatically
minimal, which is used implicitly in the above statement.)

Denote by Z(B(E)) the collection of all zero sets for the space B(E) and
let Z,. stand for the exact zero sets. Then Theorem 5 becomes the following
statement.

Theorem 6. The collection of zero sets Z(B(E)) determines the space
B(E) uniquely within the regularity class of E, i.e., if Z(B(E)) = Z(B(E))
and E/E € N(Cy) then B(E) = B(E).

Proof. The collection of sets A\ R, A € Z(B(FE)) determines the set of
Blaschke products from D(6), 6 = 0. For the non-Blaschke elements we
have the simple observation that whenever BS* € D(0), the Blaschke prod-
uct Bb,,(S?*) belongs to D(#) as well for all w € D, which implies that the
sets A\R, A € Z.(B(FE)) determine D(0) uniquely. It follows that Z.(B(FE))
determines D(#) and the statement follows from Theorem 5.

O

Note that since Z(B(E)) determines B(FE), it also determines Z.(B(FE)).
Conversely, since zero sets are subsets of exact zero sets, Z.(B(FE)) deter-
mines Z(B(FE)). Even easier one can establish the same connection between
Z and Z,,, the collection of maximal zero sets, as each maximal zero set is
a maximal element of Z with respect to inclusion. Hence either of the sets
Z. or Z,, can be substituted into the last statement instead of Z. However,
the statement with Z(B(FE)) is the strongest of the three.

7.8. TO and inclusion of de Branges spaces. The last statement raises
a natural question: if TE is equivalent to equality of the corresponding de
Branges spaces, are the relations < and > equivalent to inclusions of the
spaces? If the answer were positive we would obtain an equivalent definition

of TO.

The relation does hold in one direction:
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Proposition 7. If B(E) C B(E) then 6 <.

The statement follows from the fact that the corresponding dominance set
consists of all inner components of F/E, F € B(F) (F/E, F € B(E)) in
C,.

However, as shown by the example below, the opposite direction fails.

Example 5. Consider a sequence \, = (2/lsign n + %)ﬂ' + e, n € Z,
where e, | 0, and the corresponding Blaschke product By. Denote I = BpS
(where, once again, S(z) = €**) and consider the corresponding Cartwright
HB function Ej.

Let s(z) = sin z/z be the sinc function. Then, if €, decays to 0 fast enough,
s/E; ¢ L*. Hence s ¢ B(E;) and B(Es) ¢ B(Ey) because s € B(Eg) =
PW;. At the same time, since S is a divisor of I, S < I.

7.9. Chains of de Branges spaces and chains in TO. Recall that for a
partial order a chain is a subset where every pair of elements is comparable.
On the other hand, every de Branges space, or every Poisson finite measure
on the real line, gives rise to a chain of de Branges spaces of entire functions,
see Section 2.4. Although the term ’chain’ is given different meanings in
these two situations, we note the following simple connections between de
Branges chains and chains in Toeplitz order.

It follows from Proposition 7 that de Branges chains produce chains in
Toeplitz order: if {B(E;)} is a de Branges chain then 0p, is a chain in
TO. Clearly, such chains do not present all possible chains in TO since, for
instance, not all such chains consist of MIFs. Even if we restrict our at-
tention to all TO chains in the subset of MIFs, de Branges chains do not
produce all such chains as follows from Example 5. Finding a way to deter-
mine if a chain in TO is a de Branges chain seems like another interesting
problem.

8. T'O IN PROBLEMS OF HARMONIC ANALYSIS

In the rest of the paper we look at connections of Toeplitz order with some
of the classical problems of Harmonic Analysis. Our goal here is to provide
only a brief overview of such connections without going into deeper technical
details.

We start with two completeness problems for families of complex exponen-
tials, the Beurling-Malliavin (BM) problem and its extensions studied in
[21, 22|, and the Type problem recently considered in [32]. We then dis-
cuss sampling problems in Paley-Wiener and de Branges spaces with some
remarks on the two-weight Hilbert problem, see [28] and [27, 19, 20] for
further references.
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8.1. BM problem. Let A = {)\,} be a sequence of distinct points in the
complex plane and let

EA — { ei/\nx }
be a sequence of complex exponential functions on R with frequencies from

A.
For any complex sequence A its radius of completeness is defined as
R(A) = sup{a | Ey is complete in L*(0,a)}.

The famous BM problem which was solved in [5, 6], asks to find a formula
for R(A) for an arbitrary A C C.

It is well-known in the theory of completeness that the general problem can
be easily reduced to the case of real sequences A. More precisely, if A is
a general complex sequence then Ej is complete in L?([0,a]) if and only if
E is complete in the same space, where A’ is the real sequence defined as
ALo=1/ %ﬁ (WLOG A has no purely imaginary points), see for instance
[15]. Also, as will be explained below, one can always assume that A is a
discrete sequence, i.e. has no finite accumulation points.

A system of complex exponentials E is incomplete in L?([0, a]) if and only
if there exists a non-zero f € L?([0,a]) such that f L e»® for all )\, € A.
Taking the Fourier transform of f we arrive at the equivalent reformulation
that Ej is incomplete in L?([0,2a)]) if and only if A is a zero for PW,,.

One immediate consequence of this connection is that if A has a finite ac-
cumulation point then R(A) = co. Aso since any zero set A C Cy of a
PW -space must satisfy the Blaschke condition, R(A) = oo for any non-
Blaschke A C C.

To give the formula for R(A) we will need the following definitions.

If {I,,} is a sequence of disjoint intervals on R, we call it short if

>y |1 ?
1+ dist“(0, I,)
and long otherwise.

If A is a sequence of real points define its exterior BM density (effective BM
density) as

D*(A) = sup{d | 3 long {I,} such that #(AN1I,) > d|I,|}, Vn}

For a complex sequence define D*(A) := D*(A').

Theorem 7 (Beurling and Malliavin, around 1961, [5, 6]). Let A be a dis-
crete sequence. Then

R(A) = D*(A).
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In regard to Toeplitz order, BM theorem is equivalent to the following state-
ments. Recall that any MIF I has the form I = ByS® where B is a Blaschke
product and S* = €'** is the exponential function. Put r(I) = D*(A) + a.

The most direct equivalent of Theorem 7 is in terms of the dominance set.

Theorem 8. I € D(S®) ifr < b and I € D(S®) if r > b.

The statement can be equivalently reformulated in terms of TO.
Theorem 9. For any MIF I,
I1<8* = r()<b

and
r(I)<b = IZ%58°

Note that equivalence of the last two statement no longer holds if S is
replaced with a general inner function. Finding a broader set of functions
for which the equivalence does hold is an open problem.

Proof of Theorem 9. The general case can be trivially reduced to the case
I = Bj. Suppose first that 7 = D*(A) > b. Let a € A be a zero of I. Then
D*(A\ {a}) > b and I/b, ¢ D(S®) by BM theorem (Theorem 8). Since
I/b, € D(I), the relation I < S® does not hold.

To establish the second statement, suppose that » = D*(A) < b. If J € D(I)
then there exists f € N[[J], f # 0. Also, since D*(A) < b, by Theorem 8
there exists g € N[S®I], g # 0. Note that Ig € Sb/QPWb/Q which implies
g € H*°. Then
SPagf = (S°Ig)(1Jf) € H?,
which means that J € D(S%). Hence D(I) € D(S®) and I £ S°.
U

As we can see, the Beurling-Malliavin formula gives a metric condition for
the relation of TO in the very specific case when one of the functions to
be compared is the exponential function. Similar descriptions for more gen-
eral classes of inner functions, especially those appearing in applications to
completeness problems and spectral analysis remain mostly open. Below we
present one of such extensions found in [22].

8.2. Further generalizations. Reformulations of the BM theorem given
in the last section present a clear direction for generalizations of the BM
theory. While a statement analogous to Theorems 8 and 9 with a general
inner function in place of S may be out of reach at the moment, one can
attempt to replace the exponential function with an inner function from
a larger class. To determine the right classes of inner functions to study
in these settings one may look at a variety of applications of the Toeplitz
Approach in Harmonic analysis and Spectral Theory.
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One of such extensions was recently studied in [21, 22]. As was shown in [21]
the class of MIFs with polynomially growing arguments appears naturally
in a number of applications including completeness problems for Airy and
Bessel functions, spectral problems for regular Schrodinger operators and
Dirac systems, etc. An analog of Theorem 8 proved in [22] can be applied to
some of such problems. Here we present an equivalent reformulation similar
to Theorem 9.

Let v : R — R be a continuous function such that vy(Foo) = £oo. ie.,

lim ~(z) = +o0, lim v(z) = —o0.

T——00 T——+00

Define v* to be the smallest non-increasing majorant of ~:

V(@)= max (1)
t€|x,+00)

The family of intervals BM(y) = {I,,} is defined as the collection of the
connected components of the open set

{z e Rl y(z) # 7" (2)}.
Let k > 0 be a constant. We say that v is k-almost decreasing if

> (dist(In, 0) + 1)L [* < o (8.1)
[eBM(7)

As before, ‘an argument of a MIF I on R is a real analytic function ¢ such
that I = ™.

Theorem 10. Let U be a MIF with |U'| < x*,

k>0, vy=arglU onR. Let J be another MIF, 0 = argJ on R. Then

I) If o — (1 — €) is k-almost decreasing, then J € D(U);

II) If o — (1 + )~ is not k-almost decreasing, then J & D(U).

Let us point out that even finding an analog for the above statement for xk <

0 presents an open problem. Such MIFs appear in some of the applications
mentioned in [22].

To finish this section let us reformulate the last theorem using the relations
of TO.

Theorem 11. In the conditions of Theorem 10,

I) If 0 — (1 — )y is k-almost decreasing, then J < U;
II) If J < U then o — (1 +€)y is k-almost decreasing.
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Proof. Once again, The general case can be reduced to the case J = Bj: oth-
erwise replace the singular factor of J with its Frostman transform b,,(S%).

I) If 0 — (1 — €)7 is x-almost decreasing, then by Theorem 10 there exists a
non-trivial function f € N[UJB], where B is any finite Blaschke product.
Denote the zeros of B by ay,...a,. Note that then

f _
(z—a1)(z —az)...(z — ap) € NlUJl.

h =

If n = n(k) is large enough, h is bounded because |f| < C|U’|*/?

now that I € D(J), i.e., there exists non-trivial g € N[JI]. Then

. Suppose

Ulhg = (UJh)(JIg) € H?,
which implies that I € D(U). Hence D(J) C D(U) and J < U.

IT) If 0 — (1 + &) is not k-almost decreasing then o* — (1 + )7 is not k-
almost decreasing where o* = arg J/b, for some zero a of J. By Theorem
10 it means that J/b, &€ D(U), while J/b, € D(J). Hence the relation J < U
does not hold.

O

8.3. The Type problem. Like the Beurling-Malliavin problem, the Type
problem concerns completeness of complex exponentials in L?-spaces. This
time one considers L?(p) for a general finite positive measure p on R and
studies completeness of families of exponential functions with frequencies
from a fixed interval. We define the type of p as

7, = inf{ale”’, s € [~a,a], are complete in L*(x)}.

The problem is to find 7, in terms of . This problem was considered by
N. Wiener (in an equivalent form, [35]) A. Kolmogorov and M. Krein, see
[17, 18] or [33] for further discussion and references. Using the Toeplitz
approach, a formula for 7, was recently found in [32], see also [33]. The idea
of the Toeplitz approach to the Type problem can be expressed in terms
of Toeplitz order in the following form. Recall that for a positive singular
Poisson-finite measure p we denote by 6, the inner function with Clark
measure p. The general case of the Type problem can be easily reduced to
the singular case.

Theorem 12. Let i be a positive singular Poisson-finite measure. Then

Ty = sup{a| S* € D(0,,)}-

We say that an inner function € divides a Cauchy integral Ky for some
finite complex measure p if Ku/0 € HP for some p > 0. Note that then
Ku/0 = Kv where v is another finite complex measure, v = 6y [29)].
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Proof of Theorem 12. Recall that according to the Clark formula every func-
tion from Ky, 6 = 6, can be represented in the form f = (1 —6)K fu. Since
1 — @ is an outer function in C,

sup{a|S* € D(6,)} = sup{a|S* divides f € Ky} =

= sup{a|S® divides K fu, f e L*(u)}.

By a theorem of Aleksandrov [1] S¢ divides K fu iff f L ¢t s € [~a,al.
Such an f exists iff the family of exponentials ¢/, s € [~a, a] is incomplete
in L2(u).

O

Utilizing the Beurling-Malliavin multiplier theorem one can deduce the
following statement.

Theorem 13. Let i be a positive singular Poisson-finite measure. Then

T, = sup{al S*<6,}.

8.4. Sampling measures. Let u, v be two positive Poisson-finite measures
such that the Hilbert (Cauchy) transform is bounded from L?(u1) to L?(v).
Initially one can understand this property in the sense that for a dense
family of functions f € L?(p) the Cauchy integral K fu in the upper half-
plane has non-tangential boundary values f*(z) at v-a.e. point x and the
norm estimate || f*|[z2(,) < C||f|[12(u) holds for all f from that family with
a uniform C. It follows from a theorem by Aleksandrov [1] that then f*
actually exists v-a.e. for all f € L?(v) (and the same norm estimate holds).
The general two-weight Hilbert problem asks to describe pairs of measures
with this property.

Extensive studies of the "Tauberian’ version of the two-weight Hilbert prob-
lem were started in [27] and recently completed in [19, 20]. These important
results produced a real analytic description of pairs ¢ and v. Our goal in
this section is to connect this problem with TO.

Once again, if p is a positive singular Poisson-finite measure on R we de-
note by 6, the corresponding inner function, i.e., the function whose Clark
measure is p. By a theorem from [29], every function f from the model
space Ky, has non-tangential boundary values a.e. with respect to u. The
operator of embedding Ky, — L?(p) is a unitary operator. As was men-
tioned before, this statement generalizes the Parseval theorem from Kg and
the counting measure of Z, which is the Clark measure for S, to an ar-
bitrary model space and the corresponding Clark measure. The function
f € Ky can be recovered from its boundary values in L?(p) via the formula

f=01-0Kfu

Some of these connections have already been used in our discussion of TO.
To summarize these relations let us recall that the dominance set of 6 =0,
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is the set of all inner divisors of functions from Kjy. As was discussed in the
last section,

D(6,) = {I|I is an inner divisor of K fu, f € L*(u)}.

Let us now return to a pair of Poisson-finite measures p and v such that the
Cauchy transform is bounded from L?(u) to L?(v). In view of the above, this
is equivalent to saying that Ky, is embedded (via passing from a function to
its non-tangential boundary values) into L?(n), n = |Kpu|?v (or [1—6,|v).
Note that under the condition of boundedness of the Cauchy transform,
the integral K u, or equivalently the inner function 6, have non-tangential
boundary values v-a.e. and the above definition of n makes sense.

In the case when the measures p and v are discrete the condition of bound-
edness of the Cauchy transform can be reformulated in terms of de Branges
spaces. Recall that we denote by E,, an Hermite-Biehler function such that
E, Ky, = B(E,). The boundedness of the Cauchy transform is equivalent
to the boundedness of the natural embedding of B(E,) into L%(y), v =
|E,K,|?v. Note that if E,, = A, +iB,, is the standard representation of E,
(A, B, are real entire functions, 24, = E, + E#, 2iB, = E, — E#) then
|Eu K] = (Ai + BEL)/’BN|‘

We say that a positive measure v on R is sampling for a Banach space H of
analytic functions in Cy if the non-tangential limits f*(z) exist v-a.e. for a
dense family of f € H and

A = (1 r20)-
An important case of the two-weight Hilbert problem is when

[l 2y =< 1K full 2 w)-

In view of our discussion above, this is equivalent to the property that
n = |Kp*v is a sampling measure for Ky,. The general property, when the
Cauchy transform is only norm-bounded from above, can be reduced to the
sampling case by adding the Clark measure p_1 to . Namely, if 4 = o7 is
the Clark measure for 6, let us denote by u_1 = o_; the Clark dual measure,
see Section 2.2. The Cauchy transform is bounded from L?(u) to L?(v) iff
T =14 p—1 is a sampling measure for Kjy.

Reformulating Clark theory for MIF's in terms the corresponding de Branges
spaces, we may notice that for any Poisson-finite positive discrete measure
@ on R there exists a unique regular de Branges space B(F) such that
B(E) = L*(uu) and suppu = {E = E}. We will denote the corresponding
HB function by E# and the MIF (E*)# /E* by I*. The measure y is called
a de Branges measure for B(E*). Note the following clear connection with
the Clark measure o for I*:

w=o/|B"P.
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Other Clark measures o,, a € T produce other de Branges measures to
form the family of de Branges measures for the given space.

As we saw above, the two-weight Hilbert problem is directly related to the
problem of description of sampling measures for model spaces Ky. If 6 is
a MIF and v is a discrete Poisson-finite measure on R then v is sampling
for Ky if and only if v/|Ey| is sampling for B(FEy), where Ey is any HB
function such that (Ey)#/Ey = 6. Thus, in the case of discrete measures,
the two-weight problem connects to the description of sampling measures
for de Branges spaces.

Finally, for the last problem we have the following reformulation in terms of
TO. Any measure satisfying

I lsE) = [1f1]L2(

is called a spectral measure for B(E). Any de Branges space B(E) pos-
sesses an infinite family of spectral measures with the de Branges measure
defined above being one of them. The spectral measures for a given de
Branges space are de Branges measures for the space, de Branges measures
for larger de Branges spaces in the chain which contains the given space,
and limits of such measures along the chain. The set of spectral measures
of a given de Branges space is quite well understood in Krein-de Branges
theory. Those measures are spectral measures for the corresponding Krein
canonical systems of differential equations, see [7, 10, 25].

The following statement follows from Theorem 3.

Theorem 14. Let u,v be two positive discrete Poisson-finite measures on
R. TFAE

1) The Hilbert (Cauchy) transform is bounded from L*(u) to L*(v).

2) The measure 1 = (v + p—1)/|Eu|? is a spectral measure for some B(F)
such that Op ~ 0,,.

Note that the condition 0 ~ 6, means that the inner factors of functions

from B(F) in C are the same as inner factors of Cauchy integrals K fu, f €
L* ().

In [28] a theorem by de Branges from [7] was applied to describe sampling
sequences for the Paley-Wiener space. Recall that the Paley-Wiener space
is a de Branges space with £ = S~!. Using the same ideas we can formulate
the following statement in terms of TO.

Theorem 15. v is a sampling measure for B(E) iff

F 4+ F#¢

F— F¥g

for some HB function F such that p * 0p and some ¢ € H>, ||¢|| < 1.

Pr=%R
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9. CONCLUDING REMARKS AND FURTHER QUESTIONS

For decades numerous problems in complex function theory were motivated
by Functional and Spectral Analysis. This tradition can be traced to Beurl-
ing’s description of invariant subspaces of the shift operator using inner func-
tions, proofs of uniqueness theorems for Schrodinger operators by Borg and
Marchenko, etc. One of the main sources for such problems is the Nagy-
Foias functional model theory mentioned in this text, see [26]. Problems
appearing in this context are related to inner functions and model spaces
Kjy. The Krein-de Branges theory [7, 10], created to treat spectral problems
for differential operators, is another source of such problems where the main
objects are entire functions and meromorphic inner functions.

Recent developments in the Toeplitz approach to UP have raised a large
number of new questions. One of the main goals of this paper was to outline
some of such questions and bring them to the attention of the experts in
complex function theory. In conclusion, let us give a brief summary of prob-
lems appearing in relation to TO. This is only a small sample of questions
from the area of the Toeplitz approach, and interested reader will be able to
find many more challenging problems in other sources, including those cited
in this note.

Giving metric conditions for TO and TE seems to be a natural question.
In particular, producing conditions for two Blaschke products B; and Bs
to satisfy By X By or By < By in terms of their zeros or arguments presents
the main version of this problem. While giving ’if and only if’ conditions
for general inner functions may be out of reach at the moment, solving
this problem for the inner functions from a restricted class like in Theorem
10 or fixing one of the functions like in Theorems 8 and 9 would still be
interesting (and challenging). Let us point out that one of the important
cases in Theorem 10 when x < 0, which appears in applications (see [22]),
is still open. Such results would provide generalizations of BM theory and
numerous other applications.

As we saw in the text, study of the structure of the dominance set D(6), and
in particular providing metric conditions in terms of € for a given function
I to be a base or total element in D(f), generalizes problems on complete-
ness, minimality and zero sets in model and de Branges spaces. While such
problems are well understood in the standard Paley-Wiener spaces, where
they become equivalent to BM problem and related problems on exponen-
tial families, as well as spectral problems for regular Schrodinger and Dirac
operators (see [21]), they are mostly open for 6 # S.

Among questions more specific to Toeplitz order, let us mention the natural
question of finding supremum or infimum, with respect to the relations <
and 3, for a given collection of inner functions. Starting with finite col-
lections and functions from restricted classes, this problem can reach any
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desired level of difficulty. Even its first step, determining the existence of an
upper (lower) bound, which is simple for finite collections, can be interesting
for the infinite ones.

Another problem mentioned in the text is the problem of finding the Toeplitz
hull for a given collection of functions, i.e., the smallest dominance set D(6)
containing the collection. Some of the cases of this problem are equivalent
to finding the smallest de Branges or model space for a given collection
of zero sets. A version of the same question corresponds to finding the
differential operator for which the given sequences are (are not) defining, in
the terminology of [22].

Apart from pure function theoretic problems, finding further connections
from the objects of this note to problems of UP and spectral theory remains
one of natural directions for research.
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