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1 | INTRODUCTION 

For most bacteria, the cell wall is essential to 

survival, providing the bacteria with not only 

structural support but also protection. The 

bacterial cell wall is a mesh-like layer outside 

the plasma membrane, which is formed with 

peptidoglycan—a polymer consisting of sugars 

and amino acids. The bacterial enzyme D-

alanyl-D-alanine transpeptidase (“DD-peptidase” in short) is indispensable 

as it catalyzes the cross-linking between amino acids (peptide side chains) 

in different linear amino sugar chains of the peptidoglycan, forming the 

strong and rigid 3-dimensional structure of the cell wall.[1] 

The active site of DD-peptidase enzymes contains a highly conserved 

serine residue[2] and the serine γ-OH group cleaves the D-alanyl-D-alanine 

bond of a peptide, covalently bonding to the produced acyl-fragment 

(carbonyl donor) and forming an acyl-enzyme complex. Then the acyl-

enzyme complex breaks down, resulting in the formation of a new peptide 

bond between the carbonyl of the D-alanyl moiety and the amino group of 

another peptide unit. The essential biological role of DD-peptidase has 

made it an excellent drug target for killing bacteria. β-lactam antibiotics 

(examples shown in Figure 1) such as cephalosporins (Figure 1b) and 

penicillin derivatives (Figure 1c) are known to be important clinical defenses 

against bacterial infections.[5,6] The β-lactam ring in the antibiotics has a 

similar Dalanyl-D-alanine motif to the peptidoglycan, which kills bacteria by 

inactivating the enzyme DD-peptidases and inhibiting the crosslinking step 

in the cell wall biosynthesis.[7–9] 

The investigation of DD-peptidase reaction mechanisms and kinetics 

was pioneered by Frère and coworkers[10–18] and is still an active area of 

research for academia[10–12] and for pharmaceutical companies as they try to 

design safe and efficient drugs and antibiotics.[13] Two prominent antibiotics 

primarily serve as DD-peptidase inhibitors, which are cephalosporins (such 

as cephalothin in Figure 1d) and penicillins (such as benzylpenicillin, also 

called penicillin G in Figure 1e, or 6-(Glycyl-L-α-aminopimelyl)-

aminopenicillananic acid in 
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Abstract 

Two quantum mechanical (QM)-cluster models are built for studying the acylation and 

deacylation mechanism and kinetics of Streptomyces R61 DD-peptidase with the penicillin 

G at atomic level detail. DD-peptidases are bacterial enzymes involved in the cross-linking 

of peptidoglycan to form the cell wall, necessary for bacterial survival. The cross-linking can 

be inhibited by antibiotic beta-lactam derivatives through acylation, preventing the acyl-

enzyme complex from undergoing further deacylation. The deacylation step was predicted 

to be rate-limiting. Transition state and intermediate structures are found using density 

functional theory in this study, and thermodynamic and kinetic properties of the proposed 

mechanism are evaluated. The acylenzyme complex is found lying in a deep thermodynamic 

sink, and deacylation is indeed the severely rate-limiting step, leading to suicide inhibition 

of the peptidoglycan cross-linking. The usage of QM-cluster models is a promising technique 

to understand, improve, and design antibiotics to disrupt function of the Streptomyces R61 

DD-peptidase. 
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 FIGURE 1 Structure of (a) the 

simplest β-lactam, (b) Cephalosporin, (c) 

Penicillin, (d) Cephalothin, 

(e) Benzylpenicillin (penicillin G) and (f) 6-

(Glycyl-L-α-aminopimelyl)aminopenicillananic 

acid, which has been suggested to be a 

“Perfect Penicillin” in Kuzin et al.[3] and Powers 

et al.[4] 

Figure 1f, which is the most effective known β-lactam inhibitor of DD-

peptidase and dubbed a “perfect penicillin”).[14,15] 

Interestingly, it has been found that cephalosporins are poorer 

inhibitors than penicillins in Streptomyces sp. strain R61 DD-peptidase 

enzyme.[14] Despite kinetic experiments showing even slower rate constants 

for peptidoglycan deacylation, the observed acyl-enzyme binding rate 

constants are nearly 10 times slower for cephalosporin C,[16] and even slower 

for second- and third-generation 

cephalosporins.[17] 

Multiple experimental studies have examined the proposed 

mechanism of penicillin G with Streptomyces sp. strain R61 DD-

peptidase.[7,8,18,19] It is proposed that the deacylation step may be initiated 

by water and a general base via nucleophilic attack on the carbonyl carbon 

of the acyl-group. The slow reaction is caused by steric hindrance of the 

heterocyclic ring and is proposed to be rate-limiting.[3,4,20] A rate-limiting 

deacylation step for inhibition also explains successful efforts to 

crystallographically “trap” the covalently bound acyl-complex of penicillin G 

in Streptomyces sp. strain R61 DD-peptidase.[14] The bound acyl-enzyme 

complex has been found to lie in a 

thermodynamic sink, with an extremely high 

effective activation energy needed for 

deactivation, which slows biological 

transpeptidase function.[19] 

Various mutational, enzyme kinetic, 

crystallographic, and computational studies on 

DD-peptidases and class A and class C β-

lactamases (produced by bacteria and resistant 

to β-lactam antibiotics, ABL and CBL in short) 

have devoted extensive discussion to proton 

transfer throughout the mechanism.[17,21–51] A 

proton must be removed from the active site 

serine hydroxyl group and another proton must 

be added to the amine leaving group; similar 

proton transfer must be facilitated during the 

deacylation mechanism. Although structural 

information is available on these enzymes and 

enzyme-ligand complexes, illustration of the 

reaction mechanism and activity is still unclear 

due to multiple possible protonation states for 

some important residues.[45] Uncertainty in the 

catalytic protonation state is also related to 

which residue acts as the general base/acid in 

the acylation and deacylation. Also, the 

importance of residues His298,[52] Asn161,[17] 

Tyr159,[48] Thr299,[49] and Tyr280[53] has been identified by various mutation 

experiments, and Asn161 is the most important in the transfer mechanism 

among these residues. 

Computational studies on the acylation and deacylation reactions of 

ABL and CBL have provided additional quantitative validation of the 

thermodynamics and kinetics. A high energy tetrahedral acylation 

intermediate (acyl-enzyme complex) was proposed.[51,54,55] Molecular 

dynamics (MD) simulation studies found that in the aztreonam/CBL 

noncovalent complex, the K+Y− reactant is less stable than K0Y0,[56] but both 

protonation states have been found to be accessible at ambient conditions 

in a quantum mechanical/molecular mechanical (QM/MM) study of the 

cephalothin-CBL noncovalent complex.[29] For deacylation, a QM/MM study 

of the cephalothin-CBL acyl-enzyme complex showed that K+Y− is lower in 

energy compared to K0Y0,[57,58] and it was also found that the hydrogen bond 

between Lys67 and Tyr150 is important for deacylation. The activation free-

energy of cephalothin deacylation was predicted to be 12[59] and 14[57] kcal 

mol−1 by QM/MM studies for the drug-resistant enzymes. A quantum 



 

CHENG AND D E YONKER 1687 

mechanical (QM)-cluster model study on CBL using Density Functional 

Theory (B3LYP/6-31G**) with a very small 72-atom model found an 

activation energy for the deacylation process of 

30 kcal mol−1.[58] In that QM-cluster model study, a deacylation tetrahedral 

intermediate was predicted to be only 3.5 kcal mol−1 lower in energy than 

the rate-limiting transition state[58] with a water molecule in close proximity 

to Tyr150.[58,59] Frequent proton transfer between Lys67 and Tyr150 was 

observed in these previous computational studies, with Tyr150 more likely 

in the deprotonated form.[57,59] 

In contrast, QM/MM investigation of the deacylation (hydrolysis) of 

cephalothin-R61 PBP (a non-drug resistant DD-peptidase) indicated two 

different pathways, where Tyr150 acts as the general base, as well as a 

second proposed mechanism involving concerted proton transfer between 

Tyr150/Lys67. The activation free energy of deacylation was predicted to be 

49 and 40 kcal mol−1, respectively.[57] 

In this work we will employ QM-cluster modeling to study the complete 

acylation and deacylation reaction mechanism of penicillin G with a 

penicillin binding protein (PBP, PDB ID: 1PWC[14]). As in all QM and QM/MM 

enzyme mechanism studies, defining the mechanistically relevant active site 

and locating catalytic residues in the enzyme is crucial.[60] 

In the active site of proteins, the idea of residue interaction networks 

(RINs) has been proposed,[61,62] which provide additional quantitative 

insights into the structural and functional role of residues and inter-residue 

interactions. RINs have been applied in studying identification of key 

residues for protein folding[63,64] and functionally distinct protein states. [65,66] 

In our lab, RINs have been used for guided QM-cluster model creation with 

a systematic and reproducible increase in model size. This approach has 

been successfully applied in studying phosphoryl transfer mechanisms 

within the Phospholipase D[67] and Tyrosyl-DNA phosphodiesterase I 

enzymes,[68] as well as a recent study of biphenyl dihedral angle rotation in 

the bioengineered Threonyl-tRNA synthetase.[69] In this work, we have 

applied RINs to identify important residues in the acylation and deacylation 

reaction of penicillin G in an enzyme model of the 1PWC X-ray crystal 

structure, to give atomic-level, quantitative answers to the following 

questions: 

1 What residue acts as the general base in this enzyme in acylation and 

deacylation? 

2 What role do water molecules play in acylation and deacylation? 

3 How do we reconcile the sometimes-large differences in acylation/ 

deacylation kinetics between experimental and computational studies? 

4 How can we better utilize RINs in constructing QM enzyme models? 

2 | METHODS 

The X-ray crystal structure of the penicilloyl acyl enzyme complex 

(Streptomyces R61 DD-peptidase bound with penicillin G, PDB ID: 1PWC) 

was used to construct the models for quantum mechanical computations. 

H atoms were added using the reduce program,[70] then the protonated PDB 

file was further treated by probe[71] to generate atom contact information. 

A residue interaction network (RIN) was constructed based on the active 

site including the penicillin G ligand (PNM, and Figure 2 shows the atom 

numbering in PNM) and the residue Ser62, which PNM is directly bonded 

to. From analysis of RIN results, 17 residues from chain A directly interact 

with Ser62 and/or PNM400 via either hydrogen bonds, bad atomic overlaps 

(steric clashes), or non-overlapped van der Waals contacts (close 

contacts)[71]: Val60, Gly61, Ser62, Val63, Thr64, Lys65, Phe120, Tyr159, 

Asn161, Trp233, Ala237, Gly238, Arg285, His298, Thr299, Gly300, and 

Thr301, and four explicit waters (wat1014, wat1025, wat1108, and 

wat1465). Also based on the generated RIN, either main chain, side chain, 

or entire residues were trimmed and treated to fulfill atom valency in the 

model. It should be noted that Hargis and Woodcock found that doubly 

protonated His298 (Nε and Nδ) might be required for facile acylation.[31] 

Therefore, two different models were generated by our in-house program 

package Residue Interaction Networkbased ResidUe Selector (RINRUS) and 

were used to explore mechanistic differences arising from the protonation 

state of His298. The first model contains 277 atoms (His298 Nε protonated 

as pH = 6.8 for the experimental condition) with 17 Cα atoms frozen and 5 

Cβ atoms frozen (in Phe120, Tyr159, Asn161, Trp233, and Arg285). The 

second model only differs by containing double protonation of the His298 

residue (278 atoms with the same 22 frozen atoms specified above). 

All quantum mechanical cluster model computations were performed 

using the Gaussian16 program.[72] Density functional theory (DFT) with the 

hybrid B3LYP exchange-correlation functional[73,74] was employed with the 

6-31G(d0) basis set for N, O, and S 

atoms[75–77] and the 6-31G basis sets for C and H atoms.[78] Models 
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FIGURE 2 Atom numbering in Penicillin G in complex with Serine 

62 in the penicilloyl acyl-enzyme complex 

in implicit solvent incorporated the Grimme D3 (Becke-Johnson) dispersion 

correction (GD3BJ)[79,80] and a conductor-like polarizable continuum model 

(CPCM)[81,82] with cavity built up using the universal force field (UFF) atomic 

radii where hydrogens have explicit individual spheres, a non-default 

electrostatic scaling factor of 1.2, and a dielectric constant of ε = 4. This 

dielectric constant value has been previously determined as appropriate for 

simulating the less-polarized environment within an enzyme active site.[83,84] 

Unscaled harmonic vibrational frequency calculations were used to identify 

all stationary points as either minima (no imaginary frequency) or transition 

states (only one imaginary frequency). Zero-point energies (ZPE) and 

thermal enthalpy/free energy corrections were computed at 1 atm and 

298.15 K, which are reported in Supporting Information, Tables S1 and S2. 

It should be noted that previous QM-cluster model studies in our group 

report relative free energies,[68,69] whereas in this study, we use non-

vibrationally corrected relative energies at 0 K (ΔEe). Some elementary steps 

in the proposed mechanisms below are effectively barrierless when 

comparing relative electronic energies. However, when imaginary 

vibrational modes are of large magnitude, their removal from zero-point 

energy and partition functional calculations results in a situation where TSs 

have lower relative free energies than either the corresponding reactant or 

product. This does not suggest a catastrophic failure of our QM-cluster 

model or the methodology employed. Rather, these stationary points are 

not minima or maxima on the free energy surface but are still treated as 

such to adhere to the Principle of Microscopic Reversibility on the electronic 

energy surface.[85] More discussion on this nuance is provided in the 

Supporting Information. 

3 | RESULTS AND DISCUSSION 

Energy diagrams of the computed acylation and deacylation reaction of 

Streptomyces R61 DD-peptidase with penicillin G via the 277-atom model 

(label starts with A) and the 278-atom model (label starts with B) in solution 

phase are shown in Figures 3 and 4. Thermochemical data for all 

minima/maxima of the penicillin G reaction with Streptomyces R61 DD-

peptidase is listed in Supporting 

Information. 

A total of 17 stationary points were found in the solution phase for the 

277-atom model pathway, including 9 minima and 8 transition states (TS); 

while 15 stationary points (8 minima and 7 TS) were found for the 278-atom 

model pathway (Figures 5 and 6). For comparison of relative energies, the 

respective energies of A-1 and B-1 are used as the reference (ΔE = 0.0 kcal 

mol−1). Structures A-1 to A-7 in Schemes 1–3 correspond to the formation of 

the acyl-complex (acylation); A-7 to A-9 in Schemes 4 and 5 are for 

dissociation of the acylcomplex (deacylation). Structures B-1 to B-6 

correspond to the formation of the acyl-complex (acylation); B-6 to B-8 are 

for deacylation of the acyl-complex (deacylation). The initial models were 

constructed based on the penicilloyl acyl-enzyme complex (the A-7, A-8 and 

B-6, B-7 structures), which closely resemble the X-ray crystal structure after 

geometry optimization (Figure 7). 

3.1 | Acylation reaction 

In the 277-atom model, stepping from the acylation reactant K+Y− (A1) to the 

intermediate (A-2), the proton on Ser62-Oγ transfers to Tyr159-O in Scheme 

1, where Tyr159 in the anionic form reacts as the general base. In this step, 

the Lys65 stays protonated throughout. This step leads to a basic 

intermediate A-2 which is slightly higher in energy than A-1 (ΔΔE = 2.5 kcal 

mol−1) with an activation energy of 6.0 kcal mol−1. The distance between 

Ser62-Oγ and PNM400-C7 changes from 2.63 Å in A-1 to 2.54 Å in A-2. This 

elementary step also starts off the acylation in the 278-atom model path, 

with the same activation energy of 6.0 kcal mol−1. The distance between 

Ser62-Oγ and PNM400-C7 similarly changes from 2.58 in B-1 to 

2.49 Å in B-2. The proton transfer is followed by a translation of the 
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6-membered ring on the ligand, where the ring moves away from Phe120 

with a 2.6 kcal mol−1 energy of activation in the 277-atom model. The 

effective energy of activation for the elementary step A2!A-TS-2-3!A-3 is 

only 0.1 kcal mol−1. The similar transition state has also been found in the 

278-atom model with a same 2.6 kcal mol−1 energy of activation, and an 

effective energy of activation of 0.1 kcal mol−1 for the elementary step B-

2!B-TS-2-3!B-3. In the 277-atom model, there is one more computed 

intermediate before Ser62-Oγ bonds to PNM400-C7, in which small 

geometric shifts of PNM Wat1108 and Wat1330 occur. The effective 

activation energy of A-3!A-TS-3-4!A-4 is 0.2 kcal mol−1). 

Next, nucleophilic addition takes place with an effective activation 

energy of 1.1 kcal mol−1 in the 277-atom model, where Ser62-Oγ covalently 

bonds to C7 of the substrate (Scheme 2, r(Oγ-C7) = 1.49 Å in A-5). The 

hydroxyl group in Tyr159 rotates so that the hydrogen forms a stronger 

FIGURE 3 Energy diagram of the 

acylation and deacylation of penicillin G 

reaction with Streptomyces R61 

DD-peptidase in solution in 

277-atom model 

FIGURE 4 Energy diagram of the 

acylation and deacylation of penicillin G 

reaction with Streptomyces R61 

DD-peptidase in solution in 278-atom 

model 

 

FIGURE 5 Reaction Scheme of acylation and deacylation of penicillin G reaction with Streptomyces R61 DD-peptidase in solution via the 
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hydrogen bond with N4 of the substrate. In this step, r(H N4) changes from 

2.90 to 1.72 Å from A-4 to A-5. The activation 277-atom model 

energy for this step is 3.6 kcal mol−1, and A-4 is 2.5 kcal mol−1 higher while A-

5 is 5.9 kcal mol−1 lower in energy than A-1, respectively. After the acyl-

enzyme complex is formed, the water molecules close to Ser62 reorient and 

move closer to the substrate in preparation for the ring opening of the 

substrate. A-6 is also a tetrahedral intermediate and is 3.2 kcal mol−1 lower 

in energy than A-1. 

In the 278-atom model, the activation energy is 3.1 kcal mol−1 for 

formation of the tetrahedral intermediate and it leads to a low energy 

product B-4, which is 7.3 kcal mol−1 lower in energy than B-1. Similar to the 

277-atom model, after the acyl-enzyme complex is formed, the waters close 

to Ser62 reorient and move closer to the substrate, resulting in the B-5 

tetrahedral intermediate that is 5.4 kcal mol−1 lower in energy than B-1. 

In the next step (Scheme 3) the proton from the Tyr159 hydroxyl group 

transfers to N4 causing the four-membered ring on the substrate to open in 

both the 277-atom and 278-atom models. The length of r(H N4) further 

shortens to 1.02 Å in A-7 (1.02 Å in B-6), and the Tyr159 side chain becomes 

basic. This elementary step is barrierless in both the 277-atom and 278-

atom models, and it leads to the very stable acyl-enzyme covalent bond 

complex, A-7 that is 19.1 kcal mol−1 lower in energy than A-1, or B-6 which 

is 

20.4 kcal mol−1 lower than B-1. 

The proton transfer from Lys65 to Tyr159 is observed in both the 277-

atom (A-TS-7-8) and 278-atom models (B-TS-6-7), forming the K0Y0 

protonation state (A-8 and B-7) with effective activation energies of 0.8 and 

1.7 kcal mol−1. No deacylation transition states could be isolated with a K+Y− 

protonation state of the acyl-enzyme complex, in both the 277- and 278-

atom models. Based on the energetics of this study, the acylation reaction 

would likely be irreversible, as the k−2 rate would be extremely slow and 

endergonic. 

3.2 | Comparison of acyl-enzyme 

intermediates with X-ray crystal structure 

The starting input geometry for both models was based on the X-ray crystal 

structure of the penicilloyl acyl enzyme complex, (PDB: 1PWC). Closely 

resembling the crystal structure, the acylation product 278-atom model 

A-8 in the 277-atom model was found to be the most stable intermediate, 

and it is 20.2 kcal mol−1 lower in energy in the proposed mechanism 

compared to A-1. The corresponding structure in the 278-atom model is B-

7, which is the K0Y0 form of the acyl-enzyme complex and is lower in energy 

than the B-6 intermediate (K+Y−, corresponding to A-7). 

Effectively barrierless transition states lead to the lowest energy acyl-

intermediates (A-8 and B-7), which are shown in Figures 3 and 4 to be 

thermodynamic sinks along the energy diagram, which matches previous 

 

FIGURE 6 Reaction Scheme of acylation and deacylation of penicillin G reaction with Streptomyces R61 DD-peptidase in solution via the 
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descriptions of the “β-lactam trap character” of R61 DD-peptidase.[20] In 

Figure 7, A-8 (in magenta) and B-7 (in orange) are overlaid on top of the 

corresponding fragment from the 1PWC X-ray crystal structure (in green). 

The carbonyl oxygen (O8) in the substrate PNM400 is stabilized by Thr301 

and is also hydrogen bonded to Asn161 in both A-8 and B-7. Previous studies 

have found that Thr301 is important for acylation[49] and Asn161 is 

important for deacylation.[17] The O13 of the carboxylate on PNM400 in both 

models hydrogen bonds with Thr299, which is found to be important in 

acylation.[49] As there are no geometric restraints on the substrate, the 

phenyl ring in PNM400 shifts in both the 277- and 278-atom models, 

promoting the geometric shift of the Phe120 and Trp233 side chains to form 

π−π interactions (named the “hydrophobic patch” by others[14]). 

In the acyl-enzyme structure, a proton on His298-Nδ can form a 

hydrogen bond with the Thr299 main chain oxygen (1.66 Å), which does not 

contribute to the catalytic mechanism, and this hydrogen bond is observed 

in computed intermediates of the 278-atom model. The His298-Nε proton 

forms a hydrogen bond with Tyr159-O, and a slightly longer O-H bond 

distance is observed in the 277-atom model (2.17 Å) compared to the 278-

atom model (2.10 Å). Thus, the acylenzyme complex in both models holds 

the hydroxyl oxygen in position for proton transfer from/to Ser62-Oγ. The 

activation energy in the acylation portion of the proposed mechanism 

relative to the initial enzyme-substrate non-covalently bound complex is 3.6 

kcal mol−1 in the 277-atom model and 3.1 kcal mol−1 in the 278-atom model 

leading to the formation of the tetrahedral intermediate. These computed 

activation energies throughout the acylation pathway are much lower than 

that derived from experimental kinetics.[52] 

3.3 | Protonation state of His298 

The proposed acylation mechanism (and deacylation mechanism described 

below) for the 277-atom and 278-atom models are thermodynamically, 

kinetically, and structurally similar. To further probe the most likely His298 

protonation state, the pKa value of the His298-Nδ proton was calculated 

using a thermodynamic cycle.[86] Gas phase geometry optimization and 

frequency computations of the A-8 and B-7 acyl-intermediates were 

computed. Using values of −265.9 kcal mol−1 for the solvation energy of a 

proton,[86] our computed pKa value for the 

 SCHEME 1 Proton transfer from Ser 

  to general base Tyr 

 SCHEME 2 Formation of the 

acylation tetrahedral intermediate 

state 

 

SCHEME 3 Ring opening and formation of the low energy acyl-enzyme comple 
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SCHEME 5 Deacylation of the acyl-enzyme complex 

 

FIGURE 7 Overlay of the optimized 278-atom structure B-7 

(in orange without hydrogen atoms) 277-atom structure A-8 (in 

magenta without hydrogen atoms) with the trimmed fragment from 

X-ray crystal structure of 1PWC (in green) 

His298-Nδ proton is 11.1, which is substantially greater than that of the Nδ 

proton in free aqueous histidine (~6.0). The strongly basic His298 also does 

not have any nearby His, Glu, or Asp residues that could easily accept the Nδ 

proton. Though an in vivo ensemble average of His298 protonation states 

likely exists, computational evidence suggests this residue is doubly-

protonated. This provides atomic-level agreement with the findings of 

Hargis, Woodcock, and co-authors, who applied QM/MM orbital analyses 

with variation of relevant amino acid residue protonation states to 

determine that doubly protonated His298 had the most favorable active site 

interactions.[31] 

3.4 | Deacylation reaction 

With the formation of A-8 in the 277-atom model (K0Y0, B-7 in the 288-atom 

model), the Lys65-N becomes a proton acceptor so that a nearby water 

molecule (Wat1014 in the 1PWC X-ray crystal structure) can donate a 

proton to Lys65, while the water oxygen can bond to C7 on the substrate 

(Scheme 5). The 277- and 278-atom models for the deacylation transition 

states are very similar structurally. A-TS8-9 and B-TS-7-8 have a C7–Owat bond 

distance of 1.93/1.93 Å, a C7–Oγ-Ser bond distance of 1.57/1.57 Å, and a C7–

O8 bond distance of 1.21/1.22 Å, respectively. 
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In a previous computational study of deacylation in the acyl-CBL 

complex, a tetrahedral intermediate has been described.[87] Tyr159 could act 

as a general base to abstract a proton from a second water molecule in the 

CBL active site, while a proton transfers from Lys to Ser.[57–59] However, in 

our study, there is no such second water in our models (derived from the 

1PWC X-ray crystal structure) close to Tyr159. In our models, the Ser62 

residue is the only base. The OH group of the single available water binds 

with C7 on the substrate; water dissociation and proton transfer are 

concerted in our computations. Similar acid/base chemistry is predicted in 

the 278-atom model B-TS-7-8). The effective activation energies in the 277-

atom model (ATS-8-9) and 278-atom model (B-TS-7-8) are 53.1 and 52.8 kcal 

mol−1, respectively. The ΔErxn of A-8 to A-9 and B-7 to B-8 are predicted to be 

32.9 and 32.3 kcal mol−1, respectively. Thus, the deacylation (hydrolysis) 

reaction is the rate-limiting step, in agreement with previous experiment 

and expectations for substrate inhibition kinetics/thermodynamics.[18,19] The 

computed effective energies of activation for the deacylation transition 

state are in agreement with a previous computational study that shows 

values of 49.2 and 40.0 kcal mol−1.[57] This insurmountable barrier would not 

be significantly lowered even with a second nearby water in the active site. 

3.5 | Kinetics and thermodynamics of the 

inhibition pathway 

For antibiotics to be effective, they must competitively and irreversibly bind 

to the DD-peptidase active site, preventing enzyme binding to natural 

substrates. The proposed kinetics of antibiotic inhibition of DD-peptidase 

has been given as: 

E + Ck$+1
1E C k$+2 E−C k!+3 E + P 

 k− k−2 

where E is the enzyme, C is the β-lactam antibiotic inhibitor or natural 

substrate, E  C is the non-covalent Henri–Michaelis complex, and E − C* is 

the acyl-enzyme complex.[16,17,48,49,52,88–91] k+1, k+2, and k+3 are first-order 

rate constants of the formation of the E  C, E − C*, and E + P. Competitive 

inhibition, where both inhibitor and natural substrate co-exist in the 

enzyme active site, was originally suggested by Frère,[18,88] but then later 

ruled out. Our computations (and previous work) confirm that 

peptidoglycan substrates and larger penicillins provide a very tight fit in the 

active site. 

Computationally designed antibiotics for DD-peptidase require facile 

enzyme-substrate binding (larger k+2/smaller ΔG‡) and effectively negligible 

rates for deacylation (k+3 approaching zero/larger ΔG‡). For comparison, 

natural substrates tripeptide (Ac2-L-Lys-D-Ala-D-Ala) and thioester substrate 

hippuryl thioglycollate (C6H5 CO NH CH2CO S CH2 COO−) have been 

found to react with the wildtype enzyme Streptomyces R61 DD-peptidase 

at rates of k+2 = 55 and 6 s−1, respectively (which correspond to activation 

free energies of ~15.2 and ~16.5 kcal mol−1) at 37C.[52] In that same work, the 

rate constants k+2 and k+3 of the Streptomyces R61 DD-peptidase reacting 

with the inhibitor penicillin G (in Figure 8) were determined to be 180 and 

1.4 × 10−4 s−1 at 37C, respectively.[52] Thus, when penicillin G concentration 

was present, a 40,000-fold decrease in the rate constant of product 

formation occurred, (which corresponds to an activation free energy of 

~22.9 kcal mol−1). 

It is important to note that Frère and co-authors[15] refer to the 

formation of the acyl-enzyme complex with β-lactams as the terminal 

product (with a measured pseudo-first order rate constant of inactivation), 

rather than the deacylation products. This implies a rate constant of zero for 

subsequent deacylation once an acyl-enzyme complex of the inhibitor is 

formed. However, concentration of both the natural peptidoglycan 

substrate and β-lactam inhibitor is present in the experimental inhibition 

study. Frère and coauthors also write the “deacylation rate was determined 

by measuring the recovery of enzyme activity after complete inactivation 

and addition of β-lactamase to rapidly eliminate the excess of free 

antibiotic.” We suspect that the experimentally measured pseudo-first 

order rate constant of inactivation (k+3) is actually the product rate constant 

of k−2 *k−1, which correlates with the reverse acylation and subsequent 

dissociation of the inhibitor. In vivo, such a manipulation of β-lactamase 

concentration would not possible to drive equilibrium back towards the E + 

C complex. Our computed reverse activation energy of acylation k−2; [ΔE(B-

7) −ΔE(B-TS-1-2)] = 26.5 kcal mol−1 suggests very slow kinetics at 

physiological temperature. Rather than acting as a competitive inhibitor, 

 

FIGURE 8 The acylation and deacylation reaction mechanism for penicillin G and serine protease type enzyme 
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penicillin G functions as a mechanistic-based inactivator, or suicide 

inhibitor. 

Though k2 is accelerated (ΔG‡ = 14.5 kcal mol−1) when penicillin G was 

added to the reaction by Josephine et al,[15] our computations show a much 

smaller activation energy for the acylation process (ΔE‡ = 6.0 kcal mol−1). 

However, this aspect of the kinetics may be a more troublesome 

comparison between theory and experiment due to substrate posing and 

diffusion processes. The kinetics and thermodynamics presented in Figures 

3 and 4 do show excellent agreement with a QM/MM study of acylation of 

class A β-lactamase,[92] which found the acylation transition state is 4.5 kcal 

mol−1 higher in energy than the Michaelis complex, and the tetrahedral acyl-

intermediate is 

5.4 kcal mol−1 lower in energy than the E  C complex. 

4 | CONCLUSIONS 

The inhibitor penicillin G reacts with the Streptomyces R61 DDpeptidase 

through a general base catalytic path. From large 277and 278-atom QM 

cluster models, the proposed mechanism of acylation and deacylation has 

been modeled with Density Functional Theory. Either Lys65 (K0Y0) or Tyr159 

(K+Y−) can act as the general base, but basic Tyr159 is more energetically 

favorable, which is in agreement with other studies.[23,24,51] However, we find 

in our QM enzyme models that only the K+Y− protonation state can 

productively lead to the acylation transition state. The general base 

abstracts a proton from Ser62-Oγ leading to Ser62-Oγ nucleophilic attack of 

C7 on the substrate, forming a very stable acyl-enzyme complex. The 

acylation transition state activation energies in our study are predicted to 

be ΔE‡ = 3.6 kcal mol−1 in the 277-atom model and 3.1 kcal mol−1 in the 278-

atom model, which are lower than the experimentally reported value for 

the natural peptidoglycan substrate.[52] Similar to the findings in a previous 

high level QM/MM study,[92] the computed acylation activation barrier is 

significantly lower than experimental prediction. Overall, penicillin G acts as 

a suicide inhibitor in DD-peptidase. In this situation, which is validated by 

our theoretical exploration of the coupling of acylation and deacylation 

processes, (a) the acylation of the inhibitor is kinetically fast, (b) the 

acylenzyme complex falls into a thermodynamic sink, and deacylation is 

kinetically impossible, and (c) reactivation of the enzyme via reverse 

acylation of the inhibitor is kinetically slow (but not infinitely so). 

The acyl-enzyme complex of both the 277 and 278-atom models 

resembles the structure of the X-ray crystal structure. At the atomic-level, 

our DFT results crucially validate penicillin G as a ligand that can strongly 

bind to Streptomyces R61 DD-peptidase. The reverse acylation reaction has 

an activation energy of 26.2 kcal mol−1 from A-8 to A-TS-1-2 of the 277-atom 

model, and 26.5 kcal mol−1 from B-7 to B-TS-1-2 of the 278-atom model, 

which may correspond to the experimentally determined enzyme recovery 

activation energy of about 23 kcal mol−1. 

The acyl-enzyme complex must first undergo proton transfer from K+Y− 

to K0Y0 to promote deacylation. Even though K+Y− and K0Y0 protonation states 

are nearly isoenergetic, the latter form favors proton transfer from water to 

Ser62 to facilitate the deacylation. However, identifying the appropriate 

acyl-enzyme protonation states may be biochemically insignificant, given 

the irreversibility of acylation, and the insurmountable activation energy of 

deacylation. Once the antibiotic is covalently bound to the enzyme and 

“resides” in the proposed thermodynamic sink, it serves its purpose to 

inhibit the cell wall cross-linking ability of DD-peptidase. The in vivo 

deacylation mechanism of DD-peptidase with peptidoglycan may require a 

different protonation state for the Lys65-Tyr159 pair and could be 

influenced by nearby water molecules in the active site, but the reported 

QM-cluster model computations show complete inhibition of deacylation. 

Application of the QM-cluster model to study different antibiotics and 

contrast proposed mechanisms with native peptidoglycans is a promising 

future avenue of investigation. 

The proposed mechanism details structures located along the enzyme 

reaction path that are in good agreement with experimental observation 

and other theoretical studies. Similar to other studies on QM cluster models 

performed in our laboratory,[68,69] building models via the Residue 

Interaction Network increases the rigor and reproducibility when studying 

enzymatic reaction mechanisms, as it can help to identify the key residues 

involved in the reaction, and automatically provides the atomic-level 

models. Our automated approach to QMcluster modeling, via the RINRUS 

software toolkit being developed in our group, provides efficient and high-

quality models that provide chemical insight into the detailed 

acylation/deacylation processes of antibiotics that target DD-peptidase. 

Overall, the current study replicates the gross behavior of β-lactam 

inhibition, provides answers to lingering novel questions about the atomic-

level mechanism of DDpeptidase, and demonstrates the robustness of 

reproducible QMcluster models generated by RINRUS. 
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