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Abstract

This paper studies the inviscid limit of the two-dimensional incompressible vis-
coelasticity, which is a system coupling a Navier-Stokes equation with a trans-
port equation for the deformation tensor. The existence of global smooth solu-
tions near the equilibrium with a fixed positive viscosity was known since the
work of [35]. The inviscid case was solved recently by the second author [28].
While the latter was solely based on the techniques from the studies of hyperbolic
equations, and hence the two-dimensional problem is in general more challeng-
ing than that in higher dimensions, the former was relied crucially upon a dis-
sipative mechanism. Indeed, after a symmetrization and a linearization around
the equilibrium, the system of the incompressible viscoelasticity reduces to an
incompressible system of damped wave equations for both the fluid velocity and
the deformation tensor. These two approaches are not compatible. In this paper,
we prove global existence of solutions, uniformly in both time t 2 Œ0;C1/ and
viscosity � � 0. This allows us to justify in particular the vanishing viscosity
limit for all time. In order to overcome difficulties coming from the incompati-
bility between the purely hyperbolic limiting system and the systems with addi-
tional parabolic viscous perturbations, we introduce in this paper a rather robust
method that may apply to a wide class of physical systems of similar nature.
Roughly speaking, the method works in the two-dimensional case whenever the
hyperbolic system satisfies intrinsically a “strong null condition.” For dimen-
sions not less than three, the usual null condition is sufficient for this method to
work. © 2019 Wiley Periodicals, Inc.

1 Introduction
One of the common manifestations of anomalous phenomena in complex flu-

ids comes from the elastic effects. The different rheological and hydrodynamic
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properties can be attributed to the special coupling between the transportation of
the internal variable and the induced elastic stress. In the variational energetic for-
mulation, these properties can be attributed to the competition between the kinetic
energy and the internal elastic effects (see, for instance, [35]).

For isotropic, hyperelastic, and homogeneous incompressible materials, the mo-
tion can be described by the following (fundamental elastodynamic) system:

(1.1)

(
@tv C v � rv Crp D r �

�@W.F /
@F

F T
�
;

r � v D 0:

Here v is the velocity field, p the scalar pressure (which is the Lagrangian mul-
tiplier due to the incompressibility constraint), W.F / the internal elastic energy
density, and F the deformation tensor.

The deformation tensor F is often presented in a Lagrangian description using
a time-dependent family of orientation-preserving diffeomorphisms x.t; �/, 0 �
t < T . Material points y in the reference configuration are deformed to the spatial
positions x.t; y/ at time t . We shall use y.t; x/ to denote the inverse of x.t; �/. The
flow map x.t; y/ is determined as usual by the velocity v.t; x/ via the following
ODEs: (

dx.t;y/
dt

D v.t; x.t; y//;

x.0/ D y:

Such a map x.t; y/ would be uniquely defined whenever the velocity field v.t; x/
is in an appropriate Sobolev space [11]. The deformation tensor is then defined by

zF .t; y/ D
@x.t; y/

@y
:

One simply identifies it as F.t; x.t; y// D zF .t; y/ in the Eulerian coordinates
.t; x/.

It is easy to check that the incompressible condition is equivalent to r � F T D 0

(see, for instance, [35]). In addition, one can also deduce that

(1.2)

(
@tF C v � rF D rvF;

FmjrmFik D FlkrlFij ; i; j;m; k; l 2 f1; 2; : : : ; ng:

See, for example, [30, 35]. The above (1.2) is essentially the compatibility condi-
tion for the velocity field and the flow map. In what follows, we use the following
notations:

.rv/ij D rj vi ; .rvF /ij D .rv/ikFkj ; .r � F /i D rjFij ;

and the summation convention over repeated indices will always be applied.
The equations for elastodynamics (1.1) may then be written equivalently as

(1.3)

8̂<̂
:
@tv C v � rv Crp D r �

�@W.F /
@F

F T
�
;

@tF C v � rF D rvF;

r � v D 0; r � F T D 0;

with the compatible condition (1.2)2.
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Taking into account of viscosity, one leads to the Oldroyd system of viscoelas-
ticity:

(1.4)

8̂<̂
:
@tv C v � rv Crp D ��v Cr �

�@W.F /
@F

F T
�
;

@tF C v � rF D rvF;

r � v D 0; r � F T D 0:

Here � � 0 denotes the fluid viscosity. We notice that the nonlinear coupling
structure in (1.4) is universal, and it appears in many physical equations including
magnetohydrodynamic equations and liquid crystal flows; see [34].

A main goal of this paper is to justify the global-in-time inviscid limit from
the viscoelastic system (1.4) to the elastic system (1.3) in two dimensions. More
precisely, we will show that smooth solutions to (1.4) in certain weighted Sobolev
spaces exist uniformly in time t � 0 and � � 0. This allows us to justify the
vanishing viscosity limit for all time.

The presence of viscosity requires the use of Eulerian coordinates. Following
the standard vector fields method of Klainerman and the “ghost weights” method
of Alinhac, a number of rather essential difficulties appear due to the incompati-
bility between these methods needed for the limiting hyperbolic systems and the
equations in the limiting process that possess additional parabolic viscous terms.
In particular, the viscous terms would result in “bad” commutators. A reformula-
tion of the system in these coordinates seems necessary in order for us to identify
a stronger notion of null condition, which is essential in the two-dimensional case.
With this strong null condition we will be able to do various modifications on
Klainerman’s and Alinhac’s methods. We shall discuss it in more detail in Section
2.2 below.

1.1 A Review of Related Results
The study of dynamics of isotropic, hyperelastic, and homogeneous materi-

als has a long history. Compressible elastodynamic systems (commonly referred
as elastic waves in literature), are quasilinear wave type systems with multiple
wave speeds. For three-dimensional elastic waves, John [19] showed the existence
of almost global solutions for small displacement (see also [25]). On the other
hand, John [18] proved that a genuine nonlinearity condition leads to formations of
finite-time singularities for spherically symmetric, arbitrarily small but nontrivial
displacements (see [46] for large displacement singularities). When the genuine
nonlinearity condition is excluded, the existence of global small solutions may be
expected even in nonsymmetric cases. The difficulty in obtaining global solutions
lies in the understanding of the interaction between the fast pressure waves and
slow shear waves at a nonlinear level. A breakthrough is due to Sideris [40, 41]
and also Agemi [1], under a nonresonance condition which is physically consistent
with the system. The proof of Sideris is based on the vector field method of Klain-
erman [23,24] and the weighted Klainerman-SiderisL2 energy (introduced in their
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earlier work [25]). The proof of Agemi relies on a direct estimate of the fundamen-
tal solution. We note that the nonresonance condition complements John’s genuine
nonlinearity condition. With an additional repulsive Poisson term, a global exis-
tence was established in [15] which allows a general form for the pressure.

For the incompressible elastodynamics, the only waves presented in the isotropic
systems are shear waves which are linearly degenerate. The global well-posedness
was obtained by Sideris and Thomases in [42,44] (see [43] for a unified treatment,
and [32] for some improvement on the uniform time-independent bounds on the
highest order energies). Based on the aforementioned achievements, the theory
of global existence of solutions for the three-dimensional elastic waves with small
initial data is relatively satisfactory.

In the two-dimensional case, the proof of long time existence for the elasto-
dynamics is more difficult due to the weaker time decay rate. The first large time
existence result is the recent work [31], where the authors showed the almost global
existence for the two-dimensional incompressible elastodynamics in Eulerian co-
ordinates. By observing an improved null structure for the system in Lagrangian
coordinates (see also discussions in Section 2.2), the second author [28] proved the
global well-posedness using the energy method of Klainerman and Alinhac’s ghost
weight approach. Afterwards, Wang [47] gave a new proof of this latter result using
spacetime resonance method [12] and a normal form transformation.

When the viscosity is present and strictly positive, the global well-posedness
near equilibrium state was first obtained in [35] for the two-dimensional case. In
this case, after a symmetrization and linearization around the equilibrium state, the
system becomes a nonstandard (incompressible) damped wave systems for both
velocity field and the deformation tensor; see also [34, 36]. This method works
both in two-dimensional and three-dimensional cases. Lei and Zhou [33] obtained
similar results by working directly on the equations for the deformation tensor
through an incompressible limit process. For many related discussions we refer
to [30], [9], and [13, 14, 16, 26, 27, 29, 38, 39, 48] and the references therein. In
all these works, a dissipative structure of the viscoelastic systems (with a strictly
positive viscosity) is a key ingredient to study the long time behavior. Thus the
size of the initial data depends on the viscosity in order to have global-in-time
existence. Consequently, these arguments cannot be applied to study the vanishing
viscosity problem. For the latter, one has to deal with a nonlinear coupled system
of equations in which both parabolicity and hyperbolicity can’t be ignored.

As in the study of vanishing viscosity limits for classical fluid dynamics, one
expects that when the fluid viscosity goes to 0, the limit of solutions to the vis-
coelastic system converges to a solution to the elastodynamic system. In the case
of Navier-Stokes equations, a lot has been learned since the work of Kato [21] and
Swann [45] (see also a recent article by [37]). These results are not expected to
hold globally in time. If one tries to prove global-in-time convergence, the matter
is completely different.
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The work of Kessenich [22] established the global well-posedness theory for
three-dimensional incompressible viscoelastic materials uniformly in the viscosity
and in time. Here, though the presence of viscosity prevents natural hyperbolic
scaling invariance, nevertheless Kessenich used the scaling operator. His strategy is
to apply first this operator directly to the system, then to deal with the commutators
between the scaling operator and the viscosity terms. Sufficiently fast decay rates
in three dimensions are the key.

Another important ingredient in [22] is a Hardy-type estimate. It is used to
compensate for the derivative loss problem caused by commuting with the viscous
terms. In the two-dimensional case neither of these two key steps can be accom-
plished easily. One of the main reasons is that, while the ghost weight of Alinhac
seems to be a necessary tool for the highest-order energy estimates in the two-
dimensional problems, one cannot directly apply it here because it would create
extra nondecaying terms involving commutators with the viscous term.

Let us also discuss some closely related historical works on quasilinear-wave-
type equations. For quasilinear wave equations in dimension 3, and for small initial
data, one can obtain an almost global existence [20]. When the spatial dimensions
are not bigger than three, the global existence would depend on two basic assump-
tions: the initial data should be sufficiently small, and the nonlinearities should sat-
isfy a type of null condition [41]. For nonlinear wave equations with sufficiently
small initial data and the null condition not satisfied, the finite-time blowup was
shown by John [17], Alinhac [4] in three dimensions, and by Alinhac [2, 3, 6] in
two. Under the null condition, the fundamental work on global solutions for the
three-dimensional scalar wave equation were obtained by Klainerman [24] and by
Christodoulou [10]. In two dimensions, the global solutions were proven by Al-
inhac [5] under the null condition and under the assumption that the initial data is
compactly supported.

1.2 Difficulties and Key Ideas
To simplify the presentation, we will focus only on the Hookean elasticity that

corresponds to W.F / D 1
2
jF j2. The general case differs only by the cubic and

higher-order terms, which won’t make much difference in our arguments; see also
the comments in [28, 47]. In the zero viscosity limit, the viscoelastic systems tend
to a hyperbolic system. One would naturally try to follow the generalized energy
method of Klainerman. An attractive feature of this method is of course that it
suffices to use the weighted Sobolev inequalities involving the invariance of the
system: translations, rotations, scaling, and the Lorentz invariance. It avoids the
delicate estimates of fundamental solutions of wave equations [41]. Similarly, the
Alinhac’s ghost weight method may enable one to apply Klainerman’s general-
ized energy method to the two-dimensional wave equations [5]. Alinhac’s method
seems to be a most valuable tool currently to get the highest-order energy estimates
for two-dimensional problems in order to obtain a critical decay in time. The latter
is needed for global-in-time existence; see for examples [5, 28, 31].
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As in Alinhac’s works, we would introduce “good unknowns” and explore cer-
tain damping mechanisms for these good unknowns due to the outgoing energy
flux when ghost weights are applied (very much like the excess term in the en-
ergy monotonicity formulae). In the standard energy estimates, the viscosity may
also give rise to some dissipative effects, which is good news. However, due to
the additional viscous terms that violate hyperbolic scaling, it creates various “bad
commutators” when either the vector field method or the method of ghost weights
is applied (see (1.5)). As we mentioned earlier, the ghost weights are not needed
in the three-dimensional case as one has already established the critical decay in
time in estimates of the highest-order energies (see [22]) without using the usual
null condition assumption. In addition, there is (see [22]) a Hardy-type inequality
that is useful for getting around the difficulties caused by viscosity. Hence for the
two-dimensional case, we definitely need a new strategy.

Let us observe more closely how the ghost weight method causes new prob-
lems with the highest-order energy estimates for the viscoelastic systems: Let
! D x=jxj, � D r � t , and q.�/ D arctan � . Suppose one tries to estimate
the highest-order energy for the viscoelastic systems (1.4) with the ghost weight
eq.�/. Formally one has

1

2

d

dt

Z
R2
.jZ�vj2 C jZ�.F � I /j2/eq dx C �

Z
R2
jrZ�vj2eq dx

C
1

2

Z
R2

jZ�v CZ�.F � I /!j2 C jZ�.F � I /!?j2

1C �2
eq dx

D
1

2
�

Z
R2
jZ�vj2�eq dx C � � � :

(1.5)

Here Z represents a generalized vector field (see Section 2 for precise definitions).
Note the estimate is for the difference F � I as we consider the problem when
the deformation tensor perturbs around the (equilibrium) identity matrix. The two
coercive terms on the second line are due to the viscosity and the ghost weight,
respectively. It will be important, and become clear later on, that we observe the
quantities v C .F � I /! and .F � I /!? as “good unknowns.” Suppose, for the
sake of argument, that we can handle the nonlinear terms (this is far from being
trivial and requires the notion of the strong null condition), we are still facing the
difficulty of obtaining the expected energy estimates. Since the right-hand side
involves the viscous term, it is not clear at all how one can treat them. In fact, these
terms cannot be absorbed directly by the coercive terms since a spatial derivative
is missing. Moreover, it is not integrable in time as j�eqj � 1 near the light cone
r � t .

Our first idea to solve this difficulty is to take advantage of the viscous terms
presented in the energy estimates at lower-order derivative levels. To do so, we ap-
ply operators (1.5), with rZ��1 instead of Z� ; namely, one of the derivatives has
to be a spatial regular derivative and we combine it with an energy estimate (with-
out the ghost weight) when operatorsZ��1 are applied. The good viscous terms in
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the lower-order energy estimates are then used to absorb these commutators from
the former one. In what follows, we will use E� to denote energy estimates with
rZ��1 and E��1 to denote energy estimates with all the vector fields Z��1. We
will call E� the modified generalized energy and E��1 the generalized energy.

In carrying out this procedure, there are a few new difficulties coming from the
nonlinear terms. Our second key idea is to transform the viscoelastic system to a
fully nonlinear one, together with a transformed fully nonlinear constraint. It turns
out that in this fully nonlinear system, the good unknowns in the nonlinear terms
always possess an extra spatial derivative and thus the transformed system satisfies
the strong null condition (see the definition in Section 2.2). In fact, since v and F T

are divergence free, there exist potential functions V and H D .H1;H2/ such that

v D r?V; .F � I /T D r?H:

Then we can reformulate the system of Hookean viscoelasticity as follows (see
Section 2 for a detailed derivation):

(1.6)

8̂<̂
:
@tV � ��V � r �H D

r? � r ���1.�r?V ˝r?V Cr?H ˝r?H/;

@tH � rV D r
?HrV;

with the constraint

(1.7) r
?
�H D r?H2 � rH1:

As in [28], the strong null condition would also mean that in these nonlinear
terms, there are always good unknowns in each individual term. The resulting
nonlinear structure permits one to perform various integrations by parts and to
obtain desired decay estimates. For related discussions on this strong null condition
in a more general setting for nonlinear wave equations, we refer to a forthcoming
paper [8] on a simplified wave model.

Now we state the main result of this paper as follows:

THEOREM 1.1. LetM > 0 and 0 < 
 < 1
8

be two given constants, .rV0;rH0/ 2
H ��1
ƒ , and .V0;H0/ 2 H ��1

ƒ with � � 12. Suppose that H0 satisfies the con-
straint (1.7) and

k.rV0;rH0/kH��1
ƒ
C k.V0;H0/kH��1

ƒ
�M; k.V0;H0/kH��3

ƒ
� �:

There exists a positive constant �0 < e�M that depends on M , �, and 
 such that,
if � � �0, then the incompressible Hookean viscoelastic systems (1.6) with initial
data

V.x; 0/ D V0.x/; H.x; 0/ D H0.x/;
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has a unique global classical solution such that

E�.t/CE��1.t/

C

X
j˛jCjaj���1

�

Z t

0

Z
R2

�
j� zS˛�aV.�/j2 C jr zS˛�aV.�/j2

�
dx d�

� C0M
2
hti
 ;

E��3.t/C
X

j˛jCjaj���3

�

Z t

0

Z
R2
jr zS˛�aV.�/j2 dx d� � C0�

2eC0M

for some C0 > 1 uniformly for 0 � t <1 and uniformly for � � 0.

Here E��1 and E��3 are generalized energy, and E� is new modified general-
ized energy. zS and � are generalized vector fields. A more detailed discussion
follows in Section 2.

Remark 1.2. Here we only need to assume that the viscosity is smaller than a given
constant, say � � 1. When � � 1, one can use the parabolic method of [30, 35]
to get the uniform bound. In the following arguments, we will always make this
assumption.

Remark 1.3. One can easily adapt our method to the three-dimensional case. In
fact, the conclusion in [22] could be improved slightly by stating that the uniform
bound (in terms of the viscosity) for the highest-order energy holds; see also [32].

Remark 1.4. When there is no viscosity, namely � D 0, the system is reduced
to the two-dimensional incompressible elastodynamics. In this case, our proof of
global existence also works, and it can be substantially simplified as there is no
need to use the modified E� .

Remark 1.5. The uniform global a priori estimates allow one to justify the vanish-
ing viscosity limit by a usual compactness argument; see, for example, [21,37,45].

Let us end this introduction by discussing a couple of additional technical dif-
ficulties that one has to resolve in proving the above theorem. The first one is
the issue of derivative loss due to the presence of viscous terms, whenever one
performs the weighted energy estimates. Heuristically, for the system of elasto-
dynamics, under some smallness assumption, one can verify that X��1 . E��1.
Here,X��1 represents the weightedL2 generalized energy. We need to clarify here
that these quantities are not the ones from [28]; rather they resemble what were de-
fined in [44] (see Section 2 for precise definitions). However, when the viscosity
is present, one can only show that X��2 . E��1. Consequently, when one deals
with energies outside of the light cone, one has to be extra careful. The transfor-
mation of the original system into a fully nonlinear one turns out to be useful here.
Its advantage as discussed above is the presence of an extra spatial derivative in
nonlinear terms. It provides more flexibility in using the weighted L2 energies
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along with the integration by parts. In the three-dimensional case [22], Kessenich
obtained one extra spatial derivative using a Hardy-type inequality along with the
weighted (L1�L2)-estimate. But in the two-dimensional case, Hardy’s inequality
has an additional logarithmic factor, and it is no longer useful. To estimate X��1,
we introduce a modified weighted energy Y��1. The latter is useful to capture a
better decay property of the good unknowns as in Alinhac’s works. The estimates
for Y��1 are similar to X��1. Thus the derivative loss problem persists for Y��1
in treating the highest-order energy estimates as well. Fortunately, at this stage we
can borrow the full ghost weight energies to close the estimates.

The newly formulated (1.6) elastodynamic system becomes a nonlocal fully
nonlinear system. Generally speaking, for quasilinear or fully nonlinear systems,
one needs certain symmetries to avoid the derivative loss. For (1.6), a careful and
lengthy examination of the nonlinearities shows that the system indeed possesses
the desired symmetry.

The proposed method also needs decay-in-time estimates for the lower-order
energies as usual. For the two-dimensional case, solutions often decay like hti�1=2

for wave equations. Since the viscoelastic system satisfies the usual null condition,
one obtains a critical decay for energies and hence the implication of an almost
global existence result; see [31]. For the global existence of classical solutions,
the strong null structure used here for the system may be needed. One of the
contributions of this article is to show that the viscoelastic system possess a strong
null condition under Eulerian coordinates. Here it is worth pointing out that, for the
scalar quasilinear wave equations that satisfy the usual null condition, Alinhac [5]
used a Hardy-type inequality for compactly supported solutions to overcome the
issue with critical decays. Here, due to the nonlocality of terms in the system, the
compact support property of the initial data would not be preserved.

The remaining part of this paper is organized as follows. In the following sec-
tion, we will formulate the system of incompressible elastodynamics in Eulerian
coordinates and present its basic properties. In Section 3, we will give some linear
and nonlinear estimates; then the weighted L2 norm and some L1 norm will be
given. The last section corresponds to the various higher-order and lower-order
energy estimates.

2 Equations and Basic Properties
In this section, we will rigorously introduce the concept of the strong null con-

dition for general fluid systems and will reformulate the system as a fully nonlinear
one in which the strong null condition can be verified explicitly. Then we introduce
some necessary notations and discuss the vector fields applied to the system.

2.1 The Equations of Motion
Due to the presence of the viscous term, we will consider the problem in Euler-

ian coordinates. Here, partial derivatives with respect to Eulerian coordinates
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are written as @t D @
@t

and @i D @
@xi
: Spatial derivatives are abbreviated as

r D .@1; @2/. For convenience, we also use the following notations:

! D
x

r
; r D jxj; !? D

�
!?1 ; !

?
2

�
D .�!2; !1/; r

?
D .�@2; @1/:

We shall consider the equations of motion for incompressible Hookean elastic-
ity (general nonlinear elasticity can be treated similarly), which corresponds to the
Hookean strain energy functional W.F / D 1

2
jF j2. When the deformation ten-

sor perturbs around its equilibrium, F D I C G, the incompressible viscoelastic
system (1.4) can be rewritten as

(2.1)

8̂<̂
:
@tv � ��v � r �G D �rp � v � rv Cr � .GG

T/;

@tG � rv D �v � rG CrvG;

r � v D 0; r �GT D 0:

In the two-dimensional case, it’s easy to see that (1.2)2 is equivalent to

(2.2) .r? �G/i D Gl2rlGi1 �Gl1rlGi2:

Before we reformulate the system, let us explicitly introduce the strong null condi-
tion.

2.2 Strong Null Condition and Reformulation
of the Viscoelastic System (2.1)–(2.2)

The strong null condition is a more restricted notion of the null condition, which
was originally introduced and applied in [28] in the proof of the global well-
posedness of incompressible elastodynamics.

We start with the following scalar quasilinear wave equation:

(2.3) @2t u ��u D Q.@u; @
2u/:

Here Q is a bilinear form.

DEFINITION 2.1. (Strong null condition) We sayQ satisfies the strong null condi-
tion if

Q.@u; @2u/ D Q1.@u; g.@u//CR;
where the reminder R satisfies

jRj .
j@ujj@Zuj

1C t
; r �

t C 1

2
:

Here the expression g.@u/ is a good known in the sense of Alinhac [5]:

g.u/ D !@tuCru:

Remark 2.2. One can compare the strong null condition with the null condition.
We say that Q satisfies the null condition if

Q.@u; @2u/ D Q1.@u; g.@u//CQ2.g; @
2u/CR;
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where the reminder term R satisfies

jRj .
j�ujj@2uj C j@ujj@�uj

1C t
; r �

t C 1

2
:

The main point is that by “null condition” we mean that Q contains at least one
good unknown of g.u/ or g.@u/. By the strong null condition, it requires that Q
must contain the good unknown g.@u/. In general, a quasilinear wave equation
(2.3) with null condition may not satisfy the strong null condition.

In [28], it was observed that writing (2.1)–(2.2) in Lagrangian coordinates,

(2.4)

(
D2t x ��yx C F

�Tryp D 0;

det.ryx/ D 1;

and after applying a curl-free Riesz operator, one may discover that (2.4) satis-
fies the strong null condition. Here Dt and ry are derivatives with respect to
Lagrangian coordinates.

Now we give a few more examples of physical systems for which the strong null
condition is valid.

For the 2D fully nonlinear wave equations which are considered in [8],

(2.5)
�
@2t ��

�
u D N˛ˇ��@˛@ˇu@�@�u;

where N˛ˇ�� satisfies the condition

N˛ˇ��X˛XˇX�X� D 0

for all X 2 †, where † D fX 2 RC � R2WX20 D X21 C X
2
2 g. The equations

(2.5) satisfy the strong null condition. Moreover, it was shown in [8] that a class of
quasilinear wave equations where the null condition is satisfied can be transformed
into (2.5).

For ideal magnetohydrodynamic systems:

(2.6)

8̂<̂
:
@tv C v � rv Crp D b � rb;

@tb C v � rb D b � rv;

r � v D 0; r � b D 0:

Consider the case where the background magnetic field is e D .1; 0; : : : ; 0/ 2 Rn.
We introduce the following good unknowns:

ƒ˙ D v ˙ .b � e/:

Then (2.6) can be rewritten as8̂<̂
:
@tƒ

C � e � rƒC Cƒ� � rƒC Crp D 0;

@tƒ
� C e � rƒ� CƒC � rƒ� Crp D 0;

r �ƒC D 0; r �ƒ� D 0:

It’s obvious now that the strong null condition is satisfied [7].
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Inspired by the above examples, we believe there is a large body of physical
systems where the strong null condition is satisfied.

Coming back to the system (2.1)–(2.2), following Lei-Sideris-Zhou [31], we
call vCG! and G!? good unknowns. They are similar in spirit to the concept of
good unknowns g of Alinhac [5]. One writes the nonlinear terms in the momentum
equation as

v � rv � r � .GGT /

D .v CG!/ � rv � .G!/j .rj v CrjG!/ � .G!
?/jrjG!

?

D Q1.g;rv/CQ2.G!; g.ru//CQ2.g; g.ru//:

We note that the system now is of first-order (if we ignore the viscosity term).
It does explain why there is one spatial derivative less on the unknowns in the
nonlinear term. Obviously, Q1 (which is a transport term) must present and thus
system (2.1)–(2.2) doesn’t explicitly exhibit the strong null structure. One can
observe a similar fact for the G-equation in (2.1)–(2.2).

We reformulate the system in order to show the strong null structure explicitly.
Since v and GT are divergence free, there exist potential functions V and H D
.H1;H2/ such that

v D r?V; GT
D r

?H:

Then one has the following:

LEMMA 2.3. For classical solutions, the system (2.1) is equivalent to (1.6):(
@tV � ��V � r �H D r

? � r ���1.�r?V ˝r?V Cr?H ˝r?H/;

@tH � rV D r
?HrV;

and (2.2) is equivalent to (1.7):

r
?
�H D r?H2 � rH1:

Here r? � r ���1.r?V ˝r?V / and r? � r ���1.r?H ˝r?H/ are given by(
r? � r ���1.r?V ˝r?V / D r?i rj�

�1.r?i V r
?
j V /;

r? � r ���1.r?H ˝r?H/ D r?i rj�
�1.r?i H � r

?
j H/:

Before proving the above lemma, let us check first that the above system satisfies
the so-called strong null condition. The good quantities here are V C H � ! and
H � !?. We can calculate that

r
?
i V r

?
j V � r

?
i H � r

?
j H

D
�
r
?
i V Cr

?
i H � !

�
r
?
j V � r

?
i H � !

�
r
?
j V Cr

?
j H � !

�
� r

?
i H � !

?
r
?
j H � !

?:

The strong null condition has clearly shown up on the right-hand side of the above
equation since all good quantities have an extra spatial derivative. The presence of
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the extra zeroth-order nonlocal Riesz type operator r? �r ���1 in (1.6) is an extra
issue that we have to deal with later.

Remark 2.4. At first glance, the resulting system (1.6) seems to be more compli-
cated than the original one (2.1). The nonlinearities of (1.6) have one more deriva-
tive than that of (2.1)), which makes (1.6) a fully nonlinear system (in the inviscid
case); see also a related formulation in [47]. But the key point is that, together
with the use of the modified generalized energy E� , we can yet apply the ghost
weight method along with the strong null condition in this formulation. More-
over, we can avoid the derivative loss in deriving the estimates X��2 . E��1 and
Y��2 . E��1.

PROOF. We begin by rewriting the first equation of (2.1) as

@tv � ��v � r �G D �rp � r � .v ˝ v/Cr � .GG
T/:

Using .V;H/ instead of .v;G/ and applying r?� to the above equation, one has

�.@tV � ��V � r �H/ D r
?
� r � .�r?V ˝r?V Cr?H ˝r?H/:

Applying ��1 to the above the equation yields the first equation of (1.6).
For each component of (2.1)2, the same substitution gives

@tr
?
i Hj � rjr

?
i V D �r

?
l V rlr

?
i Hj Crlr

?
i V r

?
l Hj :

Note that
�r
?
l V rlH D rlV r

?
l H;

hence,

r
?
i .@tHj � rjV / D �r

?
l V rlr

?
i Hj Crlr

?
i V r

?
l Hj

D rlV r
?
l r
?
i Hj Crlr

?
i V r

?
l Hj

D r
?
i .rlV r

?
l Hj /;

which implies

@tHj � rjV D rlV r
?
l Hj :

Thus the second equation of (1.6) is obtained.
For (2.2), the same substitution gives

r
?
i .r

?
�H/ D r?l H2rlr

?
i H1 � r

?
l H1rlr

?
i H2:

By the identity
�r
?
l H1rlH2 D rlH1r

?
l H2;

we deduce that

r
?
i .r

?
�H/ D r?l H2rlr

?
i H1 � r

?
l H1rlr

?
i H2

D r
?
l H2rlr

?
i H1 CrlH1r

?
l r
?
i H2

D r
?
i .r

?
l H2rlH1/;
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which implies (1.7).
In all the above argument, the calculation can be reversed if the solution has

enough regularity. Hence (2.1) and (2.2) are equivalent to (1.6) and (1.7) for clas-
sical solutions. �

2.3 Commutation Properties
Now let us take a look at the various vector fields that play a central role in the

proofs. Since the application of the vector field theory is now classical, we sketch
the rough ideas and indicate the differences with the classical theory. For related
discussions, we refer the reader to [22, 28, 41].

The scaling operator is defined by

S D t@t C r@r :

Here, due to the scaling of V and H , we will use the modified scaling operator zS ,
which is defined as

zS D S � 1:

Applying the scaling operator S to (1.6) and (1.7), we get

(2.7)

8̂̂̂̂
<̂
ˆ̂̂:
@t zSV � ��. zS � 1/V � r � zSH

D r? � r ���1.�r? zSV ˝r?V Cr? zSH ˝r?H/

Cr? � r ���1.�r?V ˝r? zSV Cr?H ˝r? zSH/;

@t zSH � r zSV D r
? zSHrV Cr?Hr zSV;

and

(2.8) r
?
� zSH D r? zSH2 � rH1 Cr

?H2 � r zSH1:

We see from the above expressions that, when� D 0, the modified scaling operator
commutates well with the inviscid systems, but when � > 0, there is an extra
term �1 coming from the commutation between the viscosity term and the scaling
operator. This extra commutator term is troublesome and requires some extra care.

In the two-dimensional case, the rotation operator is defined by

� D x? � r D @� :

Applying the rotation operator to (1.6) and (1.7), we get

(2.9)

8̂̂̂̂
<̂
ˆ̂̂:
@t z�V � �� z�V � r � z�H

D r? � r ���1.�r? z�V ˝r?V Cr? z�H ˝r?H
�

Cr? � r ���1.�r?V ˝r? z�V Cr?H ˝r? z�H
�
;

@t z�H � r z�V D r
? z�HrV Cr?Hr z�V;

and

(2.10) r
?
� z�H D r? z�H2 � rH1 Cr

?H2 � r z�H1;
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where (
z�V D �V;

z�H D �H �H?:

Hence, the rotation operator commutates well with the system. In view of this, we
will separate the scaling operator from regular derivatives and the rotation operator:
Let � be any of the following differential operators

� 2 f@t ; @1; @2; z�g:

Following the above arguments, repeatedly using (2.7)–(2.8) and (2.9)–(2.10), we
have

(2.11)

(
@t zS

˛�aV � ��
P˛
lD0 C

l
˛.�1/

˛�l zS l�aV � r � zS˛�aH D f 1˛a;

@t zS
˛�aH � r zS˛�aV D f 2˛a

and

(2.12) r
?
� zS˛�aH D f 3˛a;

where

(2.13)

8̂̂̂̂
ˆ̂̂̂̂̂<̂
ˆ̂̂̂̂̂̂
ˆ̂:

f 1˛a D
P

bCcDa
ˇC
D˛

C
ˇ
˛ C

b
ar
? � r ���1.�r? zSˇ�bV ˝r? zS
�cV

Cr? zSˇ�bH ˝r? zS
�cH/;

f 2˛a D
P

bCcDa
ˇC
D˛

C
ˇ
˛ C

b
a .r

? zSˇ�bHr zS
�cV /;

f 3˛a D
P

bCcDa
ˇC
D˛

C
ˇ
˛ C

b
a .r

? zSˇ�bH2 � r zS

�cH1/:

Here ˛ 2 N and �a stands for �a D �a1 � � ��a4 , where a is multi-index a D
.a1; a2; a3; a4/ 2 N4. We indicate that the generalized vector field Z used in
Section 1.2 refers to

Z 2 f@t ; @1; @2; z�; zSg:

We also use the abbreviation �kV D f�aV W jaj � kg and �kH D f�aH W jaj �
kg. The binomial coefficient C ba is given by

C ba D
aŠ

bŠ.a � b/Š
:

We remark that the above commutation relation (2.11)-(2.13) is essential in all
of the subsequent argument. Schematically, we write the following commutation
relationship

Œ�; �� D @; Œ�; S� D @:

This fact is frequently used implicitly throughout the whole argument.
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In order to simplify the presentation, we abbreviate zS˛�aV as V .˛;a/ and ab-
breviate zS˛�aH as H .˛;a/. Also, we denote V .˛;jaj/ D fV .˛;b/W jbj � jajg,
H .˛;jaj/ D fH .˛;b/W jbj � jajg. Thus (2.11) and (2.12) can be written as

(2.14)

(
@tV

.˛;a/ � ��
P˛
lD0 C

l
˛.�1/

˛�lV .l;a/ � r �H .˛;a/ D f 1˛a;

@tH
.˛;a/ � rV .˛;a/ D f 2˛a;

and

(2.15) r
?
�H .˛;a/

D f 3˛a:

We will also use the notation f ˛aij to denote

(2.16) f ˛aij D
X

bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
@iV

.ˇ;b/@jV
.
;c/
� @iH

.ˇ;b/
� @jH

.
;c/
�
;

where 1 � i; j � 2. Hence, f 1˛a D R
?
i Rjf

ij
˛a where R?i Rj D r

?
i rj�

�1:

2.4 Some Notations
Now we explain some important concepts and notations used throughout the

paper. The spatial derivatives can be decomposed into radial and angular compo-
nents:

(2.17) r D !@r C
!?

r
@� ;

where @r D ! � r; @� D x? � r. This fact plays an important role in the following
argument.

We will use Klainerman’s generalized energy, which is defined, for � � 1, by

E�.t/ D
X

j˛jCjaj��

kU .˛;a/.t; �/k2
L2
;

where U D .V;H/. Moreover, we introduce the modified generalized energy

E�.t/ D
X

j˛jCjajC1��

krU .˛;a/.t; �/k2
L2
:

Here the word “modified generalized energy” is used to insist on the fact that one
of the derivatives has to be a regular derivative. The use of the modified energy E�
at the highest derivative level is imposed by the ghost weight method and will lead
to some difficulties.

We also use the weighted energy norm of Klainerman-Sideris [25]:

X�.t/ D
X

j˛jCjajC1��

khr � tirU .˛;a/k2
L2
;

in which we denote h�i D
p
1C �2.
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In addition, we introduce a new weighted energy for good quantities V CH �!
and H � !?:

Y�.t/ D
X

j˛jCjajC1��

�
kr.@rV

.˛;a/
C @rH

.˛;a/
� !/k2

L2
C kr@rH

.˛;a/
� !?k2

L2

�
:

The weighted energy Y� is used to describe the good decay properties of the good
unknowns V CH � ! and H � !? near the light cone. We emphasize that we need
to treat the derivative loss in what follows when estimating X� and Y� .

To describe the space of initial data, we introduce (see [41])

ƒ D fr; z�; r@r � 1g;

and

H �
ƒ D

�
.f; g/ W

X
jaj��

kƒaf kL2 C kƒ
agkL2 <1

�
with the norm

k.f; g/kH�
ƒ
D

X
jaj��

�
kƒaf kL2 C kƒ

agkL2
�
;

for scalar, vector, or matrix function f and g. Then as in [41], we define

H �
� .T / D

�
.f; g/W Œ0; T /! R �R2; .f; g/ 2

�\
jD0

C j
�
Œ0; T /IH

��j
ƒ

��
:

Solutions will be constructed in the space H �
� .T /.

Throughout this paper, we will use A . B to denote A � CB for some positive
absolute constant C , whose meaning may change from line to line. We remark
that, without specification, the constant only depends on � but never on � or t .

For the global existence result, we will establish the following a priori estimate:

(2.18)

E�.t/CE��1.t/

C

X
j˛jCjaj���1

�

Z t

0

Z
R2
j�V .˛;a/.�/j2 C jrV .˛;a/.�/j2 dx d�

.
Z t

0

h�i�1.E�.�/CE��1.�//E1=2��3.�/d� C E�.0/CE��1.0/

and

(2.19)

E��3.t/C
X

j˛jCjaj���3

�

Z t

0

Z
R2
jrV .˛;a/.�/j2 dx d�

. E��3.0/C

Z t

0

h�i�3=2E��3.�/E
1=2
��1.�/d�;

for � � 12. Once the above estimates are obtained, the main result holds by a
standard continuity method. For the details, one can consult the differential version
in [28].
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So from now on, our main goal is to prove the two a priori estimates (2.18) and
(2.19). In Theorem 1.1, by taking an appropriately large C0 and small 
 , we can
assume that Ek�3 � 1, which is always assumed in the following argument.

2.5 Energy Estimate Scenario
To see the underlying ideas more clearly in these long computations, we sketch

the energy estimates in various scenarios as follows:

The modified energy estimate:

E� C D�C1„ƒ‚…
modified dissipative energy

C G�„ƒ‚…
ghost weight energy

C LinearCommutator1„ ƒ‚ …
due to viscosity and scaling operator

C LinearCommutator2„ ƒ‚ …
due to viscosity and ghost weight

. C C Nonlinear-terms1:

LinearCommutator1 can be absorbed by D�C1.

LinearCommutator2 is absorbed by D�C1 and D� (note that D� will be contained
in the standard higher-order energy estimate E��1).

Nonlinear-terms1 represent derivative loss problems that are present due to the
highly fully nonlinear effect, nonlocal effect, and the use of ghost weights. After
a long, delicate, integration-by-parts procedure, one can save one derivative. It is
important that the null condition be satisfied. Thus one can continue to employ Gk
to improve the decay rate to the critical rate. Here one also needs to take care of
the derivative loss in dealing with X��1 C Y��1 . E� .

The standard higher-order energy estimate:

E��1 C D�„ƒ‚…
dissipative energy

C LinearCommutator3„ ƒ‚ …
due to viscosity and scaling operator

. C C Nonlinear-terms2:

LinearCommutator3 is absorbed by D� .

Nonlinear-terms2: G� is used to improve the decay (note G� has been used in
the modified energy estimate E�). One also takes care of the derivative loss in
derivations of X��1 C Y��1 . E� .

The lower-order energy estimate:

E��3 C D��2„ƒ‚…
dissipative energy

C LinearCommutator4„ ƒ‚ …
due to viscosity and scaling operator

. �2 C Nonlinear-terms3:

LinearCommutator4 is absorbed by D��2.

Nonlinear-terms3 are those that satisfy a strong null condition.
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3 Estimates for the Special Quantities
In this section, we are going to estimate the weighted L2 energies X� and Y� .

The weighted energy X� was first introduced by Klainerman and Sideris [25]
for proving almost global solutions of three-dimensional quasilinear wave equa-
tions and later on used in [31] for proving almost global existence for the two-
dimensional incompressible elastodynamic system. The energy Y� is new and used
here to estimate the good unknowns. Due to the fact that r is not an A2 weight in
two dimensions, the modified one is introduced in [28] to get the global solution of
two-dimensional incompressible elastodynamics. Here by transforming the origi-
nal quasilinear system (2.1) into a fully nonlinear one (1.6), we can simply use the
earlier ones introduced by Klainerman-Sideris for X� . This advantage is based on
the inherent structure of the system, which enables us to simplify the proofs.

3.1 Sobolev-Type Inequalities
The following weighted Sobolev-type inequalities will be used to prove the

decay of solutions in the L1 norm. A much stronger version of (3.3) appeared
in [28]. Since we are able to transform the original system into a fully nonlinear
one, the form of (3.3) is enough for us here.

LEMMA 3.1. For all f 2 H 2.R2/, there holds

r jf .x/j2 .
X
aD0;1

�
k@r�

af k2
L2
C k�af k2

L2

�
;(3.1)

rht � ri2jf .x/j2 .
X
aD0;1

�
kht � ri@r�

af k2
L2
C kht � ri�af k2

L2

�
;(3.2)

htikf kL1.r�hti=2/ .
X
jaj�2

kht � ri@af kL2 ;(3.3)

provided the right-hand side is finite.

The proof of this lemma can be found in [31] (the three-dimensional version can
be found in [44]); we omit the details here.

3.2 Estimate of the Good Quantities
In this section, we are going to explore the good properties of some special com-

binations of unknowns. Both the linearities and the nonlinearities will be investi-
gated. The exploration of these special quantities is a prerequisite for the estimate
of weighted L2 energies X� and Y� . On the other hand, they are also crucial for
the energy estimate that will be conducted in the next two sections.
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In order to simplify the presentation, we first introduce some notation. Suppose
that .V;H/ 2 H �

� solves (1.6) and (1.7). Define

L� D
X

j˛jCjaj�k

jU .˛;a/j;

N�C1 D
X

j˛jCjaj�k

�
t
ˇ̌
f 1˛a

ˇ̌
C t

ˇ̌
f 2˛a

ˇ̌
C .t C r/

ˇ̌
f 3˛a

ˇ̌�
;

N�C2 D
X

j˛jCjaj�k

t
ˇ̌
r � f 2˛a

ˇ̌
;

where L� represents some linear quantity, and N�C1 and N�C2 represent some
nonlinear quantities.

Remark 3.2. The term N�C1 will be used when we multiply systems (2.14) and
(2.15) by some t or r factor. The term N�C2 will appear due to the presence of
viscosity (see Lemma 3.6).

Remark 3.3. One can also use a stronger version of N�C1 by defining

N�C1 D
X

j˛jCjaj�k

�
t
ˇ̌
f 1˛a

ˇ̌
C .t C r/

ˇ̌
f 2˛a

ˇ̌
C .t C r/

ˇ̌
f 3˛a

ˇ̌�
:

However, one cannot include r jf 1˛aj in N�C1 since r is not an A2 weight for a
singular integral in two space dimensions.

Now we are going to analyze the linear part of the system and establish several
estimates. Before doing so, we need an elementary iteration lemma.

LEMMA 3.4 (Iteration lemma). Let fflg, fglg, and fFlg be three nonnegative se-
quences where 0 � l � �. Suppose that

f0 C g0 . F0;

and for all 1 � l � �,
fl C gl � gl�1 . Fl :

Then there holds X
0�m�l

.fm C gm/ .
X

0�m�l

Fm

for all 0 � l � �.

Remark 3.5. This lemma plays a role in dealing with the commutators between the
viscosity term and the scaling operator and will frequently be used throughout the
whole paper.

PROOF. We prove the lemma by induction on l . Obviously, the lemma is correct
when l D 0. Let 1 � l � �. We assume the lemma is correct for l �1. This means
that

(3.4)
X

0�m�l�1

.fm C gm/ � C
X

0�m�l�1

Fm:
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On the other hand, we have

(3.5) fl C gl � gl�1 � CFl :

Multiplying (3.4) by 2 and then adding (3.5), we get

2
X

0�m�l�2

.fm C gm/C fl C gl C 2fl�1 C gl�1 � 2C
X

0�m�l�1

Fm C CFl ;

which is the required estimate for l . Thus the lemma is proved. �

Now we are ready to state two lemmas for the special linear quantities. These
two lemmas are requisite for the estimate of the weighted L2 norms X� and Y� .

LEMMA 3.6. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7). Then for all

j˛j C jaj � � � 3, there holds

r@rV .˛;a/ C tr �H .˛;a/


2
L2
C


�t�V .˛;a/

2

L2

� �Xj˛jCjajC1 C C h�i
2
kLj˛jCjajC1k

2
L2
C C��

2
kLj˛jCjajC2k

2
L2

C CkNj˛jCjajC1k
2
L2
C C��

2
kNj˛jCjajC2k2L2 ;

provided the right-hand side is finite, where � can be any positive constant, C� is
a constant that depends only on ˛, a, and �, and C depends only on ˛ and a.

Remark 3.7. While the lemma becomes trivial if there is no viscosity, the viscous
version is nontrivial. The viscosity is the main reason we only have an L2 bound
rather than a pointwise bound as in the next lemma.

Remark 3.8. The terms on the left-hand side are of order j˛j C jaj C 1 except for
the viscous term, but on the right-hand side, the order is j˛j C jaj C 2. This means
that we will encounter the problem of losing derivatives in future discussions. If
� D 0, one has no problem with derivative loss.

PROOF. Denote

J D kr@rV
.˛;a/
C tr �H .˛;a/

k
2
L2
C

X̨
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2
:

We first claim that the following fact holds:

(3.6)

J � 6

˛�1X
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2
C �kht � rir �H .˛;a/

k
2
L2

C C h�i2kLj˛jCjajC1k
2
L2
C C��

2
kLj˛jCjajC2k

2
L2

C CkNj˛jCjajC1k
2
L2
C C��

2
kNj˛jCjajC2k2L2 ;

where � can be any positive constant, and C� is a constant depending only on ˛, a,
and �.
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Once assertion (3.6) becomes true, noting the assumption � � 1, one can im-
mediately see that Lemma 3.6 is proved by applying Lemma 3.4 to (3.6). Thus it
suffices to prove (3.6).

Multiplying the first equation of (2.14) by t and using the scaling operator, one
gets

r@rV
.˛;a/
C tr �H .˛;a/

C �t�
X̨
lD0

C l˛.�1/
˛�lV .l;a/ D SV .˛;a/ � tf 1˛a:

Taking the L2 norm for the above equation, one has

(3.7)
J D �2

Z
R2
.r@rV

.˛;a/
C tr �H .˛;a// � �t�

X̨
lD0

C l˛.�1/
˛�lV .l;a/dx

C


SV .˛;a/ � tf 1˛a

2L2 :

To prove (3.6), we need to deal with the right-hand side of (3.7).
By separating the highest-order terms from the lower-order ones, (3.7) can be

organized as

(3.8)

J D �2

Z
R2
tr �H .˛;a/

� �t�V .˛;a/dx„ ƒ‚ …
J1

� 2

Z
R2
r@rV

.˛;a/
� �t�V .˛;a/dx„ ƒ‚ …

J2

� 2

Z
R2
.r@rV

.˛;a/
C tr �H .˛;a// � �t�

˛�1X
lD0

C l˛.�1/
˛�lV .l;a/dx

C


SV .˛;a/ � tf 1˛a

2L2 :„ ƒ‚ …

J3

Here J3 refers to the lower-order term, and J1 and J2 refer to the higher-order
terms.

By Hölder’s inequality, J3 can be estimated by

1

2



r@rV .˛;a/ C tr �H .˛;a/


2
L2
C 2

˛�1X
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2

C 2kSV .˛;a/k2
L2
C 2



tf 1˛a

2L2 :
For J2, one can deduce from integration by parts that

J2 D �2

Z
R2
r@rV

.˛;a/
� �t�V .˛;a/dx D 0:

It remains to estimate J1, which cannot be treated simply by the Cauchy in-
equality due to an extra t -factor. We will refer to the inherent structure of the
systems.
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Applying the divergence operator to the second equation of (2.14), one gets

�V .˛;a/ D @tr �H
.˛;a/
� r � f 2˛a:

Inserting the above expression into J1 and employing the scaling operator, we have

J1 D �2

Z
R2
tr �H .˛;a/

� �
�
t@tr �H

.˛;a/
� tr � f 2˛a

�
dx

D �2

Z
R2
tr �H .˛;a/

� �
�
�r@rr �H

.˛;a/
C Sr �H .˛;a/

� tr � f 2˛a
�
dx:

In view of the fact that

2

Z
R2
tr �H .˛;a/

� �r@rr �H
.˛;a/dx D �2

Z
R2
�t jr �H .˛;a/

j
2 dx;

we get

J1 � �2

Z
R2
tr �H .˛;a/

� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx:

Now we need to estimate the integral in different regions separately. To do this,
define a radial cutoff function ' 2 C1.R2/ that satisfies

' D

(
1 if 3

4
� r � 6

5
;

0 if r < 2
3

or r > 5
4
;
jr'j . 1:

For each fixed t � 1, let 't .x/ D '.x=hti/. Clearly, one has

't .x/ �

(
1 for 3hti

4
� r � 6hti

5
;

0 for r � 2hti
3

or r � 5hti
4
;

and
jr't .x/j . hti�1:

Consequently,

J1 � �2

Z
R2
tr �H .˛;a/

� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx

D �2

Z
R2
.1 � 't .x//tr �H .˛;a/

� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J11

� 2

Z
R2
't .x/tr �H .˛;a/

� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J12

:

We now estimate J11. Note on the support of 1�'t .x/, we have t . ht � ri. Thus
one can estimate J11 as follows:

J11 � �kht � rir �H
.˛;a/
k
2
L2
C �2C�

�
kSr �H .˛;a/

k
2
L2
C


tr � f 2˛a

2L2�;
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where � can be any positive constant and C� is a constant depending on �.
For J12, employing the first equation of (2.14), we have

J12 D �2

Z
R2
't .x/t

�
@tV

.˛;a/
� ��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � f 1˛a

�
� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx

D � 2

Z
R2
't .x/t@tV

.˛;a/
� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J121

C 2

Z
R2
't .x/

�
�t�

X̨
lD0

C l˛.�1/
˛�lV .l;a/ C tf 1˛a

�
� �
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J122

J122 can be directly bounded as follows:

J122 �
1

4

X̨
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2
C 5�2



Sr �H .˛;a/
� tr � f 2˛a



2
L2

C


tf 1˛a

2L2

�
1

4

X̨
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2
C 10�2kSr �H .˛;a/

kL2

C 10�2ktr � f 2˛ak
2
L2
C ktf 1˛ak

2
L2
:

Finally, we write

J121 D 2

Z
R2
't .x/�

�
r@rV

.˛;a/
� SV .˛;a/

�
�
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx

D 2

Z
R2
't .x/�r@rV

.˛;a/
�
�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J1211

� 2

Z
R2
't .x/�SV .˛;a/ �

�
Sr �H .˛;a/

� tr � f 2˛a
�
dx„ ƒ‚ …

J1212

:

J1212 can be bounded by

J1212 � 2kSV
.˛;a/
k
2
L2
C �2kSr �H .˛;a/

k
2
L2
C �2



tr � f 2˛a

2L2 :
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For J1211, note on the support of 't .x/, we have hti � r . Hence one deduces that

J1211 D 2

Z
R2
't .x/�r@rV

.˛;a/
�
�
r � zSH .˛;a/

� tr � f 2˛a
�
dx

D �2

Z
R2
r
�
't .x/�r@rV

.˛;a/
�
�
�
zSH .˛;a/

� tf 2˛a
�
dx

� 2

Z
R2

ˇ̌
r't .x/�r@rV

.˛;a/
�
�
zSH .˛;a/

� tf 2˛a
�ˇ̌
dx

C 2

Z
R2
't .x/�jrV .˛;a/j �

ˇ̌
zSH .˛;a/

� tf 2˛a
ˇ̌
dx

C 2

Z
R2
't .x/�r@rrV

.˛;a/
�
�
zSH .˛;a/

� tf 2˛a
�
dx

� �2krV .˛;a/k2
L2
C
1

4
k�tr2V .˛;a/k2

L2
C C



 zSH .˛;a/
� tf 2˛a



2
L2
:

Combining all the above estimates, we conclude by the commutation between the
generalized operators that

J D


r@rV .˛;a/ C tr �H .˛;a/



2
L2
C

X̨
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2

�
1

2



r@rV .˛;a/ C tr �H .˛;a/


2
L2
C
1

2
k�t�V .˛;a/k2

L2

C 3

˛�1X
lD0

�
C l˛
�2
k�t�V .l;a/k2

L2
C �kht � rir �H .˛;a/

k
2
L2

C C h�i2kLj˛jCjajC1k
2
L2
C C��

2
kLj˛jCjajC2k

2
L2

C CkNj˛jCjajC1k
2
L2
C C��

2
kNj˛jCjajC2k2L2 :

Absorbing the first two terms on the right-hand side in the above yields (3.6). Thus
the lemma is proved. �

We have the following pointwise estimates:

LEMMA 3.9. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7). Then for all

j˛j C jaj � � � 2, there holds

jr.r �H .˛;a//! C trV .˛;a/j . Lj˛jCjajC1 CNj˛jCjajC1;(3.9)

j.t ˙ r/.rV .˛;a/ ˙r �H .˛;a/!/j(3.10)

. Lj˛jCjajC1 CNj˛jCjajC1 C
ˇ̌
r@rV

.˛;a/
C tr �H .˛;a/

ˇ̌
;

r
ˇ̌
@rH

.˛;a/
� !?

ˇ̌
. Lj˛jCjajC1 CNj˛jCjajC1;(3.11)

r
ˇ̌
@rV

.˛;a/
C @rH

.˛;a/
� !
ˇ̌

(3.12)

. Lj˛jCjajC1 CNj˛jCjajC1 C
ˇ̌
r@rV

.˛;a/
C tr �H .˛;a/

ˇ̌
:
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PROOF. Multiplying the second equation of (2.14) by t and using the scaling
operator, we can rearrange the resulting systems as follows:

(3.13) r@rH
.˛;a/
C trV .˛;a/ D SH .˛;a/

� tf 2˛a:

Employing (2.17), one has

(3.14)

r@rH
.˛;a/
C trV .˛;a/

D .r@rH
.˛;a/
� !/! C .r@rH

.˛;a/
� !?/!? C trV .˛;a/

D .rr �H .˛;a//! � .�H .˛;a/
� !?/! C .rr? �H .˛;a//!?

C .�H .˛;a/
� !/!? C trV .˛;a/

D .rr �H .˛;a//! C trV .˛;a/ C rf 3˛a!
?

� .�H .˛;a/
� !?/! C .�H .˛;a/

� !/!?:

In view of the relation between S and zS , (3.9) is clear from (3.13) and (3.14). Next,
note that

(3.15) rrV .˛;a/ C t .r �H .˛;a//! D .r@rV
.˛;a/
C tr �H .˛;a//! C�V!?:

(3.10) is a direct consequence of (3.9) and (3.15).
The estimate of (3.11) follows directly from (2.15) and (2.17). To check (3.12),

by analogy with the above proof, we write

r.@rV
.˛;a/
C @rH

.˛;a/
� !/

D ! �
�
rrV .˛;a/ C .r@rH

.˛;a/
� !/!

�
D ! �

�
rrV .˛;a/ C rr �H .˛;a/! � .�H .˛;a/

� !?/!
�
;

from which (3.12) follows from (3.10). �

Next we are going to estimate the nonlinearities. The following lemma says that
the nonlinearities have the good pointwise decay property near the light cone if we
disregard the Riesz transform. This lemma not only is used in the estimate of the
weighted L2 norm in this section, but also plays one of the key roles in the energy
estimate in the next section.
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LEMMA 3.10. Let f 2˛a and f 3˛a denote the nonlinearities in (2.13). Then for all
j˛j C jaj � � � 3, there holdsˇ̌

f 2˛a
ˇ̌

.
1

r

X
jˇ jCj
 j�j˛j
jbjCjcj�jaj

jV .jˇ j;jbjC1/jjH .j
 j;jcjC1/
j;(3.16)

ˇ̌
f 3˛a

ˇ̌
.
1

r

X
jˇ jCj
 j�j˛j
jbjCjcj�jaj

jH .jˇ j;jbjC1/
jjH .j
 j;jcjC1/

j;(3.17)

ˇ̌
r � f 2˛a

ˇ̌
.
1

r

X
jˇ jCj
 j�j˛j
jbjCjcj�jaj

jV .jˇ j;jbjC2/jjH .jˇ j;jcjC2/
j:(3.18)

Furthermore, recall the definition of f ij˛a in (2.16). Then there holds

(3.19)

ˇ̌
f ij˛a

ˇ̌
.
1

r

X
jbjCjcj�jaj
jˇ jCj
 j�j˛j

�
jV .jˇ j;jbjC1/jjV .j
 j;jcjC1/j C jH .jˇ j;jbjC1/

jjH j
 j;jcjC1j
�

C

X
bCcDa
ˇC
D˛

�
j@rV

.ˇ;b/
C @rH

.ˇ;b/
� !j

�
jrV .
;c/j C jrH .
;c/

j
�

C j@rH
.ˇ;b/
� !?@rH

.
;c/
� !?j

�
:

Recall that the introduction of f ij˛a came from f 1˛a by dropping the Riesz trans-
forms.

Remark 3.11. Note that all the nonlinearities satisfy the strong null condition, and
our estimates always contain one spatial derivative in the good unknowns or gain
hti�1 near the light cone.

Remark 3.12. In the highest-order energy estimate of the next section, this lemma
cannot be used since it causes a derivative loss.

PROOF. Employing (2.17), we write

f 2˛a D
X

bCcDa
ˇC
D˛

C ˇ˛ C
b
a .r

?H .ˇ;b/
rV .
;c//

D

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
@rH

.ˇ;b/
˝ !? �

1

r
@�H

.ˇ;b/
˝ !

�

�

�
!@rV

.
;c/
C
!?

r
@�V

.
;c/

�
D
1

r

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a .@rH

.ˇ;b/@�V
.
;c/
� @�H

.ˇ;b/@rV
.
;c//:
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Thus (3.16) is clear from the commutation between @r and zS , � . Note that (3.17)
can be estimated exactly in the same fashion; we omit the details.

To estimate (3.18), we use (2.17) to get that

r � f 2˛a D r �
X

bCcDa
ˇC
D˛

C ˇ˛ C
b
a .r

?H .ˇ;b/
rV .
;c//

D

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j riH

.ˇ;b/
i rjV

.
;c/
Cr

?
j H

.ˇ;b/
i rjriV

.
;c/
�

D
1

r

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
@rriH

.ˇ;b/
i @�V

.
;c/
� @�riH

.ˇ;b/
i @rV

.
;c/
�

C
1

r

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
@rH

.ˇ;b/
i @�riV

.
;c/
� @�H

.ˇ;b/
i @rriV

.
;c/
�
:

By the commutation between the generalized operators, (3.18) is clear.
To estimate (3.19), from (2.17) we can deduce that

f ij˛a D
X

bCcDa
ˇC
D˛

C ˇ˛ C
b
a

��
!i@rV

.ˇ;b/
C
1

r
!?i �V

.ˇ;b/

�
�

�
!j @rV

.
;c/
C
1

r
!?j �V

.
;c/

�
�

�
!i@rH

.ˇ;b/
C
1

r
!?i �H

.ˇ;b/

�
�

�
!j @rH

.
;c/
C
1

r
!?j �H

.
;c/

��
D

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
!i!j .@rV

.ˇ;b/@rV
.
;c/
� @rH

.ˇ;b/
� @rH

.
;c//

C
1

r
!i!

?
j @rV

.ˇ;b/�V .
;c/

C
1

r
!?i �V

.ˇ;b/

�
!j @rV

.
;c/
C
1

r
!?j �V

.
;c/

�
�
1

r
!i!

?
j @rH

.ˇ;b/
��H .
;c/

�
1

r
!?i �H

.ˇ;b/
�

�
!j @rH

.
;c/
C
1

r
!?j �H

.
;c/

��
:
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Thus (3.19) is obtained by the following grouping:

@rV
.ˇ;b/@rV

.
;c/
� @rH

.ˇ;b/
� @rH

.
;c/

D .@rV
.ˇ;b/
C @rH

.ˇ;b/
� !/@rV

.
;c/

� @rH
.ˇ;b/
� !.@rV

.
;c/
C @rH

.
;c/
� !/ � @rH

.ˇ;b/
� !?@rH

.
;c/
� !?:

This completes the proof of the lemma. �

3.3 Estimate of the Weighted L2 Energy
In what follows, we will show that the weighted energy can be controlled by the

generalized energy under the smallness assumptions on lower-order energies.

LEMMA 3.13. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7). Then for all

j˛j C jaj � � � 3, there holds

Nj˛jCjajC1 CNj˛jCjajC2


2
L2

. Ej˛jCjajC2EŒ.j˛jCjaj/=2�C4 C Yj˛jCjajC1EŒ.j˛jCjaj/=2�C3

CEj˛jCjajC2.XŒ.j˛jCjaj/=2�C4 C YŒ.j˛jCjaj/=2�C3/:

PROOF. In view of the definition of Nj˛jCjajC1 and Nj˛jCjajC2, it suffices to
prove 

t ˇ̌f 1˛a ˇ̌C t ˇ̌f 2˛a ˇ̌C .t C r/ˇ̌f 3˛a ˇ̌C t ˇ̌r � f 2˛a ˇ̌

2L2

. Ej˛jCjajC2EŒ.j˛jCjaj/=2�C4 C Yj˛jCjajC1EŒ.j˛jCjaj/=2�C3

CEj˛jCjajC2.XŒ.j˛jCjaj/=2�C4 C YŒ.j˛jCjaj/=2�C3/:

Let us first treat kt jf 2˛aj C .t C r/jf
3
˛ajk

2
L2

. Recall that f 2˛a and f 3˛a were defined
in (2.13). We need to estimate the norm in different regions separately. When
r � hti=2, we have hti . ht � ri; thus

t ˇ̌f 2˛a ˇ̌C .t C r/ˇ̌f 3˛a ˇ̌

2L2.r�hti=2/

.
X

ˇC
D˛
bCcDa



htijrU .ˇ;b/jjrU .
;c/j

2
L2.r�hti=2/

:

By the symmetry between the multi-index b and c and the symmetry between ˇ
and 
 in the above, we assume jcj C j
 j � jbj C jˇj without loss of generality.
Thus j
 j C jcj � Œ.˛ C jaj/=2�. Hence thanks to (3.3), the above can be further
bounded by X

ˇC
D˛;bCcDa
j
 jCjcj�Œ.˛Cjaj/=2�

krU .ˇ;b/k2
L2
khtirU .
;c/k2L1.r�hti=2/

. Ej˛jCjajC1XŒ.j˛jCjaj/=2�C3:
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For r � hti=2, one infers by (3.16), (3.17), and Sobolev embedding that

t ˇ̌f 2˛a ˇ̌C .t C r/ˇ̌f 3˛a ˇ̌

2L2.r�hti=2/
.

X
jˇ jCj
 j�j˛j
jbjCjcj�jaj



jU .jˇ j;jbjC1/jjU .j
 j;jcjC1/j

2
L2.r�hti=2/

. Ej˛jCjajC1EŒ.j˛jCjaj/=2�C3:

Now we turn our attention to ktf 1˛akL2 . Recalling that f 1˛a is defined in (2.13),
by the L2 boundedness of the Riesz transform, one has

tf 1˛a

L2 .

X
1�i;j�2



tf ij˛a

L2 ;
where f ij˛a is defined in Lemma 3.10. Hence in the following, we focus our atten-
tion on ktf ij˛akL2 . When r � hti=2, we can estimate similarly to ktf 2˛akL2.r�hti=2/
to deduce that 

tf ij˛a

2L2.r�hti=2/ . Ej˛jCjajC1XŒ.j˛jCjaj/=2�C3:

When r � hti=2, by (3.19), one has

(3.20)



tf ij˛a

2L2.r�hti=2/
.

X
jbjCjcj�jaj
jˇ jCj
 j�j˛j



jV .jˇ j;jbjC1/jjV .j
 j;jcjC1/j C jH .jˇ j;jbjC1/
jjH .j
 j;jcjC1/

j


2
L2

C

X
bCcDa
ˇC
D˛



r j.@rV .ˇ;b/ C @rH .ˇ;b/
� !/j

�
jrV .
;c/j C jrH .
;c/

j
�

2
L2

C

X
bCcDa
ˇC
D˛



r@rH .ˇ;b/
� !?@rH

.
;c/
� !?



2
L2
:

For the first and third terms on the right-hand side of (3.20), one can use the tradi-
tional Sobolev inequality to deduce that they are bounded by

Ej˛jCjajC1EŒ.j˛jCjaj/=2�C3 C Yj˛jCjajC1EŒ.j˛jCjaj/=2�C3:

The remaining second terms of (3.20) need further work. Making use of the fact
that

@� .V
.˛;a/
CH .˛;a/

� !/ D z�V .˛;a/ C z�H .˛;a/
� !

D zS˛ z��aV C zS˛ z��aH � !
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and by (3.1), one gets

kr.@rV
.
;c/
C @rH

.
;c/
� !/k2L1.r�hti=2/

.
X
dD0;1

˚
k@r�

d Œr.@rV
.
;c/
C @rH

.
;c/
� !/�k2

L2

C k�d Œr.@rV
.
;c/
C @rH

.
;c/
� !/�k2

L2

	
. Yj
 jCjcjC3 CEj
 jCjcjC2:

This allows us to control the second line of (3.20) as follows:X
bCcDa
ˇC
D˛

kr.@rV
.ˇ;b/
C @rH

.ˇ;b/
� !/.jrV .
;c/j C jrH .
;c/

j/k2
L2.r�hti=2/

.
X

ˇC
D˛;bCcDa
jˇ jCjbj�j
 jCjcj

kr.@rV
.ˇ;b/
C @rH

.ˇ;b/
� !/k2

L2
krU .
;c/k2L1

C

X
ˇC
D˛;bCcDa
jˇ jCjbj<j
 jCjcj

krU .
;c/k2
L2
kr.@rV

.ˇ;b/
C @rH

.ˇ;b/
� !/k2L1.r�hti=2/

. Ej˛jCjajC1EŒ.j˛jCjaj/=2�C3 C Yj˛jCjajC1EŒ.j˛jCjaj/=2�C3

CEj˛jCjajC1YŒ.j˛jCjaj/=2�C3:

Finally, we are going to show that

tr � f 2˛a

2L2 . Ej˛jCjajC2.EŒ.j˛jCjaj/=2�C4 CXŒ.j˛jCjaj/=2�C4/:

For r � hti=2, by (3.3) we have

tr � f 2˛a

2L2.r�hti=2/ .
X

bCcDa
ˇC
D˛

kht � rijr2U .ˇ;b/jjrU .
;c/jk2
L2.r�hti=2/

. Ej˛jCjajC2XŒ.j˛jCjaj/=2�C4:

For r � hti=2, one deduces by (3.18) that

tr � f 2˛a

2L2.r�hti=2/ .


rr � f 2˛a

2L2.r�hti=2/

.
X

jbjCjcj�jaj
jˇ jCj
 j�j˛j



jV .jˇ j;jbjC2/jjH .j
 j;jcjC2/
j



L2.r�hti=2/

. Ej˛jCjajC2EŒ.j˛jCjaj/=2�C4:

This finishes the proof of the lemma. �

Now, we state a lemma that allows us to estimate the weighted L2 norms:
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LEMMA 3.14. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7) with � � 12.

Then there hold

(3.21) X��4 C Y��4 . E��3 C Y��4E��3 CE��3X��4 CE��3E��4

and

(3.22)
X��2 C Y��2 . E��1 CE��1X��4 C Y��2E��4

CE��1Y��4 CE��1E��4:

PROOF. For the proof of this lemma, we recall and prove the following simple
lemma:

LEMMA 3.15. For vector K, there holds

kht � rirKkL2 . kht � rir �KkL2 C kht � rir? �KkL2 C kKkL2 ;
provided the right-hand side is finite.

PROOF. The proof is rather simple and the version for matrices has appeared
in [31]. For completeness we include the proof for vector K. It suffices to prove
the lemma for K 2 C 20 .R

2/; the general case can be established by a completion
procedure.

For any vector K, we write

jrKj2 D jr �Kj2 C jr? �Kj2 � 2@1K1@2K2 C @2K1@1K2:

By integration by parts and Young’s inequality, we have

kht � rirKk2
L2
� kht � rir �Kk2

L2
� k.t � r/r? �Kk2

L2

D

Z
R2
2ht � ri2Œ�@1.K1@2K2/C @2.K1@1K2/�dx

D

Z
R2
4.t � r/Œ�!1K1@2K2 C !2K1@1K2�dx

�
1

2
kht � rirKk2

L2
C CkKk2

L2
:

The lemma then follows from the fact that the first term of the right-hand side can
be absorbed by the left-hand side. �

We go back to the proof of Lemma 3.14. First we show that

(3.23)

Xj˛jCjajC1 C Yj˛jCjajC1

. Ej˛jCjajC2 CEj˛jCjajC2.XŒ.j˛jCjaj/=2�C4 C YŒ.j˛jCjaj/=2�C3/

C .Xj˛jCjajC1 C Yj˛jCjajC1/EŒ.j˛jCjaj/=2�C3

CEj˛jCjajC2EŒ.j˛jCjaj/=2�C4:

Actually, by Lemma 3.13, we only need to show

(3.24)
Xj˛jCjajC1 C Yj˛jCjajC1 . Ej˛jCjajC2 C kNj˛jCjajC1k

2
L2

C kNj˛jCjajC2k2L2 :
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In view of the fact that

rV .˛;a/ D
1

2
ŒrV .˛;a/ C .r �H .˛;a//!�C

1

2
ŒrV .˛;a/ � .r �H .˛;a//!�;

.r �H .˛;a//! D
1

2
ŒrV .˛;a/ C .r �H .˛;a//!� �

1

2
ŒrV .˛;a/ � .r �H .˛;a//!�;

we deduce that

ht � ri.jrV .˛;a/j C jr �H .˛;a/
j/

. ht C rijrV .˛;a/ Cr �H .˛;a/!j C jht � ri.rV .˛;a/ � r �H .˛;a/!/j:

By (3.10), the above can be further bounded by

Lj˛jCjajC1 CNj˛jCjajC1 C jr@rV
.˛;a/
C tr �H .˛;a/

j:

Hence by Lemma 3.6 and Lemma 3.15, we have

kht � rirV .˛;a/k2
L2
C kht � rirH .˛;a/

k
2
L2

. kht � rirV .˛;a/k2
L2
C kht � rir �H .˛;a/

k
2
L2

C kht � rir? �H .˛;a/
k
2
L2
C kH .˛;a/

k
2
L2

. �Xj˛jCjajC1 C kLj˛jCjajC2k
2
L2
C C�kNj˛jCjajC1k

2
L2
C C�kNj˛jCjajC2k2L2

for any positive �. This further implies that

Xj˛jCjajC1 . �Xj˛jCjajC1 C kLj˛jCjajC2k
2
L2
C C�kNj˛jCjajC1k

2
L2

C C�kNj˛jCjajC2k2L2 :
Taking � > 0 small enough, the first term on the right-hand side in the above is
absorbed by the left-hand side. This yields

Xj˛jCjajC1 . kLj˛jCjajC2k2L2 C kNj˛jCjajC1k
2
L2
C kNj˛jCjajC2k2L2 :(3.25)

The estimate for Yj˛jCjajC1 in (3.24) is obvious from (3.11), (3.12), (3.25), and
Lemma 3.6. Thus (3.24) is proved.

Now we turn to the proof of the first inequality in the lemma: Let � � 12,
j˛j C jaj C 1 � � � 4; one has Œ.j˛j C jaj/=2�C 4 � � � 4. Hence, by (3.23), we
have

X��4 C Y��4 . E��3 C Y��4E��3 CE��3X��4 CE��3E��4:

Next, for j˛j C jaj C 1 � � � 2, there holds Œ.jaj C j˛j/=2�C 4 � � � 4. Hence
one can derive from (3.23) that

X��2 C Y��2 . E��1 CE��1X��4 C Y��2E��4 CE��1Y��4 CE��1E��4:

�

The following lemma gives the control of weighted generalized energies and
weighted good quantity energies in terms of Klainerman’s generalized ones. Note
that we have one derivative loss with respect to similar estimates in [28, 31, 41].
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LEMMA 3.16. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7) with � � 12,

and suppose E��3 � 1. Then, we have

X��4 C Y��4 . E��3; X��2 C Y��2 . E��1:

Remark 3.17. When � D 0, we can modify Lemma 3.13 and Lemma 3.14 and
finally get a non-derivative-loss version of Lemma 3.16:

X��3 C Y��3 . E��3; X��1 C Y��1 . E��1:

PROOF. The first estimate follows from (3.21) and the assumption E��3 � 1.
The second one follows from (3.22), the assumption, and the obtained first esti-
mate. �

3.4 Strengthened L1 Estimate for the Good Unknowns
We now complete the decay estimate for the L1 of the good unknowns @V C

@H � ! and @H � !? near the light cone.

LEMMA 3.18. Suppose that .V;H/ 2 H ��1
� solves (1.6) and (1.7) with � � 12

and suppose E��3 � 1. Then for all j˛j C jaj � � � 7 and for i D 1; 2, we have

(3.26) hti3=2


jriV .˛;a/CriH .˛;a/

�!jCjriH
.˛;a/
�!?j




L1.r�hti=2/

. E
1=2
��3:

PROOF. In view of (2.17) and (3.1), we only need to show

hti3=2


j@rV .˛;a/ C @rH .˛;a/

� !j C j@rH
.˛;a/
� !?j




L1.r�hti=2/

. E
1=2
��3:

Note that

@� .V
.˛;a/
CH .˛;a/

� !/ D z�V .˛;a/ C z�H .˛;a/
� !:

By (3.1) and Lemma 3.16, one gets

kr3=2.@rV
.˛;a/
C @rH

.˛;a/
� !/k2L1.r�hti=2/

.
X
dD0;1

˚

@r�d �r�@rV .˛;a/ C @rH .˛;a/
� !
��

2

L2

C k�d
�
r.@rV

.˛;a/
C @rH

.˛;a/
� !/�k2

L2

	
.

X
dD0;1

˚

r�@2r z�dV .˛;a/ C @2r z�dH .˛;a/
� !
�

2
L2

C k@r z�
dV .˛;a/ C @r z�

dH .˛;a/
� !k2

L2

C kr.@r z�
dV .˛;a/ C @r z�

dH .˛;a/
� !/k2

L2

	
. Yj˛jCjajC3 CEj˛jCjajC2 . E��3:

The first part of (3.26) is clear from the fact that r � hti=2. The proof for the
remaining part of the inequality is similar. We omit the details. �
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4 Energy Estimate
This section is devoted to the energy estimate. We split the proof into three

subsections, which correspond to the highest-order modified energy estimate, the
highest-order standard energy estimate, and the lower-order standard energy esti-
mate, respectively. Here in this section, both E� and E� will be called energies. To
avoid confusion, we will call E� the standard energy and still call E� the modified
energy.

4.1 Higher-Order Modified Energy Estimate
We first take care of the highest-order modified energy estimate. One needs to

be very careful about the derivative loss problem. Ignoring the diffusion, at first
glance, we will always lose one derivative in the highest-order modified energy
estimate due to the fully nonlinear effect. The nonlocal effect and the application
of the ghost weight make this problem even more complicated. Luckily, a delicate
analysis of the nonlinearities shows that the system has the requisite symmetry,
which is hidden in the Riesz transform. Actually, we can integrate by parts in a
way that will produce a Laplacian operator in the worst terms (the worst terms
refer to the terms with a derivative loss; the other terms do not have such problems
and the null structure is satisfied). Moreover, after gaining the one derivative, the
null condition is present again. Then we can take full advantage of this condition
by the ghost weight method.

Let � � 12, j˛j C jaj � � � 1, � D r � t , and q.�/ D arctan � . We write eq D
eq.�/ for simplicity. After applyingr to (2.14), we take theL2 inner product of the
first and second equations of the resulting system with rV .˛;a/eq and rH .˛;a/eq ,
respectively, then adding them up, we get

(4.1)

1

2

d

dt

Z
R2
.jrV .˛;a/j2 C jrH .˛;a/

j
2/eq dx

�

Z
R2
�r�

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � rV .˛;a/eq dx

C
1

2

X
1�i�2

Z
R2

jriV
.˛;a/ CriH

.˛;a/ � !j2 C jriH
.˛;a/ � !?j2

ht � ri2
eq dx

D

Z
R2

�
rf 1˛a � rV

.˛;a/
Crf 2˛a W rH

.˛;a/
�
eq dx D I1 C I2;

where

I1 D

Z
R2
r
�
r
?
�
�
r ���1

�
�r
?V .˛;a/ ˝r?V Cr?H .˛;a/

˝r
?H

�
Cr

?
� r ���1

�
�r
?V ˝r?V .˛;a/ Cr?H ˝r?H .˛;a/

��
� rV .˛;a/eq dx

C

Z
R2
r.r?H .˛;a/

rV Cr?HrV .˛;a// W rH .˛;a/eq dx;
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and

I2 D
X

ˇC
D˛; bCcDa
jˇ jCjbj;

j
 jCjcj<j˛jCjaj

n
C ˇ˛ C

b
a

Z
R2
r
�
r
?
� r ���1

�
�r
?V .ˇ;b/ ˝r?V .
;c/

Cr
?H .ˇ;b/

˝r
?H .
;c/

��
� rV .˛;a/eq dx

C C ˇ˛ C
b
a

Z
R2
r.r?H .ˇ;b/

rV .
;c// W rH .˛;a/eq dx
o
:

Here I1 consists of the terms that contain the highest-order derivatives, namely
when all derivatives hit the same factor in the nonlinear term. To avoid notational
confusion, we mention that riH .˛;a/ �! and riH .˛;a/ �!? appearing in the ghost
weight energy (4.2) mean .riH .˛;a// � ! and .riH .˛;a// � !?. This notation
convention will always be used in the following argument. Also, we define (see
the third line of (4.1))

(4.2) G�.t/ WDX
j˛jCjaj���1

X
1�i�2

Z
R2

jriV
.˛;a/ CriH

.˛;a/ � !j2 C jriH
.˛;a/ � !?j2

ht � ri2
eq dx:

Step 1. Estimate of the highest-order term I1.
We divide I1 into five terms:

I1 D I11 C I12 C I13 C I14 C I15;

where

I11 D �

Z
R2
r
�
r
?
� r ���1.r?V .˛;a/ ˝r?V /

�
� rV .˛;a/eq dx;

I12 D

Z
R2
r
�
r
?
� r ���1.r?H .˛;a/

˝r
?H/

�
� rV .˛;a/eq dx;

I13 D �

Z
R2
r
�
r
?
� r ���1.r?V ˝r?V .˛;a//

�
� rV .˛;a/eq dx;

I14 D

Z
R2
r
�
r
?
� r ���1.r?H ˝r?H .˛;a//

�
� rV .˛;a/eq dx;

I15 D

Z
R2
r
�
r
?H .˛;a/

rV Cr?HrV .˛;a/
�
W rH .˛;a/eq dx:

Now we transform I11 to I15 step by step. The goal is take advantage of the
symmetric nature of the original system to get rid of the derivative loss that appears.
Due to the good property of the original system, it is expected that one can get rid
of the derivative loss; however, this requires some lengthy calculations. For I11,
we deduce by integration by parts that

I11 D �

Z
R2
rr
?
� r ���1

�
r
?V .˛;a/ ˝r?V

�
� rV .˛;a/eq dx

D �

Z
R2
rkr

?
i rj�

�1
�
r
?
i V

.˛;a/
r
?
j V

�
rkV

.˛;a/eq dx D
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D �

Z
R2
r
?
i rj�

�1
�
rkr

?
i V

.˛;a/
r
?
j V

�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i rj�

�1
�
r
?
i V

.˛;a/
rkr

?
j V

�
rkV

.˛;a/eq dx

D

Z
R2
r
?
i rj�

�1
�
rkV

.˛;a/
r
?
i r
?
j V

�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i r
?
i rj�

�1
�
rkV

.˛;a/
r
?
j V

�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i rj�

�1
�
r
?
i V

.˛;a/
rkr

?
j V

�
rkV

.˛;a/eq dx

D

Z
R2
r
?
i rj�

�1
�
rkV

.˛;a/
r
?
i r
?
j V

�
rkV

.˛;a/eq dx

C
1

2

Z
R2
jrV .˛;a/j2rj

�
r
?
j Ve

q
�
dx

�

Z
R2
r
?
i rj�

�1
�
r
?
i V

.˛;a/
rkr

?
j V

�
rkV

.˛;a/eq dx:

Next, for I12 we get by integration by parts that

I12 D �

Z
R2
rr
?
� r ���1

�
r
?V ˝r?V .˛;a/

�
� rV .˛;a/eq dx

D �

Z
R2
rkr

?
i rj�

�1
�
r
?
i V r

?
j V

.˛;a/
�
rkV

.˛;a/eq dx

D �

Z
R2
r
?
i rj�

�1
�
rkr

?
i V r

?
j V

.˛;a/
�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i rj�

�1
�
r
?
i V rkr

?
j V

.˛;a/
�
rkV

.˛;a/eq dx

D �

Z
R2
r
?
i rj�

�1
�
rkr

?
i V r

?
j V

.˛;a/
�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i r
?
j V rkV

.˛;a/
�
rkV

.˛;a/eq dx:

Then for I13, we write

I13 D

Z
R2
rr
?
� r ���1

�
r
?H .˛;a/

˝r
?H

�
� rV .˛;a/eq dx

D

Z
R2
rkr

?
i rj�

�1
�
r
?
i H

.˛;a/
� r
?
j H

�
rkV

.˛;a/eq dx

D

Z
R2
r
?
i rj�

�1
�
rkr

?
i H

.˛;a/
� r
?
j H

�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i H

.˛;a/
� rkr

?
j H

�
rkV

.˛;a/eq dx D
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D

Z
R2
r
?
i r
?
i rj�

�1
�
rkH

.˛;a/
� r
?
j H

�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i rj�

�1
�
rkH

.˛;a/
� r
?
i r
?
j H

�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i H

.˛;a/
� rkr

?
j H

�
rkV

.˛;a/eq dx

D �

Z
R2
rkH

.˛;a/
� r
?
j Hrj

�
rkV

.˛;a/eq
�
dx

�

Z
R2
r
?
i rj�

�1
�
rkH

.˛;a/
� r
?
i r
?
j H

�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i H

.˛;a/
� rkr

?
j H

�
rkV

.˛;a/eq dx:

For I14, we deduce similarly to I12 that

I14 D

Z
R2
rr
?
� r ���1

�
r
?H ˝r?H .˛;a/

�
� rV .˛;a/eq dx

D

Z
R2
rkr

?
i rj�

�1
�
r
?
i H � r

?
j H

.˛;a/
�
rkV

.˛;a/eq dx

D

Z
R2
r
?
i rj�

�1
�
rkr

?
i H � r

?
j H

.˛;a/
�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i H � rkr

?
j H

.˛;a/
�
rkV

.˛;a/eq dx

D

Z
R2
r
?
i rj�

�1
�
rkr

?
i H � r

?
j H

.˛;a/
�
rkV

.˛;a/eq dx

�

Z
R2
r
?
i rj�

�1
�
r
?
i r
?
j H � rkH

.˛;a/
�
rkV

.˛;a/eq dx:

For I15, we have

I15 D

Z
R2
rk

�
r
?
j H

.˛;a/
i rjV Cr

?
j HirjV

.˛;a/
�
rkH

.˛;a/
i eq dx

D

Z
R2
.rkr

?
j H

.˛;a/
i rjV Cr

?
j H

.˛;a/
i rkrjV /rkH

.˛;a/
i eq dx

C

Z
R2
.r?j HirkrjV

.˛;a/
Crkr

?
j HirjV

.˛;a//rkH
.˛;a/
i eq dx

D �
1

2

Z
R2
jrH .˛;a/

j
2
r
?
j .rjVe

q/dx

C

Z
R2
r
?
j HirkrjV

.˛;a/
rkH

.˛;a/
i eq dx

C

Z
R2
.r?j H

.˛;a/
i rkrjV Crkr

?
j HirjV

.˛;a//rkH
.˛;a/
i eq dx:
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Inserting the above equalities from I11 to I15 into I1, we get

(4.3)

I1 D

Z
R2
r
?
i rj�

�1
�
r
?
i H

.˛;a/
� rkr

?
j H

� r
?
i V

.˛;a/
rkr

?
j V

�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
rkV

.˛;a/
r
?
i r
?
j V

� rkH
.˛;a/
� r
?
i r
?
j H

�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
rkr

?
i H � r

?
j H

.˛;a/

� rkr
?
i V r

?
j V

.˛;a/
�
rkV

.˛;a/eq dx

C

Z
R2
r
?
i rj�

�1
�
r
?
i r
?
j V rkV

.˛;a/

� r
?
i r
?
j H � rkH

.˛;a/
�
rkV

.˛;a/eq dx

C
1

2

Z
R2
jrV .˛;a/j2rj

�
r
?
j Ve

q
�
dx

�
1

2

Z
R2
jrH .˛;a/

j
2
r
?
j

�
rjVe

q
�
dx

�

Z
R2
rkH

.˛;a/
� r
?
j Hrj

�
rkV

.˛;a/eq
�
dx

C

Z
R2
r
?
j HirkrjV

.˛;a/
rkH

.˛;a/
i eq dx

C

Z
R2

�
r
?
j H

.˛;a/
i rkrjV

Crkr
?
j HirjV

.˛;a/
�
rkH

.˛;a/
i eq dx:

In view of (4.3), one can see that we have gained one derivative compared with the
original expression. We still need to make the strong null condition appear.

We start by treating the first four lines on the right-hand side of (4.3). It is
obvious that they have the same structure, so we only treat the first one. By the L2

boundedness of the Riesz transform, the first term is bounded byX
1�i;j;k�2



riH .˛;a/
� rkrjH � riV

.˛;a/
rkrjV




L2
krV .˛;a/kL2 :(4.4)

Now, to see the strong null condition, we apply the orthogonal decomposition to
the radial and transverse directions:

riH
.˛;a/
� rkrjH � riV

.˛;a/
rkrjV(4.5)

D riH
.˛;a/
� !rkrjH � ! CriH

.˛;a/
� !?rkrjH � !

?

� riV
.˛;a/
rkrjV D
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D .riV
.˛;a/
CriH

.˛;a/
� !/rkrjH � !

� riV
.˛;a/.rkrjV CrkrjH � !/CriH

.˛;a/
� !?rkrjH � !

?:

Now we are ready to estimate (4.4). When integrating over the domain fr �
hti=2g, we use (3.2), Lemma 3.16, and Lemma 3.18 to get

(4.6)

X
1�i;j;k�2

kriH
.˛;a/
� rkrjH � riV

.˛;a/
rkrjV kL2.r�hti=2/E1=2�

.
X

1�i;j;k�2

�



riV .˛;a/ CriH .˛;a/ � !

hr � ti






L2
khr � tirkrjH � !kL1.r�hti=2/E1=2�

C kriV
.˛;a/
kL2krkrjV CrkrjH � !kL1.r�hti=2/E1=2�

C kriH
.˛;a/
� !?kL2krkrjH � !

?
kL1.r�hti=2/E1=2�

�
. �G� C C�hti

�1E�E��3 C hti�3=2E�E1=2��3

for any � > 0. For the region fr � hti=2g, the bound for (4.4) is easier. By (3.3)
and Lemma 3.16, one has

(4.7)

X
1�i;j;k�2

kriH
.˛;a/
� rkrjH � riV

.˛;a/
rkrjV kL2.r�hti=2/

�


jrH .˛;a/

jjr
2H j C jrV .˛;a/jjr2V j




L2.r�hti=2/

� krH .˛;a/
kL2kr

2HkL1.r�hti=2/

C krV .˛;a/kL2kr
2V kL1.r�hti=2/

. hti�1E1=2� X
1=2
��4 . hti�1E1=2� E

1=2
��3:

Consequently, inserting (4.6) and (4.7) into (4.4) gives thatX
1�i;j;k�2



riH .˛;a/
� rkrjH � riV

.˛;a/
rkrjV




L2
krV .˛;a/kL2

. �G� C C�hti
�1E�E1=2��3:

Here we have used the a priori assumption E��3 � 1.
Then, we estimate the fifth and sixth integrals of (4.3). For these two integrals,

the decay is much better. Direct integration by parts shows that they are equal to

�
1

2

Z
R2
.jrH .˛;a/

j
2
C jrV .˛;a/j2/@�V

eq

rht � ri2
dx

C

Z
R2
rkH

.˛;a/
� @�HrkV

.˛;a/ eq

rht � ri2
dx:

By (3.1), the above can be further estimated by

hti�3=2E�E1=2��3:
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Finally, we treat the last two integrals of (4.3). To show the null structure, we
employ the orthogonal decomposition into radial and transverse directions to get
that

(4.8)

�
r
?
j H

.˛;a/
i rkrjV Crkr

?
j HirjV

.˛;a/
�
rkH

.˛;a/
i

D
�
r
?
j H

.˛;a/
� !rkrjV Crkr

?
j H � !rjV

.˛;a/
�
rkH

.˛;a/
� !

C
�
r
?
j H

.˛;a/
� !?rkrjV Crkr

?
j H � !

?
rjV

.˛;a/
�
rkH

.˛;a/
� !?:

For the expression inside the parentheses on the first line of the right-hand side of
(4.8), one can rewrite it as follows:

r
?
j H

.˛;a/
� !rkrjV Crkr

?
j H � !rjV

.˛;a/

D
�
r
?
j H

.˛;a/
� ! Cr?j V

.˛;a/
�
rkrjV C .rkr

?
j H � ! Crkr

?
j V /rjV

.˛;a/

� r
?
j V

.˛;a/
rkrjV � rkr

?
j V rjV

.˛;a/

D
�
r
?
j H

.˛;a/
� ! Cr?j V

.˛;a/
�
rkrjV C

�
rkr

?
j H � ! Crkr

?
j V

�
rjV

.˛;a/:

Here we have used the fact that

r
?
j V

.˛;a/
rkrjV Crkr

?
j V rjV

.˛;a/
D 0:

Hence, for the last line of (4.3), by (3.2), Lemma 3.16, and Lemma 3.18, we can
estimate the integral over the region fr � hti=2g by

�r?j H .˛;a/

� ! Cr?j V
.˛;a/

�
rkrjV




L2.r�hti=2/



rkH .˛;a/
� !



L2

C


�rkr?j H � ! Crkr?j V �rjV .˛;a/

L2.r�hti=2/krkH .˛;a/

� !kL2

C


�r?j H .˛;a/

� !?rkrjV Crkr
?
j H � !

?
rjV

.˛;a/
�
rkH

.˛;a/
� !?




L1.r�hti=2/

.




r?j H .˛;a/ � ! Cr?j V

.˛;a/

ht � ri






L2
kht � rir2V kL1.r�hti=2/E1=2�

C krkr
?
j H � ! Crkr

?
j V kL1.r�hti=2/krV

.˛;a/
kL2E1=2�

C





r?k H .˛;a/ � !?

ht � ri






L2



ht � rijrU .˛;a/jjr2U j


L2.r�hti=2/

. �G� C C�hti
�1E�E��3 C hti�3=2E�E1=2��3:

In the region fr � hti=2g, we can easily estimate the last line of (4.3), similarly to
(4.7), to deduce that it is controlled by

hti�1E�E1=2��3:

Thus we gather the estimates in Step 1 to conclude that

I1 . �G� C C�hti
�1E�E1=2��3:
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Step 2. Estimate of the lower-order term I2.
We introduce zf ˛a given by

zf ˛aijk D
X

ˇC
D˛;bCcDa
jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
ark

�
riV

.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c/
�

and
zf ˛a2 D

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
ar.r

?H .ˇ;b/
rV .
;c//:

Using these notations, we can control I2 from the L2 boundedness of the Riesz
transform by X

ijk



 zf ˛aijk 

L2krV .˛;a/kL2 C 

 zf ˛a2 


L2
krH .˛;a/

kL2 :

Thus to estimate I2, we only need to take care of zf ˛a
ijk

and zf ˛a2 .

First we treat zf ˛a
ijk

. One easily has

rk.riV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c//

D rkriV
.ˇ;b/
rjV

.
;c/
� rkriH

.ˇ;b/
� rjH

.
;c/

CriV
.ˇ;b/
rkrjV

.
;c/
� riH

.ˇ;b/
� rkrjH

.
;c/:

In view of the fact that the last two lines above are similar, we concentrate only on
the first one. To estimate k zf ˛a

ijk
kL2 , we still divide the integral domain R2 into two

different subdomains.
In the region fr � hti=2g, we have

 zf ˛aijk 

L2.r�hti=2/ � X

ˇC
D˛;bCcDa
jˇ jCjbj;j
 jCjcj<j˛jCjaj



jr2U .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

:(4.9)

Here and in what follows, thanks to the fully nonlinear effect of the new formula-
tion, we always have one derivative in the lower-order terms. Thus one has room
to use the weighted L2 norm X� even though we are facing the derivative loss
X��2 . E��1.

For (4.9), if jcjCj
 j � jbjCjˇj, then there holds jbjCjˇjC2 � �, j
 jCjcjC3 �
Œ.j˛j C jaj/=2�C 3 � � � 4. By (3.3) and Lemma 3.16, we haveX

ˇC
D˛;bCcDa
j
 jCjcj�jˇ jCjbj<j˛jCjaj



jr2U .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

.
X

ˇC
D˛;bCcDa
j
 jCjcj�jˇ jCjbj<j˛jCjaj

hti�1kr2U .ˇ;b/kL2khtirU
.
;c/
kL1.r�hti=2/ .
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.
X

ˇC
D˛;bCcDa
j
 jCjcj�jˇ jCjbj<j˛jCjaj

hti�1E1=2
jˇ jCjbjC2

X
1=2

j
 jCjcjC3
. hti�1E1=2� E

1=2
��3:

If jbjCjˇj < jcjCj
 j, then j
 jCjcjC1 � �, jbjCjˇjC4 � Œ.j˛jCjaj/=2�C4 �
� � 4. We can similarly obtain

X
ˇC
D˛;bCcDa

jˇ jCjbj<j
 jCjcj<j˛jCjaj



jr2U .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

.
X

ˇC
D˛;bCcDa
jˇ jCjbj<j
 jCjcj<j˛jCjaj

hti�1E1=2
j
 jCjcjC1

X
1=2

jˇ jCjbjC4
. hti�1E1=2� E

1=2
��3:

Thus we arrive at



 zf ˛aijk 

L2.r�hti=2/ . hti�1E1=2� E
1=2
��3:

In the region fr � hti=2g, we need to employ the null structure to get some extra
decay in time. A natural idea is to use a variant version of Lemma 3.10; however,
this doesn’t work due to the derivative loss Y��2 . E��1. To solve this problem,
we will use the ghost weight energy at all derivative levels.

For zf ˛a
ijk

, we organize similarly to the decomposition (4.5):

rkriV
.ˇ;b/
rjV

.
;c/
� rkriH

.ˇ;b/
� rjH

.
;c/

D .rkriV
.ˇ;b/
CrkriH

.ˇ;b/
� !/rjV

.
;c/

� rkriH
.ˇ;b/
� !.rjV

.
;c/
CrjH

.
;c/
� !/

� rkriH
.ˇ;b/
� !?rjH

.
;c/
� !?:

Thus

(4.10)



 zf ˛aijk 

L2.r�hti=2/krV .˛;a/kL2
�

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

�

.rkriV .ˇ;b/ CrkriH .ˇ;b/
� !/rjV

.
;c/



L2.r�hti=2/

E1=2�

C krkriH
.ˇ;b/
� !.rjV

.
;c/
CrjH

.
;c/
� !/kL2.r�hti=2/E1=2�

C krkriH
.ˇ;b/
� !?rjH

.
;c/
� !?kL2.r�hti=2/E1=2�

�
:
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When j
 jCjcj � jˇjCjbj, by (3.2), Lemma 3.16, and Lemma 3.18, the right-hand
side of (4.10) can be bounded byX
1�i;j;k�2

X
jˇ jCjbj<j˛jCjaj

j
 jCjcj�Œ.j˛jCjaj/=2��



rkriV .ˇ;b/ CrkriH .ˇ;b/ � !

ht � ri






L2
kht � rirjV

.
;c/
kL1.r�hti=2/E

1=2

k

C krkriH
.ˇ;b/
� !kL2k.rjV

.
;c/
C vjH

.
;c/
� !/kL1.r�hti=2/E1=2�

C krkriH
.ˇ;b/
� !?kL2krjH

.
;c/
� !?kL1.r�hti=2/E1=2�

�
. �G� C C�hti

�1E�E��3 C hti�3=2E�E1=2��3:

Repeating the above procedure, we can control the right-hand side of (4.10) in the
case jˇj C jbj � j
 j C jcj by

�G� C C�hti
�1E�E��3 C hti�3=2E�E1=2��3:

Thus, we get 

 zf ˛aijk 

L2

rV .˛;a/

L2 . �G� C C�hti
�1E�E1=2��3:

Here we have used the a priori estimate that E��3 � 1.
We turn our attention to k zf ˛a2 kL2 . Since the estimate is similar to k zf ˛a

ijk
kL2 , we

only sketch the main line of argument. We still divide the integral domain R2 into
two different parts to estimate them separately. For the integral over the domain
fr � hti=2g, the estimate is exactly the same as the one for k zf ˛a

ijk
kL2.r�hti=2/. For

the region fr � hti=2g, we still need to make full use of the appropriate null struc-
ture. The estimate is similar to one for k zf ˛a

ijk
kL2.r�hti=2/ once the null structure of

zf ˛a2 is present. Hence we only show the strong null structure of zf ˛a2 below.
Employing the orthogonal decomposition into radial and transverse directions,

any term in the sum defining I2 can be decomposed asX
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
ari .r

?
j H

.ˇ;b/
rjV

.
;c//

D

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
arir

?
j H

.ˇ;b/
rjV

.
;c/
Cr

?
j H

.ˇ;b/
rirjV

.
;c/
D
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D

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

h
C ˇ˛ C

b
a

�
rir

?
j H

.ˇ;b/
� !rjV

.
;c/
Cr

?
j H

.ˇ;b/
� !rirjV

.
;c/
�
!

C C ˇ˛ C
b
a

�
rir

?
j H

.ˇ;b/
� !?rjV

.
;c/

Cr
?
j H

.ˇ;b/
� !?rirjV

.
;c/
�
� !?

i
D

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

h
C ˇ˛ C

b
a

�
rir

?
j H

.ˇ;b/
� ! Crir

?
j V

.ˇ;b/
�
rjV

.
;c/

C C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
� ! Cr?j V

.ˇ;b/
�
rirjV

.
;c/

C C ˇ˛ C
b
a

�
rir

?
j H

.ˇ;b/
� !?rjV

.
;c/

Cr
?
j H

.ˇ;b/
� !?rirjV

.
;c/
�
� !?

i
:

Here we have used the fact that

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
arir

?
j V

.ˇ;b/
rjV

.
;c/

C

X
ˇC
D˛;bCcDa

jˇ jCjbj;j
 jCjcj<j˛jCjaj

C ˇ˛ C
b
arirjV

.
;c/
r
?
j V

.ˇ;b/
D 0:

Thus, we can estimate zf ˛a2 as zf ˛a
ijk

to get that



 zf ˛a2 


L2



rH .˛;a/



L2

. �G� C C�hti
�1E�E1=2��3:

Finally, we gather our estimates for (4.1) to derive that

(4.11)

1

2

d

dt

Z
R2
.jrV .˛;a/j2 C jrH .˛;a/

j
2/eq dx

�

Z
R2
�r�

X̨
lD0

.�1/˛�lV .l;a/ � rV .˛;a/eq dx

C
1

2

Z
R2

jrV .˛;a/ CrH .˛;a/ � !j2 C jrH .˛;a/ � !?j2

ht � ri2
eq dx

. �G� C C�hti
�1E�E1=2��3:
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The viscosity terms can be estimated as follows:

�

Z
R2
�r�

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � rV .˛;a/eq dx

D �

Z
R2
j�V .˛;a/j2eq dx C

Z
R2
��

˛�1X
lD0

C l˛.�1/
˛�lV .l;a/ ��V .˛;a/eq dx

C

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/rV .˛;a/ � req dx

� �

Z
R2
j�V .˛;a/j2eq dx � �

˛�1X
lD0

�
C l˛
�2 Z

R2
j�V .l;a/j2eq dx

�
1

4
�

Z
R2
j�V .˛;a/j2eq dx �

1

4
�
X̨
lD0

�
C l˛
�2 Z

R2
j�V .l;a/j2eqdx

� �

Z
R2
jrV .˛;a/j2eqdx

�
1

2
�

Z
R2
j�V .˛;a/j2eq dx � 2�

˛�1X
lD0

�
C l˛
�2 Z

R2
j�V .l;a/j2eq dx

� �

Z
R2
jrV .˛;a/j2eqdx:

Consequently,

1

2

d

dt

Z
R2
.jrV .˛;a/j2 C jrH .˛;a/

j
2/eq dx

C
1

2
�

Z
j�V .˛;a/j2eq dx � 2�

˛�1X
lD0

�
C l˛
�2 Z

R2
j�V .l;a/j2eq dx

� �

Z
R2
jrV .˛;a/j2eq dx

C
1

2

Z
R2

jrV .˛;a/ CrH .˛;a/ � !j2 C jrH .˛;a/ � !?j2

ht � ri2
eq dx

� �G� C C�hti
�1E�E1=2��3:
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Integrating both sides of the above inequality in time on Œ0; t/, we get

(4.12)

1

2

Z
R2
.jrV .˛;a/.t/j2 C jrH .˛;a/.t/j2/eq dx

C
1

2
�

Z t

0

Z
R2
j�V .˛;a/.�/j2eq dx d�

� 2�

˛�1X
lD0

�
C l˛
�2 Z t

0

Z
R2
j�V .l;a/.�/j2eq dx d�

� �

Z t

0

Z
R2
jrV .˛;a/.�/j2eq dx d�

C
1

2

Z t

0

Z
R2

jrV .˛;a/.�/CrH .˛;a/.�/ � !j2 C jrH .˛;a/.�/ � !?j2

h� � ri2
eq dx d�

� �

Z t

0

G�.�/d� C C�

Z t

0

h�i�1E�.�/E
1
2

��3.�/d�

C
1

2

Z
R2
.jrV .˛;a/.0/j2 C jrH .˛;a/.0/j2/eq dx:

These two terms on the left of (4.12) will be absorbed by the viscous dissipation
coming from the lower orders and the standard energy estimate of the next subsec-
tion (see (4.19)).

4.2 Highest-Order Standard Energy Estimate
Now we proceed with the highest-order standard energy estimate. Here we have

one less regular derivative to estimate and we will not use the ghost weight. Hence
we don’t need to handle the commutators between the ghost weight and the viscos-
ity terms, but only handle the commutators between the scaling operator and the
viscosity terms. We remark that here the estimate of the nonlinearities is slightly
different because of the absence of the extra regular derivative.

Let � � 12 and j˛j C jaj � � � 1, and let us take the L2 inner product of the
first and the second equation of (2.14) with V .˛;a/ and H .˛;a/, respectively. Then
adding up the resulting equations, we get

(4.13)

1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx

�

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � V .˛;a/dx

D

Z
R2
f 1˛aV

.˛;a/dx C

Z
R2
f 2˛a �H

.˛;a/dx:

Since the estimate for the first term and that for the second one on the right-hand
side of (4.13) are very similar, we give the details for only the first one.
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It follows easily from the L2 boundedness of the Riesz transform that

Z
R2
f 1˛aV

.˛;a/dx .X
ˇC
D˛
bCcDa

X
1�i;j�2

kriV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c/
kL2kV

.˛;a/
kL2 :

In the region fr � hti=2g, we have

X
ˇC
D˛
bCcDa

X
1�i;j�2

kriV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c/
kL2.r�hti=2/

.
X

ˇC
D˛
bCcDa



jrU .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

.
X

bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j



jrU .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

:

Here we used the symmetry between the index in the last inequality. Note that
due to the derivative loss X��2 . E��1 and since jbj C jˇj � jcj C j
 j, one has
j
 j C jcj C 3 � Œ.j˛j C jaj/=2�C 3 � � � 4. By (3.3) and Lemma 3.16, the above
quantities can be controlled by

X
bCcDa; ˇC
D˛
jbjCjˇ j�jcjCj
 j

hti�1krU .ˇ;b/kL2khtirU
.
;c/
kL1.r�hti=2/

.
X

bCcDa; ˇC
D˛
jbjCjˇ j�jcjCj
 j

hti�1E1=2
jˇ jCjbjC1

X
1=2

j
 jCjcjC3

� hti�1E1=2� X
1=2
��4 . hti�1E1=2� E

1=2
��3:

In the region fr � hti=2g, we need to employ the null structure to get extra time
decay. An important trick here is that we need to use the appropriate null structure.
The situation is similar to the estimate of I2 in the last subsection. A natural idea is
to use Lemma 3.10, but this doesn’t work due to the derivative loss Y��2 . E��1.
To solve this problem, we combine the highest-order standard energy estimate and
the highest-order modified energy estimate. More precisely, we will use the good
term G� that comes from the ghost weight energy obtained in the modified energy
estimate.
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Employing the orthogonal decomposition into radial and transverse directions,
we have

riV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c/

D riV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� !rjH

.
;c/
� !

� riH
.ˇ;b/
� !?rjH

.
;c/
� !?

D .riV
.ˇ;b/
CriH

.ˇ;b/
� !/rjV

.
;c/

� riH
.ˇ;b/
� !.rjV

.
;c/
CrjH

.
;c/
� !/

� riH
.ˇ;b/
� !?rjH

.
;c/
� !?:

Consequently,

(4.14)

X
ˇC
D˛
bCcDa

X
1�i;j�2

kriV
.ˇ;b/
rjV

.
;c/
� riH

.ˇ;b/
� rjH

.
;c/
kL2.r�hti=2/kV

.˛;a/
kL2

.
X

ˇC
D˛
bCcDa

X
1�i�2



jriH .ˇ;b/
� ! CriV

.ˇ;b/
jjrU .
;c/j




L2.r�hti=2/

E
1=2
��1

C

X
ˇC
D˛
bCcDa

X
1�i;j�2

kriH
.ˇ;b/
� !?rjH

.
;c/
� !?kL2.r�hti=2/E

1=2
��1:

In the above inequality, we used the symmetry between the index b and c and the
symmetry between ˇ and 
 . For (4.14), if jˇj C jbj � j
 j C jcj, by (3.2), Lemma
3.16, and Lemma 3.18, it can be further bounded by

X
ˇC
D˛;bCcDa
jˇ jCjbj�j
 jCjcj

X
1�i�2





riV .ˇ;b/ CriH .ˇ;b/ � !

ht � ri






L2
kht � rirU .
;c/kL1.r�hti=2/E

1=2
��1

C

X
ˇC
D˛;bCcDa
jˇ jCjbj�j
 jCjcj

X
1�i�2

krH .ˇ;b/
kL2kriH

.
;c/
� !?kL1.r�hti=2/E

1=2
��1

. �G� C C�hti
�1E��1E��3 C hti

�3=2E1=2� E
1=2
��1E

1=2
��3:

If jˇj C jbj < j
 j C jcj, we can repeat a similar procedure to deduce that the
right-hand side of (4.14) can be bounded by

hti�3=2E1=2� E
1=2
��1E

1=2
��3:

It then follows by gathering the above estimates thatZ
R2
f 1˛aV

.˛;a/dx . �G� C C�hti
�1.E� CE��1/E1=2��3:



2112 Y. CAI ET AL.

The estimate of
R

R2 f
2
˛a �H

.˛;a/dx is similar to
R

R2 f
1
˛a � V

.˛;a/dx. The key
point is to explore the appropriate null structure for f 2˛a. We will prove that

(4.15)

jf 2˛aj .
X

bCcDa
ˇC
D˛

ˇ̌
r
?
j H

.ˇ;b/
� !?rjV

.
;c/
ˇ̌

C

X
bCcDa
ˇC
D˛

ˇ̌�
r
?
j H

.ˇ;b/
� ! Cr?j V

.ˇ;b/
�
rjV

.
;c/!
ˇ̌
;

from which we can deduce thatZ
R2
f 2˛aH

.˛;a/dx . �G� C C�hti
�1.E� CE��1/E1=2��3:

Hence in what follows, we only show (4.15).
Employing the orthogonal decomposition onto radial and transverse directions,

we have

f 2˛a D
X

bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
rjV

.
;c/
�

D

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
� !rjV

.
;c/
�
!

C

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
� !?rjV

.
;c/
�
!?:

For the first line on the right-hand side in the above, we rewrite it as asX
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
� !rjV

.
;c/
�
!

D

X
bCcDa
ˇC
D˛

C ˇ˛ C
b
a

�
r
?
j H

.ˇ;b/
� ! Cr?j V

.ˇ;b/
�
rjV

.
;c/!:

Here we have used the fact thatX
bCcDa
ˇC
D˛

C ˇ˛ C
b
ar
?
j V

.ˇ;b/
rjV

.
;c/! D 0:

This yields (4.15).
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Finally, we gather our estimate for (4.13) to derive that

(4.16)

1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx

�

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � V .˛;a/dx

� �G� C C�hti
�1.E� CE��1/E1=2��3:

We estimate the diffusion terms in (4.16) as follows:

(4.17)

�

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � V .˛;a/dx

D �

Z
R2
jrV .˛;a/j2 dx

C

Z
R2
�r

˛�1X
lD0

C l˛.�1/
˛�lV .l;a/ � rV .˛;a/dx

�
1

2
�

Z
R2
jrV .˛;a/j2 dx �

1

2
�

˛�1X
lD0

�
C l˛
�2 Z

R2
jrV .l;a/j2 dx:

Hence we can deduce that
1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx

C
1

2
�

Z
R2
jrV .˛;a/j2 dx �

1

2
�

˛�1X
lD0

�
C l˛
�2 Z

R2
jrV .l;a/j2 dx

� �G�.t/C C�hti
�1.E� CE��1/E1=2��3:

Integrating both sides of the above inequality in time over Œ0; t/, we get

1

2

Z
R2
.jV .˛;a/.t/j2 C jH .˛;a/.t/j2/dx

C
1

2
�

Z t

0

Z
R2
jrV .˛;a/.�/j2 dx d�

�
1

2
�

˛�1X
lD0

�
C l˛
�2 Z t

0

Z
R2
jrV .l;a/.�/j2 dx d�

�
1

2

Z
R2
.jV .˛;a/.0/j2 C jH .˛;a/.0/j2/dx

C �

Z t

0

G�.�/d� C C�

Z t

0

h�i�1
�
E�.�/CE��1.�/

�
E
1=2
��3.�/d�:
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Using Lemma 3.4, we deduce that

(4.18)

Z
R2
.jV .˛;a/.t/j2 C jH .˛;a/.t/j2/dx C �

Z t

0

Z
R2
jrV .˛;a/.�/j2 dx d�

. E��1.0/C �

Z t

0

G�.�/d�

C C�

Z t

0

h�i�1
�
E�.�/CE��1.�/

�
E
1=2
��3.�/d�:

Now we are going to combine the highest-order modified energy estimate of the
previous subsection with the standard one to deal with the diffusion energy with
the negative sign in (4.12). Multiplying (4.18) by 4max�2R e

q.�/ and then adding
(4.12), we get

(4.19)

Z
R2
.jrV .˛;a/.t/j2 C jrH .˛;a/.t/j2/eq dx

C

Z
R2
.jV .˛;a/.t/j2 C jH .˛;a/.t/j2/dx C �

Z t

0

Z
R2
j�V .˛;a/.�/j2eq dx d�

�

˛�1X
lD0

�C

Z
R2
j�V .l;a/j2eq dx C �

Z t

0

Z
R2
jrV .˛;a/.�/j2 dx d�

C

X
1�k�2

Z t

0

Z
R2

jrkV
.˛;a/.�/CrkH

.˛;a/.�/ � !j2 C jrkH
.˛;a/.�/ � !?j2

ht � ri2
eq dx d�

. �

Z t

0

G�.�/d�

C C�

Z t

0

h�i�1.E�.�/CE��1/E1=2��3.�/d� C E�.0/CE��1.0/:

Summing over all j˛j C jaj � � � 1 and using Lemma 3.4 to handle the negative
sign diffusion energy on the left-hand side of (4.19), we get that

E�.t/CE��1.t/C
Z t

0

G�.�/d�

C �
X

j˛jCjaj���1

Z t

0

Z
R2
j�V .˛;a/.�/j2 C jrV .˛;a/.�/j2 dx d�

. �

Z t

0

G�.�/d� C C�

Z t

0

h�i�1.E�.�/CE��1.�//E1=2��3.�/d�

C E�.0/CE��1.0/:
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Taking � small enough, we conclude that

E�.t/CE��1.t/C
Z t

0

G�.�/d�

C

X
j˛jCjaj���1

�

Z t

0

Z
R2
j�V .˛;a/.�/j2 C jrV .˛;a/.�/j2 dx d�

.
Z t

0

h�i�1.E�.�/CE��1.�//E1=2��3.�/d� C E�.0/CE��1.0/:

This is the desired a priori estimate (2.18).

4.3 Lower-Order Standard Energy Estimate
In this last subsection, we present the lower-order standard energy estimate. A

trick here is that we need to earn the maximum decay in time. In order to achieve
this, we are going to take full advantage of the inherent strong null structure.

Let j˛j C jaj � � � 3. Taking the L2 inner product of the first and second
equation of (2.14) with V .˛;a/ and H .˛;a/, respectively, we get

1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx �

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � V .˛;a/dx

D

Z
R2
f 1˛aV

.˛;a/
C f 2˛a �H

.˛;a/dx

� kf ˛aij kL2kV
.˛;a/
kL2 C kf

2
˛akL2kH

.˛;a/
kL2 :

We have used the L2 boundedness of the Riesz transform in the last bound. Here
we recall that f ˛aij was defined in (2.16).

Now we are going to treat kf ˛aij kL2 . First, we have

kf ˛aij kL2.r�hti=2/ .X
bCcDa
ˇC
D˛



jrV .ˇ;b/jjrV .
;c/j C jrH .ˇ;b/
jjrH .
;c/

j



L2.r�hti=2/

:

Since the index .ˇ; b/ and .
; c/ in the above quantity are symmetric, we can as-
sume that j
 j C jcj � jˇj C jbj without loss of generality. Thus j
 j C jcj C 3 �
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Œ.j˛j C jaj/=2�C 3 � � � 4. In view of (3.3) and Lemma 3.16, we get

kf ˛aij kL2.r�hti=2/

.
X

bCcDa;ˇC
D˛
jcjCj
 j�jbjCjˇ j



jrU .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

.
X

bCcDa;ˇC
D˛
jcjCj
 j�jbjCjˇ j



hti�2ht � ri2jrU .ˇ;b/jjrU .
;c/j


L2.r�hti=2/

.
X

bCcDa;ˇC
D˛
jcjCj
 j�jbjCjˇ j

hti�2X
1=2

jˇ jCjbjC1
X
1=2

j
 jCjcjC3
� hti�2X

1=2
��2X

1=2
��4

. hti�2E1=2��1.t/E
1=2
��3.t/:

Moreover, in the region fr � hti=2g, by (3.19), we get

(4.20)



f ij˛a

L2.r�hti=2/
.




1r X
jbjCjcj�jaj
jˇ jCj
 j�j˛j

jV .jˇ j;jbjC1/V .j
 j;jcjC1/j C jH .jˇ j;jbjC1/
jjH j
 j;jcjC1j






L2.r�hti=2/

C




 X
bCcDa
ˇC
D˛

ˇ̌
@rV

.ˇ;b/
C @rH

.ˇ;b/
� !
ˇ̌
.jrV .
;c/j C jrH .
;c/

j/




L2.r�hti=2/

C




 X
bCcDa
ˇC
D˛

@rH
.ˇ;b/
� !?@rH

.
;c/
� !?





L2.r�hti=2/

:

For the first line on the right-hand side of (4.20), by the symmetry between the
index .ˇ; b/ and .
; c/, we can assume that jbjCjˇj � jcjCj
 j. Thus jbjCjˇjC3 �
Œ.jaj C j˛j/=2�C 3 � � � 4. By (3.1), the first line can be estimated by

hti�1
X

jbjCjcjCjˇ jCj
 j�jajCj˛j
jbjCjˇ j�jcjCj
 j

kU .jˇ j;jbjC1/kL1.r�hti=2/kU
.j
 j;jcjC1/

kL2

. hti�3=2
X

jbjCjcjCjˇ jCj
 j�jajCj˛j
jbjCjˇ j�jcjCj
 j

E
1=2

jcjCj
 jC1
E
1=2

jbjCjˇ jC3
. hti�3=2E1=2��3E

1=2
��1:
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For the second line on the right-hand side of (4.20), if jbj C jˇj � jcj C j
 j, then
by Lemma 3.16, we have


 X
bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j

.@rV
.ˇ;b/
C @rH

.ˇ;b/
� !/.jrV .
;c/j C jrH .
;c//





L2.r�hti=2/

. hti�1
X

bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j

kr.@rV
.ˇ;b/
C @rH

.ˇ;b/
� !/kL2krU

.
;c/
kL1.r�hti=2/

. hti�
3
2

X
bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j

Y
1=2

jˇ jCjbjC1
E
1=2

j
 jCcC3
. hti�3=2E1=2��3E

1=2
��1:

Otherwise, if jbj C jˇj � jcj C j
 j, then by (2.17) and Lemma 3.18, we haveX
bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j



.@rV .ˇ;b/ C @rH .ˇ;b/
� !/.jrV .
;c/j C jrH .
;c//




L2.r�hti=2/

.
X

bCcDa;ˇC
D˛
jbjCjˇ j�jcjCj
 j

k@rV
.ˇ;b/
C @rH

.ˇ;b/
� !kL1.r�hti=2/krU

.
;c/
kL2

. hti�3=2E1=2��3E
1=2
��1:

The estimate of the third line of (4.20) can be treated exactly as the second line.
Thus we conclude by gathering the estimates that

f ˛aij 



L2
. hti�3=2E1=2��1.t/E

1=2
��3.t/:

For kf 2˛akL2 , we can use the same strategy used for the estimate of kf ˛aij kL2 to
get the same bound. Thus, we gather all the estimates in this subsection to deduce
that

1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx

�

Z
R2
��

X̨
lD0

C l˛.�1/
˛�lV .l;a/ � V .˛;a/dx . hti�3=2E��3E1=2��1:

For the viscosity terms, by (4.17), we get

1

2

d

dt

Z
R2
.jV .˛;a/j2 C jH .˛;a/

j
2/dx

C
1

2
�

Z
R2
jrV .˛;a/j2 dx �

˛�1X
lD0

�C

Z
R2
jrV .l;a/j2 dx . hti�3=2E��3E1=2��1:

We can integrate in time on Œ0; t/ over the above inequality, then use Lemma 3.4 to
absorb the diffusion energy with a negative sign. Finally, summing over j˛jCjaj �
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� � 3, we get

E��3.t/C
X

j˛jCjaj���3

�

Z t

0

Z
R2
jrV .˛;a/.�/j2 dx d�

. E��3.0/C

Z t

0

h�i�3=2E��3.�/E
1=2
��1.�/d�:

This is the desired a priori estimate (2.19).
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