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E D I T O R I A L

Shifting sights on STEM education quantitative instrumentation 
development: The importance of moving validity evidence to the 
forefront rather than a footnote

One would be hard pressed to complete a graduate program in 
education and not, at a minimum, hear about the concepts of 
validity (measuring what we intend to measure) and reliabil-
ity (measuring consistently). As educational researchers, we 
are well aware that strong validity and reliability evidence for 
our instruments are fundamental for the advancement of re-
search. Even so, hard scientists often think less of educational 
research because “the social sciences are, well, ‘soft’, and 
lacking methodological rigour” (“In praise of soft science,” 
2005, p. 2). This criticism is in part due to the nature of the 
constructs under study. While our hard science colleagues are 
investigating scientific phenomena with well-established tools 
to measure outcomes such as growth in height or differences 
in speed; social science researchers are attempting to quantify 
or explain constructs that are far more challenging to measure 
such as human attitudes and beliefs, or cognitive abilities. The 
challenge may also in part be due to a lack of measurement 
training (Liu,  2010; Shih, Reys, Reys, & Engledowl,  2019; 
Smith, Conrad, Chang, & Piazza, 2002), which is essential for 
social scientists to develop and validate sound instruments.

To address this inherent concern about instrumentation 
rigor in the social sciences, The Standards for Educational 
and Psychological Testing were first released in 1966 by a 
collaboration comprised of American Educational Research 
Association (AERA), American Psychological Association 
(APA), and National Council on Measurement in Education 
(NCME). In 2014, the most recent version of The Standards 
(AERA, APA, & NCME, 2014) discussed the need to collect, 
evaluate, and document multiple forms of validity evidence 
for the results and interpretations of a quantitative instrument 
to be judged suitable for a specified intent. Further, with 
greater validity evidence to support the validity argument of 
an instrument, stronger inferences may be drawn regarding 
instrumentation soundness (AERA et al., 2014; Kane, 2016).

While there are numerous forms of validity evidence dis-
cussed within volumes of literature, there are five specific types 
The Standards urge developers of educational and psycholog-
ical assessments to evaluate: test content, response processes, 
internal structure, relationship to other variables, and conse-
quential (AERA et al., 2014). Test content validity evidence 
investigates instrument item alignment (test content) with the 

construct to be measured (theoretical trait). Supporting evi-
dence often comes from subject matter experts (SMEs) evaluat-
ing item-to-construct alignment and can be logical or empirical 
(qualitative) (Sireci & Faulkner-Bond,  2014). Response pro-
cess validity evidence appraises participant responses or per-
formance alignment with the test construct (Leighton, 2017). 
Generally, data to support response process validity is qualita-
tive and collected through cognitive interviews, think alouds, 
or focus group interviews with a sample of typical respondents 
to check that they understand items and respond in ways devel-
opers envisioned (Padilla & Benitez, 2014). Internal structure 
validity evidence is assessed through psychometric methods 
to explore: (a) instrument dimensionality, (b) measurement in-
variance, and (c) instrument reliability (Rios & Wells, 2014). 
Relationship to other variables validity evidence often uses sta-
tistical testing to investigate instrument outcome associations 
with other variables hypothesized to be related (either posi-
tively or negatively) (Beckman, Cook, & Mandrekar,  2005). 
Consequential validity evidence and bias are often collected 
through qualitative data to examine how participants perceive 
the assessment to have impacted them or how the results could 
have impacted participants (Bostic & Sondergeld, 2015), but 
such data can be examined quantitatively too. Even though 
each of the five sources of validity evidence are considered 
important, it is significant to note that research examining 
beyond content and internal structure of instruments is rare 
(Beckman et al., 2005) (see as exceptions Bostic, Matney, & 
Sondergeld, 2019; Bostic & Sondergeld, 2015).

Supporting the value of quantitative instrument validity 
and reliability evidence in the social sciences, prominent fed-
eral agencies such as the National Science Foundation (NSF) 
and Institute of Educational Sciences (IES) regularly request 
grant proposals centered on the rigorous development of new 
tools and assessments. One such collaborative mathematics 
project currently funded through NSF’s DRK-12 program is 
entitled Developing and Evaluating Assessments of Problem 
Solving (DEAP).1 This four-year project started in 2017 and 
focuses on rigorously developing and collecting extensive 
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validity evidence for three Problem Solving Measures (PSM3, 
PSM4, PSM5) in grades 3 to 5. A team of mathematics educa-
tors and psychometricians work on this initiative to ensure as-
sessments are aligned with Common Core Standards, vertically 
equated to each other, and linked to prior developed middle 
grades PSMs in grades 6 to 8. According to the NSF abstract, 
“this project fills a need in the field as no set of measures uses 
vertical equating to assess elementary students’ problem- 
solving performance in a rigorous fashion within the contest of 
state testing” (NSF, n.d., p. 2). In a somewhat similar vein, 
NSF also funded two rounds of a collaborative research project 
entitled Validity Evidence for Measurement in Mathematics 
Education (V-M2ED).2 The purpose of the current initiative is 
not to develop new instruments, but to create criteria for eval-
uating validity evidence of currently used quantitative mathe-
matics instruments and synthesize validity evidence from 
published literature. Teams of mathematics educators, psycho-
metricians, statisticians, policy experts, and graduate students 
are collaborating to complete V-M2ED efforts. These are just 
two samples that underscore the importance of extensive 
STEM educational instrumentation development, validation, 
and publishing for external review and examination.

With support for research and reporting on instrumen-
tation soundness by many of education's leading organi-
zations and funding agencies, one might expect validity 
studies to be common. For this piece, a review of the top 
20 mathematics, science, and/or STEM education jour-
nals (according to Scimago Journal Rankings https://www.
scima​gojr.com/) was conducted to investigate this hypoth-
esis. Journal editorial staff were emailed and asked if they 
would consider publishing validation studies. While 40% 
of journal editors did not reply, 20% (n = 4) indicated they 
would not accept a validation study and 40% (n = 8) said 
they would if it aligned with their journal's aims and goals. 
From the 16 journals that either did not respond or reported 
they would consider validation studies, a deeper dive into 
the number of research reports and number of instrumen-
tation validity manuscripts published over the last 5 years 
was completed. Less than 2% of empirically based pub-
lications in these journals were mathematics, science, or 
STEM instrument validity studies.

If top science, technology, engineering, and mathematics 
(STEM) education journals are willing to accept instrument 
validity studies, and the field deems this as an important ven-
ture, then why are there so few disseminated through peer-re-
viewed publications? Perhaps the answer is partially due to 
time or expertise. As established through both the DEAP and 
V-M2ED projects, validation work takes significant time (mul-
tiple years) and is conducted through an iterative process as 
collaborative efforts between experts of various sorts (SMEs 

and psychometricians). While it is important to note that 
many quantitative mathematics, science, and/or STEM edu-
cation outcome studies do provide reliability statistics (e.g., 
Cronbach alpha) and/or mention the instrument's outcomes 
have been demonstrated to be a valid indicator of the content 
being assessed, this is no substitute for a rigorously developed 
and published validity study. If it is a goal of researchers in the 
fields of mathematics, science, and STEM education to have 
their quantitative study findings viewed as scientific among 
broader audiences, the manner in which instruments are de-
signed, tested, and disseminated must be moved to the fore-
front rather than placed in a footnote. This shift is necessary 
to advance the field and allow for valid and reliable outcomes 
research to be produced from meaningful measures.
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