TRANSVERSE LINES TO SURFACES
OVER FINITE FIELDS
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ABSTRACT. We prove that if S is a smooth reflexive surface in P3
defined over a finite field F,, then there exists an [F -line meeting

S transversely provided that ¢ > cdeg(S), where ¢ = 3%@ ~

1.7808. Without the reflexivity hypothesis, we prove the existence
of a transverse F,-line for ¢ > deg(9)?.

INTRODUCTION

Given a smooth variety X C P" defined over an algebraically closed
field k, a classical theorem of Bertini asserts that X N H is smooth for
a general hyperplane H defined over k [6, Theorem I1.8.18]. The same
proof in fact works for any infinite field k. When k = F, is a finite field,
it is possible that H N X is singular for every hyperplane H defined
over F,. The following example is due to Nick Katz [10]:

S XY - XYI+ Z9W — ZW1 =0

defines a smooth surface in P? over F, such that each F,-hyperplane
is tangent to S in particular, its hyperplane sections over [F, are all
singular (Example 3.4). While we cannot guarantee the existence of
a smooth hyperplane section, Poonen [13, Theorem 1.1] proved that
there are plenty of hypersurfaces Y C P” such that X NY is smooth.

Another approach to remedy the original Bertini theorem in the case
of finite fields is to investigate how large ¢ should be with respect to
the invariants of the variety X so that X admits a favourable linear
section. For instance, the first author [1] proved that if C' C P? is a
smooth reflexive plane curve of degree d over IF, such that ¢ > d — 1,
then there is an F,-line which meets C' transversely. In this paper, we
prove an analogous transversality result for surfaces.

Theorem 0.1. Let S C P? be a smooth reflexive surface of degree d
defined over F,. There exists an F,-line L C P? meeting S transversely

provided that q > cd, where ¢ = %ﬁ ~ 1.780776.

Recall that a line L meets a surface S transversely if the intersection
SN L consists of d = deg(S) distinct geometric points. The reflexivity
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of a surface S is a technical hypothesis needed to exclude pathological
examples in characteristic p > 0. We will review the relevant definitions
in Section 4.

The lower bound in Theorem 0.1 may be improved or weakened
under different hypotheses. In Section 1, we first prove the theorem in
a special case, where the hypothesis is easy to state, and no knowledge
of reflexivity is required. Furthermore, the proof in the special case
yields a sharper bound ¢ > cyd for some algebraic number ¢y ~ 1.537,
contains the key strategy to be reused in the other cases, and motivates
the definition of the auxiliary surfaces introduced later in Section 2.5.

We prove Theorem 0.1 in Section 2 under a slightly more general
setup, namely, for Frobenius classical surfaces. We also prove a version
of the theorem in Section 3 for all smooth surfaces at the cost of a
weaker bound ¢ > d?. In Section 4, we show that reflexive surfaces
are Frobenius classical; the results in this last section are valid for any
hypersurface.

The following example provides evidence that the condition ¢ > d—1
is necessary to guarantee the existence of a transverse line; so our linear
bound ¢ > cd is tight up to the multiplicative constant.

Example 0.2. Consider a surface S C P? defined by the polynomial

Li(XTY — XY9) + Ly(XZ — X Z9) + Ly(XW — XW)
4 Ly(YIZ =Y Z9) + Ly(YIW — YW + Lg(Z9W — ZW9)

where Ly,...,Lg € F,[X,Y,Z W] are linear forms. This surface has
degree d = q + 2, and it is space-filling, i.e. S(F,) = P3(F,). For
each F,-line L C P3, either L is contained in S, or S N L contains
g+ 2 points counted with multiplicity. In the latter case, SN L already
contains ¢ + 1 distinct point of L(F,) as S is space-filling, so the extra
intersection multiplicity accounts for tangency at one of the F,-points.
Thus, each line L C P? defined over F, is tangent to S at some point.

In this example, one expects to get smooth surfaces by choosing
Ly, ..., Lg carefully. Indeed, computations in Macaulay2 [5] confirm the
existence of such surfaces over I, for primes p < 31. However, we do
not have a proof of this assertion in general. In any case, it produces a
degree d surface S C P? over F, satisfying ¢ = d— 2 such that S admits
no transverse I -lines.

Conventions. We will assume that the characteristic of the field is
p # 2. Some of the results, such as Theorem 1.1, holds for p = 2 but
other concepts such as reflexivity is more delicate in this case.
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1. EXISTENCE OF TRANSVERSE LINES: SPECIAL CASE

In this section, we prove Theorem 0.1 in a special case. Let S C P3
be a smooth surface defined by a degree d homogeneous polynomial

F = F(Xo, X1, X2, X3) € Fy[Xo, X1, Xo, X3].

For the sake of brevity, we denote Fy, := 2L Using the Frobenius

morphism ®: P3 — P3, which is defined as -
@ ([Xo, X1, Xo, X3]) = [Xg, X{, X3, X3],
we denote
F@(Xo, X1, X3, X4) i= Fx, 0 ®(Xo, X1, X3, X4)
= Fx,(Xg, X{, X3, X3).

With this notation, we construct two polynomials from F' by

Fio:= X{Fx, + X{Fx, + XJFx, + X{Fx,

Fop = XoF + X\ FE + XoFE) + XaF ),
and let

Si10:=4{F10=0} and Sp;:={Fp1=0}.

These surfaces are special cases of the auxiliary surfaces associated to
S to be introduced in Section 2.5.

Theorem 1.1. Let S C P? be a smooth surface of degree d defined over
F,, and let S1g,S01 C P3 be the auziliary surfaces defined as above.
Suppose that S, Sig, and Sy1 intersect in a 0-dimensional scheme.
Then there exists an F,-line meeting S transversely if ¢ > cd, where
¢ ~ 1.536974 is the real root of the polynomial 223 — 22* —x — 1. More
precisely, without the assumption q > cd, the number of transverse
F,-lines is at least

¢ — (d—2)¢* — % [(d® = 5)¢” + (d° — 2d° + 4d — 4)q + (d* — 3)] .
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1.1. Main ingredients in the proof. We prove the existence of an
[F,-line transverse to S by comparing the number of IF-lines tangent to
S to the number of F-lines in P3| which is given by

(1.1) #Gr(2,4)(Fy) = (¢ + 1)(¢* + ¢+ 1).

Note that the latter quantity is a degree 4 polynomial in q. We will
show that the previous one grows at a rate no greater than a degree
3 polynomial in q. Therefore, we can find a transverse line when ¢ is
large enough compared to deg(.S), and the dependency between ¢ and
deg(S) can be analyzed by comparing the two polynomials.

Recall that a line L C P? is tangent to S at P if and only if

Pe L CTpS.

Here we consider TpS as a hyperplane in the ambient P3. In order to
estimate the number of F-lines tangent to S, we divide them into two
different types.

Definition 1.2. Let L C P? be an F,-line tangent to S. We call L
a rational tangent line if it is tangent to S at some F -point P € S.
Otherwise, we call L a special tangent line.

Estimating the number of special tangent lines is subtle, which will
be investigated in Section 1.2. On the other hand, the number of
rational tangent lines is easy to estimate. Indeed, let L be an [y -line
tangent to S at P € S(F,). Then L must be one of the ¢ + 1 lines in
TpS = P? defined over F, and passing through P. Therefore, the total
number of rational tangent lines is bounded above as follows:

(1.2) #{rational tangents} < #S(F,) - (¢ + 1).

Another ingredient in the proof is the bound on #S(F,) given by
Homma [8, Theorem 1.1]

(1.3) #S(Fy) < (d = 1)(¢° +1),

which holds whenever S contains no Fy-line. In our situation, there is
no [F;-line in S since any such line is contained in both S} ¢ and Sy by
Lemma 2.7. But this is not allowed as SN 510N Sy, is a O-dimensional
scheme by hypothesis.

1.2. Estimate for the number of special tangent lines. From the
definitions of S and So 1, it is straightforward to verify that

(SN S10)(F,) ={PeSEF,): ®(P)eTpS},

(1.4)
(SﬂSgl {PGS ) PET@(}D)S}
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Consider the intersection
I':=5n Sl,o N 5071.
Then I'(F,) is a finite set by our hypothesis. Note that I'(F,) = S(F,).

Lemma 1.3. For each special tangent line L C P3, we define
PL:{PGS(E)PELngS}
to be the set of the points of tangency. Then

(1) PL, CT(F,) \T'(F,), and
(2) P, NP # 0 implies L = L'.

Proof. Given any point P € Py, we claim that P € ['(F,) \ ['(F,).
Indeed, since P is a point of tangency, we have

(1.5) PeL CTpS.
Under the Frobenious action ®, there are relations
O(L)=L and PO(TpS) = Tewp)S,
so we obtain
Q" (P) € L CTyr(p)S forallr € Z
by applying ®" to (1.5). In particular, we get
PeL CTepS and O(P)e L CTpS,

which imply that P € S, ¢(F,) and P € S, (F,), respectively. It follows
that P € ['(F,). Note that P ¢ I'(F,) = S(F,) as L is a special tangent
line. Hence (1) follows.

Let L and L’ be two special tangent lines. Suppose that there exists
a point P € P, N Pr. Using the fact that L and L’ are defined over

F,, we have

d(P) € B(L)N®(L)=LNL,
so the distinct points P and ®(P) both lie in L and L', which implies
that L = L. [

The assignment L +— P shows that every special tangent line L

contributes at least #P; > 2 distinct points to I'(F,) \ I'(F,). Hence
we obtain the following inequalities:

(#I(F,) — #T'(F,))
(#I(F,) — #S(F,)) .

#{special tangents} <

N =D —



On the other hand, the definition of I implies that

#F(Fq) S degS . deg 517() . deg 5071
=d(g+d—1)(gd—q+1).
As a result, we obtain

d d—1)(qd — 1) — #S(F
(1.6)  #{special tangents} < g+ )4 2‘1+ ) — #S( q).
1.3. Estimate for the number of transverse lines. Inequalities

(1.2) and (1.6) together imply that

#{tangent lines} = #{rational tangents} + #{special tangents}

< #8(F,) - (g+1)+ Matd=Dlgd=q+1) = #5(F,)

2
< #S(F,) - (H%) +d(Q+d—1)2(qd_q+1)

where the last inequality uses the bound (1.3) for #S(F,).
Recall from (1.1) that the number of F,-lines in P? equals (¢*+1)(¢*+
g+ 1). Hence

#{transverse lines} = (¢* + 1)(¢* + ¢ + 1) — #{tangent lines}

> (@41t q+1) — (A= D)@ +1) (q+1>

2
dlg+d—1)(gd—q+1)
2
1

=q¢"—(d—2)¢* - 3 [(&® —5)¢” + (d° — 2d° + 4d — 4)q + (d* — 3)] .
The last expression can be considered as a polynomial in g with positive
leading coefficient. In particular, there exists an [F -line transverse to
S if ¢ is large enough compared to d.

Our goal is to find minimal such ¢ of the form cd, where ¢ is a real
constant. By substituting ¢ = xd into the polynomial and requiring it
to be positive, we get the inequality

r(22° — 2% — 2 — 1)d*
+ (42° + 22)d* + (52 — 4o — 1)d® + 4xd + 3 > 0.

Now consider the left hand side as a polynomial in d. To make the
inequality hold for all d € N, it is necessary that

r(20° — 22 —2 — 1) > 0.
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The minimal x where this relation is satisfied is x = ¢ where ¢ is the
unique real root of 2x* —x — 1, namely

<2+ /80 — 30v/6 + \/80+30\/_) = 1.536974...

Moreover, it is straightforward to verify that all the other coefficients
423 4+ 2z, 5x? —4x —1, and 4z

are strictly positive when x > c¢. Therefore, to satisfy the inequality
above, it is sufficient to have ¢ > cd.

2. TRANSVERSE LINES TO FROBENIUS CLASSICAL SURFACES

In this section, we prove an analogue of Theorem 1.1 which is slightly
weaker but deals with a more general situation. Here we retain the
notation from the beginning of Section 1.

Definition 2.1. Let S C P? be a smooth surface defined over F,. We
say that S is Frobenius classical if there exists a closed point P € S
such that ®(P) ¢ TpS. Otherwise, S is called Fronenius non-classical.

We discuss Frobenius classical surfaces later in more detail in Sec-
tion 4. In particular, we will show that every reflexive surface is Frobe-
nius classical, and therefore Theorem 0.1 is a consequence of Theo-
rem 2.2.

Theorem 2.2. Let S C P3 be a smooth surface defined over F,. As-
sume that S is Frobenius classical. Then there exists an F-line trans-

verse to S if
3+ V17
q= <—+4 > d ~ 1.7808d

More precisely, under the assumption q > d, the number of transverse
Fg-lines is at least

g —1[(3d 4)¢* + (& +3d — 6)¢* + d(d + 1)g + d(d — 1)*] .

Let us explain why the theorem deals with a more general situation
than in Theorem 1.1: By definition, a surface S is Frobenius non-
classical if and only if

®(P) € TpS, forall P e S(F,).

In view of (1.4), this is equivalent to S C S;, which implies that the
intersection S N S1 9 N Sp1 is at least 1-dimensional. Therefore, S is
Frobenius classical if we require the intersection to be 0-dimensional.
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2.1. Main ingredients in the proof. The strategy in proving The-
orem 2.2 is the same as in the special case, except that the estimate
for the number of special tangent lines involves the additional auxiliary
surface Ss ¢, defined by

2 2 2 2
Xg FXO—}—Xf Fx, —l—Xg Fx, —i—Xg Fx, =0.
Note that
(SHSQ’O)(E) = {P c S(E) : (I)Q(P) € TPS}

Since S is Frobenius classical, S N S is 1-dimensional. Therefore
the intersection

II:=5n 5170 N S()’l N 527()
has no component in dimension two, which allows us to write
IT=1I, Ul

where dimIly = 0 and dimII; = 1. We show in Lemma 2.5 that II; is
a union of Fy-lines. This fact implies that the points of tangency of a
special tangent line must lie in Ily, which helps us produce an upper
bound to the number of these lines. The details are in Section 2.3.

In this case, it is possible that S contains an [Fy-line, so the bound
(1.3) for #S(F,) shall be replaced by [9, Theorem 1.2]:

(2.1) £8(F,) < (¢+1)(gd — g+ 1).

2.2. Collinearity on Galois conjugates. The goal of this part is
Lemma 2.5, which shows that the component II; consists only of F,-
lines. In the following, we use the notation (P, ..., Px) to denote the
subspace in P? spanned by the points P, ..., P, € P3.

Lemma 2.3. Let P € P be a point. Then (P, ®(P),®*(P)) is a line
if and only if (P"(P) :r € Z) is a line. In this situation, the two lines
coincide and are defined over F,,.

Proof. If (®"(P) : r € Z) is a line, then of course (P, ®(P), d?(P)) is a
line. For the converse, the statement is trivial when P is defined over
an extension Fys of degree s < 3, so we assume this is not the case.
Applying the Frobenious action to L = (P, ®(P), ®*(P)), we get

O(L) = (2(P), ¥*(P),9*(P))
— (®(P),®*(P)) = (P,®(P),®*(P)) = L

as two distinct points uniquely determine a line. Therefore L is defined
over F,, and thus contains ®"(P) for all r € Z. U
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Lemma 2.4. Let P € II(F,) be any given point. Then
O"(P) € TpS for all r € Z.
Assume further that {®"(P) : r € Z} is not contained in a line. Then
TpS = Torp)S for allr € Z.
Proof. By definition of II, we have
oY(P), P, ®(P), ¥*(P) € TpS.

If three consecutive points from the above four are collinear, the lemma
follows immediately from Lemma 2.3.

Assume that ®7'(P), P, and ®(P) are not collinear. Then P, ®(P),
®2(P) are also not collinear. As three non-collinear points uniquely
determine a plane, we get

<<I>*1(P), P,<I>(P)> =TpS = <P, d(P), <I>2(P)>
As a result,
O(TpS) = <I>(<q)*1(P), P,QD(P)>) = <P, <I>(P),<I>2(P)> =TpS.

Thus, TpS is defined over F,. So, ®"(TpS) = TpS for all r € Z which
translates into Ter(p)S = TpS. In particular, ®"(P) € TpS for all
r € Z. O

Lemma 2.5. The component I1; is a union of IF,-lines.

Proof. Let C C II; be a component defined and irreducible over F,.
Assume that C is not an Fy-line. Pick a point P € C which is defined
over [Fyn for some n > deg C' but not over any proper subfield.

Assume that ®71(P), P,®(P) are collinear. Then they span a line
L defined over F, by Lemma 2.3. Moreover, the intersection L N C
contains the set

{®"(P) :r=0,...,n—1}

with cardinality n > deg C'. This implies L = (', a contradiction.

Therefore, ®~1(P), P, ®(P) cannot be collinear. In this situation, all
of the tangent planes Tor(p)S coincide by Lemma 2.4. It follows that
the Gauss map

v: S — (P :Q — TS
sends every ®"(P) € S to the same point. Here (P3)* denotes the space
of hyperplanes in P3. Since the point P € C(F,) can be chosen with

n arbitrarily high, v must contract C. This contradicts the fact that
the Gauss map of a smooth surface is finite [16, Corollary 1.2.8]. O
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2.3. Estimate for the number of special tangent lines.

Lemma 2.6. For each special tangent line L C P3, let
P :={PeS{F,) :PcLCTpS}

be the set of the points of tangency. Then

(1) Pr, € o(F,y) \ Io(F,), and
(2) Pr, N Pr # 0 implies that L = L.

Proof. A similar argument as in the proof of Lemma 1.3 shows that

(i) Pr, € TI(IFy) \ TI(F,), and
(i1) Pr, NPr # O implies that L = L'.

This already proves (2). o

To prove (1), assume that there exists a point P € P NI (F,).
Since II; is a union of Fy-lines by Lemma 2.5, we have P € L' for some
F,-line

L'CTI; C&S.

Then both L and L' contains the distinct points P and ®(P). It follows

that L = L' C S, a contradiction. Therefore Py, is disjoint from II; (F,),
which proves (1). O

The assignment L — Pp shows that every special tangent line L

contributes at least #P; > 2 distinct points to IIy(F,). Hence we
obtain the following inequality:

Io(F,
#{special tangents} < #OT(Q).

To estimate #I1y(F,), consider the 1-dimensional scheme
B:=(5N5S1p) \ 1.
It decomposes into geometrically irreducible components as
B=BiU---UB,,.
Hence

Iy = BN (So1NSap) = U B; N (Sp,1 N Say),
i=1
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whence

#11,(F,) < #(B; N Sp1 N Sap)(F,)

L

1

7

NE

< deg B; - max {deg Sy 1, deg S2o}

=1

= egB - max {deg So,l, deg 52,0}
<dlg+d—1) -max{dg—q+1, ¢ +d—1},

where in the second inequality we use the fact that B; NSy or B;NSs
must be of dimension 0.
Assume that ¢ > d. Then it is easy to verify that

max{dq—q+1, ¢ +d—1}y=¢*+d—1.
As a result, we obtain

Iy (F,
#{special tangents} < #OT(Q)

cdg+d=1)(¢+d-1)
- 2

(2.2)

2.4. Estimate for the number of transverse lines. Note that the
estimate (1.2) for the number of rational tangents is still valid in the
general case:

#{rational tangents} < #S(F,) - (¢ + 1).
Together with (2.1) and (2.2), we obtain

#{tangent lines} = #{rational tangents} + #{special tangents}
dlg+d—1)(¢>+d—1)
2
dlg+d—1)(¢>+d—1)

<(qg+1)*qgd—q+1)+ 5 .

< #5(F,) - (¢+1)+

According to (1.1),
#{transverse lines} = (¢* + 1)(¢* + ¢ + 1) — #{tangent lines}
> (@ + D)@ +a+ 1) = (g+1)*(@d—g+1)
dg+d—1)(g>+d—1)
2
=q' - % [(8d — 4)¢° + (d* + 3d — 6)¢” + d(d + 1)g + d(d — 1)] .
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Similar to the special case, our goal here is to find a constant ¢ > 0
such that the last expression is positive whenever ¢ = xd with x > c.
By inserting ¢ = zd into the expression followed by a rearrangement,
we want to find minimal x such that

2%(22% — 3z — 1)d*
+ (42° — 32* —x — 1)d® + (62 — 2 + 2)d®> — d > 0.
For this inequality to hold for all d € N; it is necessary that
20 =3z —1>0.
The minimal value of z > 0 for which this relation holds is when x = ¢
is the unique positive root of 222 — 3z — 1 = 0, namely

_34+V17
==

c = 1.780776...

Furthermore, the coefficient 42® — 322 — 2 — 1 in front of d3, and the
entire expression (6x% — z + 2)d? — d are also strictly positive for x > c.
Indeed, the unique real root of 423 — 322 —x — 1 =0 is at o ~ 1.1542,
and

(62° —x +2)d* —d > 52*d* —d > 5d* —d > 0

for all positive integers d. We deduce the existence of a transverse
[F;-line provided that ¢ > cd where ¢ = %ﬁ.

2.5. Auxiliary surfaces. The surfaces S}, So1, and Sy play essen-
tial roles in proving our main theorems. In this subsection we define
Sm,n for any m,n € Z, and prove that any [Fy-line inside S is contained
in Sp,,. The inspiration for these surfaces comes from the work of
Stohr and Voloch [14, Theorem 0.1], where they used the exact ana-
logue of S o for plane curves to give an upper bound on the number of
F,-points.

Suppose that S is a smooth surface defined by the equation F' = 0
over [F,. Consider a point

P=[Xo:X1:Xy:X3]€P?
as a row vector, and the differential

OF

DF:[FXOZF)(lZFX2IFX3], WhereFXi ::8_)(1.’

as a column vector. We define the surfaces
S 1= {®™(P) - DF(®"(P)) =0}, m,n€Z,
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where the products are inner products between row and column vectors.
These are called auziliary surfaces throughout the paper. Explicitly,
S 1s defined by the equation

X Fxy (X, XT X XY+ L+ X Fy (X, X7 XT XTI =0.
By definition,
(SN Spn)(Fy) ={P € SF,) : ©"(P) € Ton(p)S}.

Note that, as F' is defined over the ground field, the equation for S, ,
is equivalent to

®™(P) - d"(DF(P)) = 0,

from which one can easily verify that, set-theoretically,
Sim s Smarmtr forall r € Z.

Lemma 2.7. Assume that S contains an Fy-line L. Then L C S,,,
for all m,n € 7Z.

Proof. Clearly, L C TpS for all P € L. Since L is defined over I,
given any point P € L, we have

O™(P) € L C Tonp)S, forall m,n € Z.
So P €S, for all m,n € Z. O

3. TRANSVERSE LINES TO ARBITRARY SMOOTH SURFACES

In the previous section, we produced transverse lines to a Frobenius-
classical surface S C P? of degree d under the assumption that ¢ > cd
for some constant ¢ > 0. Now we investigate the general case of a
smooth surface in P* without any additional hypothesis.

We first explain why the bound ¢ > d(d—1)? is sufficient to guarantee
a transverse [F-line to an arbitrary smooth surface of degree d. Under
the hypothesis ¢ > d(d—1)?, Ballico [2, Theorem 1] proves the existence
of a transverse F,-plane H C P3 to S, meaning that TpX ¢ H for every
P € S(F,). Note that C := SNH is a smooth curve. Applying Ballico’s
result again to C', we obtain an [F-line L C H such that L is transverse
to C. By construction, L is also transverse to S.

The purpose of this section is to improve the bound ¢ > d(d — 1) to
a quadratic bound ¢ > d?.

Theorem 3.1. Let S C P? be a smooth surface of degree d defined
over F,. If ¢ > d?, then there exists an F,-line L C P* meeting S

13



transversely. More precisely, under the assumption q > d, the number
of transverse F-lines is at least

1
¢ — 3 [(@®+d—4)¢’ + (5d — 6)¢* + d(d® — 2d + 3)q + d(d — 1)] .

The advantage of the theorem is that it applies to every smooth sur-
face without the additional hypothesis that S is reflexive or Frobenius
classical. As a drawback, we get a quadratic bound ¢ > d? as opposed
to a linear bound ¢ > cd.

The key in proving Theorem 3.1 is to show that either S N .Sy or
S N Sy must be a curve. Recall that if S = {F = 0}, then S, and
Sy are auxiliary surfaces defined respectively by the equations

XgFX0<X07Xl7X27X3) + -+ X?(,]FXg(XU7X17X27X3) = 07
XSQFXO(X07X17X27X3) + et X§2FX3(X07 X1, X0, X5) =0.

We may assume d > 1 as the case d = 1 corresponds to S being a
plane which already admits plenty of transverse lines.

3.1. Proper intersections with auxiliary surfaces.

Lemma 3.2. Let S C IP3 be a smooth surface of degree d > 1 defined
over F,, where ¢ > d. Then SN Sip or SN Sy is 1-dimensional.

Recall that S is Frobenius classical for F, if and only if S N .S is
a curve. Therefore, an equivalent formulation of in Lemma 3.2 (2) is
that S is Frobenius classical for I, or Frobenius classical for [Fg..

Proof of Lemma 3.2. Assume, to the contrary, that SN.S; o and SNSy 0
are both surfaces. Since S is irreducible, we get that S C S, and
S C S39. By Proposition 3.3 below, we can find an F -plane H such
that the plane curve C' := S N H has a component D defined and
irreducible over I, of degree d > 1.

Let P € D be a closed point. If P, ®(P),®*(P) are collinear,
then the line L = (P, ®(P), ®?(P)) is an F, line, because (L) =
(®(P),®*(P),®3(P)) = L. We deduce that:

{PeD: P,®&(P),®*P) are collinear} C U (LN D).
Fg4-lines L
As there are only finitely many F,-lines, the set on the left hand side
is finite. Thus, for a general point P on D, the points P, ®(P), ®*(P)
are non-collinear. We have:
(3.1) P,®(P),®*(P) € H
(3.2) P, ®(P),®*(P) € TpS.
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The relation (3.1) follows from P € H and the fact that H is defined
over F,. The relation (3.2) follows from the assumption that S C S
and S C Sy9. As P,®(P),®*(P) are non-collinear, we deduce that
H = TpS. We have shown that a general point P € D admits the
same tangent plane to S, namely H. Consequently, the Gauss map
v : S — (P3)* contracts D. This contradicts Zak’s result that the
Gauss map of a smooth surface is finite [16, Corollary 1.2.8]. More
details on the Gauss map can be found in Section 4.1. U

Proposition 3.3. Let S C P3 be a smooth surface of degree d > 1
defined over F,. Assume that ¢ > d. Then there exists an F,-plane
H C 3 such that the plane curve H NS contains a component D

defined and irreducible over F, with deg(D) > 1.

Proof. Assume, to the contrary, that 4 N .S is a union of F,-lines for
every F,-plane H in P?. In this case, H N S consists of d distinct F -
lines, because a hyperplane section of a non-degenerate smooth surface
in P? cannot have a non-reduced component of positive dimension. This
follows from a general fact that if X C P" is a smooth hypersurface,
then X N H has isolated singularities for every hyperplane H. This
is simply a restatement of Zak’s theorem that the Gauss map (see
Section 4.1) is a finite morphism [16, Corollary 1.2.8].

Given an Fg-plane H C P3, write HNS = B, U---U E; where E;
are distinct Fy-lines. Since d > 2, H NS is singular at some [F -point
Q, which means that H = TS. In particular, every F,-plane H is
tangent; therefore, the Gauss map

v: S = (PP)* : P TpS
is surjective at the level of F,-points:
S(Fy) - (P°)"(F,).
Comparing the cardinalities,
¢+ +q+1=#)(F,) < #SF) < (¢+1)(gd —q+1)

where the right-most inequality is the bound (2.1) due to Homma and
Kim. Using the identity ¢* +¢*+¢+1 = (¢+1)(¢* + 1), the inequality
above is equivalent to:

¢+1<qd—q+1 & ¢®<qgd—q & ¢<d-—1
contradicting the initial hypothesis that ¢ > d. 0

Example 3.4. The conclusion of Proposition 3.3 does not hold if the
condition ¢ > d is removed. Indeed, consider the surface S mentioned
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in the introduction; the equation for S C IP? is given by
XY — XYT+ ZTW — ZW1 = (.

Each Fj-plane H = TpX is the tangent plane to S at some F,-point P,
and moreover, H NS consists of all the ¢+ 1 lines in H passing through
P. Note that deg(S) = g+ 1, and Proposition 3.3 does not apply to S.

Let us explain why H NS consists of ¢ + 1 distinct lines meeting at
a single point. First, C':= HN S is a plane curve with deg(C') = ¢+1,
and C(F,) = H(F,) since S(F,) = P3(F,). We proceed according to

the following two cases:
Case 1. C has a singular point P defined over Fy.

In this case, each [Fj-line L C H passing through P meets C' in at
least ¢ 4+ 2 points counted with multiplicity, because #L(F,) = ¢+ 1
and the intersection multiplicity of P in LNC'is at least 2. By Bézout’s
theorem, L is an irreducible component of C'. As there are ¢+1 IF-lines
in the plane passing through P and deg(C') = ¢ + 1, it follows that C
must be the union of these lines.

Case 2. C' is smooth at every point P defined over IF,.

Given P € C(F,), the tangent line TpC meets C in at least ¢ + 2
points counted with multiplicity, because P contributes at least 2 to
the intersection. Since deg(C) = ¢ + 1, Bézout’s theorem guarantees
that TpC C C. If P and @ are distinct Fy-points of C, the tangent
lines TpC' and TpC' must coincide, or else the intersection would be a
singular F-point of C, contradiction. Therefore, each of the ¢* + ¢+ 1
points in C(F,) = P?(F,) must share the same tangent line L. This is
impossible, as the line L can only be tangent to at most #L(F,) = ¢+1
distinct [F -points. We see that Case 2 does not happen.

We proceed to prove Theorem 3.1. The argument is similar to the
proof for the Frobenius classical surfaces.

3.2. Estimate for the number of special tangent lines. Using
Lemma 3.2, SN S1p or SN Sy is a curve. In the former case, we have
already found a transverse F,-line provided that ¢ > cd by Theorem 2.2.
From now on, we will assume that S N Sy is at most 1-dimensional.
We follow the same strategy described in Section 2.1. Consider again

II:=58n 51,0 N 3071 N 527()

As before, we write II = IIy U II; where dim Il = 0 and dimII; = 1.
By Lemma 2.5, the component II; entirely consists of F,-lines. By
repeating the same argument in Section 2.3, we use Lemma 2.6 to get
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the following upper bound.

#11o(F,)
2

We will now estimate #1I1,(F,). Consider the following scheme:

A = (S N SQ,O) \ Hl

#{special tangents} <

After decomposing A into geometrically irreducible components,

A=A U - UA,,

we obtain
Iy = AN (S1,0NSp1) = 6 A; N SN Soq
i=1
Therefore,
#IL(F,) < Zm: #(A; N S10 0 80,1)(Fy)

=1

NE

deg A; - max{deg S0, deg So1}

1

eg(A) max{deg S; o, deg Sp1}
(> +d—1)max{g+d—1,dg—q+ 1}

%

d
<d
where in the second inequality we use the fact that A; NS, o or A;NSp 4
must be of dimension 0. It is also clear that dg —q¢+1 > q¢+d—1 for
q > d > 2. This gives us the upper bound we need:

Iy (F,
{special tangents} < #0—(‘1>

2
43) _d@+d—1)(gd—q+1)
2

3.3. Estimate for the number of transverse lines. Combining
(2.1) and (3.3), we obtain an upper bound on the number of tangent
lines:

#{tangent lines} = #{rational tangents} + #{special tangents}

d(¢*+d—1)(gd —q+1)
2
d(@?+d—1)(gd —q+1)
2

<#S(F,) - (¢g+1)+

<(¢+1)%(gd—q+1)+
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Recall that the total number of F -lines in P? is (¢* +1)(¢* + ¢+ 1),
so the number of transverse lines is bounded below as
#{transverse lines} = (¢> + 1)(¢* + ¢ + 1) — #{tangent lines}
> (@ + D)@ +ag+ 1) = (@+1)*(gd—g+1)
d(g* +d—1)(gd — g +1)
2

1
:q4—§[(d2+d—4)q3+(5d—6)q2+d(d2—2d+3)q+d(d—1)},

and the existence of a transverse F,-line will be deduced if the last
expression is positive.

We will substitute ¢ = xd? into the last expression, and find out
the smallest permissible value of = for which it is positive. After a
rearrangement:

(22 —23)dB—23d" + 423 dO+ (= 52® — ) dP + (62°+-22)d* —3zd®> —d*4+-d > 0
We claim that this inequality is satisfied for x > 1 and d > 2. We can
group the terms:

(22 — 23)d® — 23d" = (2* — 2*)d® + (wd — 1)2*d" > 0

42°d° + (=52® — 2)d® > 81°d° — 5a*d® — xd® > 0

(622 + 2x)d* — 3xd® — d* > 122°d® + Sxd?® — 3xd® — d* > 0
Thus, z > 1 is a sufficient condition for the main inequality above to

hold. We conclude that there exists an [F;-line transverse to S whenever
q > d?%

4. FROBENIUS CLASSICAL HYPERSURFACES

This section is devoted to proving the following implication: a smooth
reflexive hypersurface is necessarily Frobenius classical. As a conse-
quence of this result, Theorem 0.1 follows from Theorem 2.2. While
the rest of the paper focuses on the case of surfaces, the results in the
present section apply to any hypersurface in P". The definition for a
hypersurface to be Frobenius (non-)classical is generalized immediately
from Definition 2.1.

Definition 4.1. A projective hypersurface X C P" is called Frobenius

non-classical if for each smooth point P € X(F,), we have ®(P) €
TpX. Here ®: P* — P™ is the usual Frobenius morphism given by

[(Xo, X1, -, X, — [ X, XY, -+, X9].

Otherwise, X is called Frobenius classical.
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4.1. Preliminary on the reflexivity. Supoose that X C P” is a
projective variety. Let X, C X be the smooth locus. The conormal
variety of X is defined as follows:

C(X):={(P,H): P € Xy and TpX C H} C X x (P")*.

It has two natural projections

X (P,

The second projection 7y is called the conormal map, and its image
X* i =m(C(X)) C (P")* is called the dual variety of X.

Definition 4.2. A variety X is called reflezive if C(X) = C'(X*) under
the natural isomorphisms

P x (P")* 2 (P")* x P = (P")* x (B")*™.

The celebrated theorem of Monge-Segre-Wallace asserts that X is
reflexive if and only if the second projection

my: C(X) —» X~

is separable, i.e. the induced field extension k(X*) — k(C(X)) is
separable. The details can be found in [12]. In particular, all varieties
in characteristic 0 are reflexive.

If X is a hypersurface, then 7; is birational, and the composition
Ty 07+ coincides with the Gauss map

v: X -=» (P")": P TpX.

As an immediate consequence of the Monge-Segre-Wallace theorem, X
is reflexive if and only if the Gauss map is separable onto its image.
This applies in particular in our situation when S is a surface in P3.

Remark 4.3. In general, when X is not a hypersurface in P, the
Gauss map

v: X --» Gr(dim X, n)

does not coincide with myom;*. However, one implication is still true: if
a projective variety is reflexive, then the Gauss map is separable [11]. It
is a remarkable result of Fukasawa and Kaji [4] that the converse holds
for surfaces in P" for all n > 3. The converse fails in higher dimensions:
Fukasawa [3] found an example of a smooth non-reflexive projective
variety whose Gauss map is separable (in fact, an embedding).
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4.2. Examples of non-reflexive hypersurfaces. Pick n + 1 homo-
geneous polynomials of degree r:

1o, Ty, ..., T, € Fy[Xo, ..., Xy
Write ¢ = p© for some prime p. Consider the hypersurface X C P"
defined by the polynomial
F =X T8 + X417 + - - + X, TP
Then X is a non-reflexive hypersurface of degree d = 1 + rp. Indeed,
g—)i =T?, and so the Gauss map vy : X --» (P")* is given by
Q = [TO(Q)p7 L) Tn(@)p]
for each smooth point Q € X(F,). The Gauss map of X is inseparable,
and so X is non-reflexive. Note that X is smooth if and only if
{Thy=0}n---Nn{T, =0}
is empty. Thus, we can obtain smooth non-reflexive hypersurfaces by
choosing the polynomials T; carefully.
As an explicit example, one can choose T; = X;; the resulting variety
is the Fermat hypersurface:
Xéﬂrl —I-Xf+1 4. +Xp+1 — 0.
Furthermore, this example is Frobenius non-classical over the field I,
since it can be checked that ®?(P) € Tp(X) for each P € X(F,).

Remark 4.4. The equations for all smooth Frobenius non-classical
plane curves have been found by Hefez and Voloch [7, Theorem 2].

4.3. Reflexivity implies Frobenius classicality. Let X C P" be
a geometrically irreducible and reduced hypersurface defined over a
finite field F,. Then X is defined by a single homogeneous polynomial
F(Xo, Xy, ,X,). Following the same notation in Section 2.5, the
auxiliary hypersurface X, can be defined by
(4.1) G =X{Fo+ X{Fi+ -+ XIF, =0,
where F; := 0F/0X;. We are interested in the following question:

When is X Frobenius non-classical?
or equivalently,

When does F' divide G?

The following theorem reflects this condition.

Theorem 4.5. Let X C P" be a geometrically irreducible and reduced
hypersurface defined over Fy. If X is reflewive, then it is Frobenius
classical.
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The analogue of Theorem 4.5 in the case of curves is well-known
to the experts [7, Proposition 1]. The proof of Theorem 4.5 relies on
Lemma 4.6 below.

Proof of Theorem 4.5. It X is reflexive, then the Gauss map v: X --»
X* is separable (in fact birational), so the ramification locus is of codi-
mension 1. The ramification points of  precisely correspond to the
points on X where the Hessian determinant vanishes (when X is a
surface, such points are called parabolic points of X [15]). In particu-
lar, the Hessian determinant of X cannot identically vanish on all of

X. According to Lemma 4.6 below, X must then be Frobenius classi-
cal. U

Lemma 4.6. Let X C P" be a geometrically irreducible and reduced
projective hypersurface defined by F € F,[Xo, ..., X,,], and let

2 F
Hr = ———
F <aXian )

be the Hessian matriz. If X is Frobenius non-classical, then det(Hp)
vanishes identically on X.

Proof. In the following, we use F;; as a shorthand for the partial deriva-

. 2 . . . . .
tive %. According to our assumption, X is Frobenius non-classical,
1OAj

so that X C X; :={G = 0} where G is defined in (4.1). Since X is
irreducible, there is a homogeneous polynomial R such that

G = FR.
Consider the partial derivatives of G with respect to each variable X;:
Go = X{Fopo + X{Fnn+ -+ X1Fy, = FRy + FoR
Gy = X{Fio+ X{Fn+- -+ X!F, =FR + FiR

Gn=XFu+ XIFy 4+ X'F,, = FR, + F,R

Given P € X C Xy, let ¢ = [xg,...,x,] € (F,)" denote the vector
representing P. After substituting the coordinates of P, and using the
fact that F'(x) = 0, the system above becomes

zdFoo(x) + 2§ For(x) + - - - + 22 Fy(x) = R(x) Fy(x)

rdFoo(x) + 2 Foa () + -+ + 22 F () = R(x) F(x)
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Using a matrix notation, this is equivalent to
(4.2) Hp(P)[zd, ..., 29])" = R(z)[Fo(x), ..., F.(z)]"
where vT stands for the transpose of vector v.

On the other hand, applying Euler’s formula to the homogeneous
polynomial F; for i = 0,1, ...,n, we obtain

XoFio + XaFy + -+ Xy Fipy = (d = 1) F;

After substituting the coordinates of P, this translates into the matrix
equation
(43)  Hp(P)[o, o 2a]” = (d = D[Fo(@), . Fal@)]”
We discuss different situations that can arise:
Case 1. F' does not divide R and d —1 # 0 in IF,.

In this case, we can choose P € X general enough such that R(P) #
0 and ®(P) # P. Then the two vectors

1
r1 = d— 1(130, ...,SL’n)T,
1
Lo = %(xgwx(fa "~7ng)T

are linearly independent solutions to the equation Hp(P)(x) = y with
Yy= (F0<w>7 ) Fn<m))T

In particular, det(Hp(P)) = 0.

Case 2. d—1=0mnF,.

Then for every point P € X,

T = (xo,xl,...,xn)T

is a nonzero solution to the equation Hp(P)(x) = 0 by (4.3), and so
det(Hp(P)) = 0.
Case 3. F divides R.

Then for every point P € X,

T = (xg,az‘f,...,x%)T

is a nonzero solution to the equation Hp(P)(x) = 0 by (4.2), and so
det(Hp(P)) = 0.

Combining the observations above, we deduce that if X is a Frobe-
nius non-classical hypersurface, then a general point P € X is con-
tained in the variety defined by
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Since X is closed, and {det(Hp) = 0} contains a nonzero open subset

of X, it immediately follows that X C {det(Hp) = 0}. O
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