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Abstract

We apply a flexible parametric model, a combination of generalized Plummer profiles, to infer the shapes of the
stellar density profiles of the Milky Way’s satellite dwarf spheroidal galaxies (dSphs). We apply this model to 40
dSphs using star counts from the Sloan Digital Sky Survey, PanStarrs-1 Survey, Dark Energy Survey, and Dark
Energy Camera Legacy Survey. Using mock data, we examine systematic errors associated with modeling
assumptions and identify conditions under which our model can identify “non-standard” stellar density profiles that
have central cusps and/or steepened outer slopes. Applying our model to real dwarf spheroidals, we do not find
evidence for centrally cusped density profiles among the fifteen Milky Way satellites for which our tests with mock
data indicate there would be sufficient detectability. We do detect steepened (with respect to a standard Plummer
model) outer profiles in several dSphs—Fornax, Leo I, Leo II, and Reticulum II—which may point to distinct
evolutionary pathways for these objects. However, the outer slope of the stellar density profile does not yet

obviously correlate with other observed galaxy properties.

Unified Astronomy Thesaurus concepts: Dwarf spheroidal galaxies (420)

1. Introduction

The advent of deep, wide-field sky surveys has quadrupled
the number of known dwarf spheroidal galaxies (dSphs)
surrounding the Milky Way (e.g., Belokurov et al. (2007),
Drlica-Wagner et al. (2015), and Koposov et al. (2015a)).
These extremely faint systems contain old (>10 Gyr) stellar
populations. They are dark matter dominated, with mass-
to-light ratios reaching into the hundreds or even thousands
(see Mateo (1998), McConnachie (2012), and Simon (2019)).
Because of their diminutive masses, and subsequent sensitivity
to dark matter distributions and baryonic processes, it is
challenging for galaxy formation theories to generate both the
currently observed number and internal structure of dSphs
(Bullock & Boylan-Kolchin 2017). The dSphs also provide
excellent targets for indirect dark matter detection experiments
in the Local Group, as their old, quiescent stellar populations
and lack of gas minimize astrophysical backgrounds (Stri-
gari 2018). For these reasons, dSphs provide an important
small-scale constraint to theories of dark matter and cosmol-
ogy. In order to test these theories, however, dSph dynamical
masses must be accurately measured.

The mass profile of a dSph is usually inferred by measuring
the line-of-sight velocity distribution of stars in the galaxy and
comparing to a model via the spherical Jeans equation (e.g.,
Strigari et al. 2008; Bonnivard et al. 2014; Geringer-Sameth
et al. 2015; Read & Steger 2017), which relates the enclosed
dynamical mass profile to the stellar velocity dispersion and
stellar density profiles. While much effort has been devoted to
measuring the magnitudes and shapes of stellar velocity
dispersion profiles (Mateo et al. 1991; Kleyna et al. 2002;
Battaglia et al. 2006; Walker et al. 2007), relatively little
attention has been paid to measuring the shapes of the stellar
density profiles.

Most studies of dSphs usually parameterize stellar density
profiles, v(r), using simple analytic models of fixed functional
form, such as the exponential, King (1962), or Plummer (1911)
profiles (e.g., Irwin & Hatzidimitriou 1995; Cicuéndez et al.
2018; Munoz et al. 2018; Wang et al. 2019). Such models

characterize a dSph’s size using only one or two parameters,
and assume a fixed slope at r =0, either a cusp

d log(v () dlogw(),  _
( dlog(r) l-—o < 0) or a core ( dlog(r) l.—o = 0). Therefore,

adoption of such models does not provide actual measurements
of the shapes of stellar density profiles. This is especially
relevant given the diagnostic implications of stellar density
profiles at both small and large radii. For example, as shown
by Evans et al. (2009), for dSph-like systems with flat velocity
dispersion profiles, the central slope of the dark matter density
profile relates directly to that of the stellar density profile.
Moreover, since the results of Pefiarrubia et al. (2009) indicate
that tidal stripping can alter the shape of the stellar profile, the
light profile is an important clue to the dynamical history of a
galaxy. Thus, efforts to infer dark matter distributions and
study the dynamical state of dwarf galaxies can benefit from
careful measurements of the shapes of stellar density profiles.

Some well-known parametric models do provide sufficient
flexibility to fit a broad range of stellar density profile shapes,
such as the a3y model that allows different power-law indices
at both small and large radii (Zhao 1996). However, the a3y
model lacks analytic integrals for the 2D projected stellar
density. Performing the requisite numerical integrations then
consumes significant computational resources during fits to
star-count data and/or subsequent dynamical modeling.

Here we develop a model for fitting dSph stellar density
profiles that is both flexible and economical, with analytic
expressions for its 3D and projected versions, as well as the
number of stars enclosed within a given radius. Following Read
& Steger (2017), we use a generalized version of the Plummer
model as a basis function, expressing the overall stellar density
as a sum of Plummer profiles (and/or Plummer-like profiles
with steepened gradients at large radius). Using mock data, we
demonstrate that our models have sufficient flexibility to
distinguish among input models that follow cusped and cored
central stellar density profiles, and/or have Plummer-like or
steeper outer profiles. We apply this model to known dSphs
within the footprints of major sky surveys, providing a uniform
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analysis that returns inferences about the stellar density profiles
of these objects.

2. Methodology

We consider that the number of stars contained in a
particular square bin of the sky follows a Poisson distribution.
Following Richardson et al. (2011), we adopt the following
likelihood function:

L = e Mrsicaa [TV SY(Ry), (1)

where >(R;) is the projected stellar density at the position of a
particular star i specified by its coordinates R; relative to the
center of the dSph." Nyredicted = [ S(R)dAgelq is the number of
stars in the entire field as predicted by the model stellar profile;
N refers to the number of stars observed in the field. In
modeling the projected stellar density 2(R), we assume that the
three-dimensional stellar density of member stars (as opposed
to foreground /background contamination) can be expressed as
the weighted sum of individual components that each follow a
simple analytic profile.

We base our profile on the generalized version of a Plummer
(1911) profile, for which the 3D stellar density of N, member
stars is

bn—3
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constant that normalizes the profile. We use this function as a
basis function, expressing the overall 3D density profile of stars
in the galaxy as

where b is the scale radius of the profile and k, = is a
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where w; is the weight assigned to the ith component, b; is the
scale radius of that component, and N, is the total number of
member stars, integrated over all components. The projected
density of member stars on the sky is
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with normalization constant ks = "2—;3 The number of
members enclosed within a circle of radius R on the sky is
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In theory, n could have an arbitrary value, but the integral for
Npem (R) 1s not analytic for all values of n when an elliptical
morphology is allowed within a circular field. Therefore, in this

' For clarity, we specify the position of a star on the sky by R. We specify the

three-dimensional spherical radial coordinate as . We use R), for the projected
half-light radius—i.e., the radius of the circle that encloses half of the galaxy’s
stars.
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work, we consider two values of n: n = 5, the commonly used
Plummer (1911) value, and n = 9, which allows for a steeper
outer profile. As Section 3 demonstrates, these choices give
sufficient flexibility to distinguish astrophysically interesting
differences between centrally cored and cusped profiles, as well
as Plummer-like outer profiles and steeper gradients.

In practice, the weights w; and scale radii b, are not the actual
free parameters used in the fit. The sum of the weights is
degenerate with the overall normalization of the fit, so only
Neomponents — 1 of the weights are free parameters. For our
choice of Neomponents = 3, We use two free parameters z, and z3
defined as:

1

w=s—-
l+2+ 2z
_ 22
W)y =———
I +22+ 23
W3EL. ®)
l+2+ 2z

For the scale radii of each component, we enforce
by > by > b3, to avoid multi-modalities that would arise due
to swapping labels among the three components. Furthermore,
supposing that the available data span a sufficiently large
fraction of the galaxy’s area, we enforce the condition that
by < Rgeg- Therefore, the free parameters we use are my, my,
and my3, where m; is a number between O and 1:

by = my * Ryl
bz =my * b]
b3 = ms3 * bz. (9)

In order to allow for flattened morphologies, we take the
magnitude of the projected position vector R in Equation (1) to
be an “elliptical radius”

R, = &+ n? (cos @ — 6p)? + M], (10)

(1 — ey

where £ and 7 are the standard coordinates of a star’s R.A. and
decl., with the origin at the center of the galaxy in question

(centers listed in Table 2). In Equation (10), § = tan~! (é) is

Ui

the angle of the star with respect to the ¢ axis (which points
toward east), 6, is the position angle of the ellipse (increasing
east of north), and e=1 — b/a is the ellipticity of the
projected stellar density profile, where a and b are semimajor
and semiminor axes, respectively. Even with elliptical
symmetry and allowing for a circular field of finite radius,
the integral for Npregiciea in Equation (1) remains analytic for
the Plummer-like (n = 5) profiles that we consider.

Henceforth, we refer to our model based on the Plummer
profile and Neomponens = 1 or 3 as “1-Plummer” and “3-
Plummer” profiles, and to our model with steeper outer slope
(n=9) as “I-Steeper” and “3-Steeper” profiles. In total our
models have nine free parameters. Table 1 lists these
parameters along with the ranges over which their tophat
priors are nonzero. We use MultiNest (Feroz et al. 2009), a
nested sampling software package, to perform the fits. Unlike
the maximum-likelihood methods used by Martin et al. (2008)
and Munoz et al. (2018), nested sampling via MultiNest
calculates the Bayesian evidence, allowing for quantitative
model comparison (discussed in Section 3). MultiNest also
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Table 1
Free Parameters

Parameter Description Prior Range Equation Reference
log;o(fmem) Fraction of stars in the field that are members of the dSph —5t00 3 (part of Np)
log;o(Xmw) Projected density of Milky Way contaminant stars in the field -2t 8 (deg’z) 1, 3 (part of Nitars,model and Np)
log((z2) Second component unnormalized weight —-3t03 8

log;(z3) Third component unnormalized weight —3to3 8

log,,(m1) First component scale radius factor —3t00 9

log,,(m2) Second component scale radius factor —-3t00 9

log,,(m3) Third component scale radius factor —3t00 9

€ Ellipticity 107% t0 0.9 10

Bo Fit position angle (east of north) Otom 10

Note. Free parameters used to fit our 3-component model.

returns a random sampling of the posterior probability
distribution function.

3. Validation with Mock Data

In order to gauge the reliability of our methodology, we first test
our fitting procedure against mock data sets drawn from known
stellar density profiles. We generate mock data sets by randomly
sampling the radial coordinate R from the projection of an a0y
(Zhao 1996) model, v (r) x (r/r)y (1 + (r/r)*)=P/ with
the transition parameter held fixed at o = 2. In order to test for
recovery of a variety of central and outer slopes, we draw from
input models having either central cores (7 = 0) or cusps (y = 1),
and outer profiles that follow either the standard Plummer (3 = 5)
or steeper (8 = 9) forms. We assign 6 coordinates according to an
assumed ellipticity €, = 0.6. Parameter values for scale radii
ry (1'-8") and total number of member stars (10-10,000) are
chosen to be similar to the real dSph data sets we analyze. We also
add a background of uniformly distributed contaminant stars based
on membership fractions ranging between 0.003 and O.1.
All mock data sets have a field of view of 1°. We fit each of
2000 mock data sets four different ways, allowing Neomponents = 1
O Neomponents = 3 for both Plummer and Steeper basis functions.

3.1. Systematic Errors

For all mock data sets, Figure 1 shows profiles of normalized
residuals (X (R) — Egue(R)) /05, ry—i-e., as a function of
elliptical radius, the difference between the median stellar
density obtained from our posterior probability distribution
function and the true stellar density, divided by the 68%
credible interval of the posterior. Left-hand panels portray
cases where the input mock profile has § = 5, while right-hand
panels correspond to cases where the input has the steeper outer
profile of 8 = 9. Top panels show results for fits that assume
the 3-Plummer model, whereas bottom panels show results for
fits that assume the 3-Steeper model. Blue/red curves represent
fits to input models with central cores/cusps (y = 0/y = 1).

First, we find that when the fitted model takes the same form
as the input model used to generate the mock data, the residuals
scatter as expected about the true profiles, with no discernible
bias. This is the case for the 3-Plummer fits to models with
Plummer inputs (v, 3, 7) = (2, 5, 0) (blue curves in upper left
of Figure 1), and 3-Steeper fits to models with Steeper inputs
(a, B, ) =2, 9, 0) (blue curves in lower-right panels).
Residuals for these fits are generally confined to the region
|(Zh — Zire) /0, S 2, indicating the scatter expected from
statistical fluctuations.

More interesting are the systematic errors that we observe
when the input model violates the assumptions of the model
adopted in the fit. For example, fitting a 3-Plummer model to
data generated from models with steeper Gy, = 9 gives large
systematic errors that alternate between over- and under-
estimation (upper-right panel of Figure 1). Conversely, fitting a
3-Steeper model to data generated with (.. = 5 also gives
systematic errors, albeit less dramatically so (lower-left panel).
The reason for the difference in severity of systematic errors
between these two cases of mismatch is that the Steeper model
allows for the outer-Plummer slope of d logv/d logr = —5 at
finite radius, while there is no radius in a Plummer profile that
achieves a slope steeper than d logv/d logr = —5.

All else being equal, the degree of systematic error is larger
for cases where the input model has a central cusp as opposed
to a core (red versus blue curves in Figure 1). This follows from
the fact that each individual Plummer and Steeper component is
cored (v = 0), so no finite sum of such components can exactly
reproduce a cusped central profile. Nevertheless, we shall find
that our 3-component models have sufficient flexibility to
separate cored from cusped profiles in a meaningful way
(Section 3.2).

3.2. Separation of Cored and Cusped Stellar Density Profiles

Given the intrinsic “coredness” of the Plummer and Steeper
profiles, it is worth investigating how well the superposition of
such profiles can distinguish cores from stellar cusps.

We use our mock data sets to identify the optimal radius for
making this distinction. For a given fraction of the fitted
projected half-light radius between 0.001R, and 10R;,, we
assign a core/cusp separation “score” in the following manner.
For each mock data set, we record the logarithmic slope of the
deprojected 3-component profile” at that fraction of the half-
light radius (taking the median from the posterior probability
distribution). The core/cusp separation score is then the
difference between the median logarithmic slope obtained
from all cored input models and the median obtained from all
cusped input models, divided by the quadrature sum of
standard deviations obtained for each of the two classes of
model. This score is plotted as a function of 3D radius in
Figure 2, for both the 3-Plummer (blue line) and 3-Steeper
(green line) models. While both scores are maximized in
slightly different locations, we find that both remain near their

2 We evaluate the logarithmic slope of the 3D stellar density profile obtained
by deprojecting the “circularized” version of the elliptical profile that results
from replacing elliptical radius R, with “circularized” radius R = R,v1 — €.
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Figure 1. Performance of fits to mock data drawn from a5y models (Zhao 1996) with o = 2, 5 = 5 (left panels) or § = 9 (right panels), and v = 0 (blue lines) or
v = 1 (red lines), for fits of 3-Plummer (top panels) and 3-Steeper (bottom panels) profiles. As a function of projected radius (normalized by the true 2D elliptical half-
light radius), panels show residuals (normalized by range of the posterior’s 68% credible interval) between the median projected stellar density calculated from the
posterior probability distribution function, and the true projected density of the input model.

peaks at 3D radius r ~ 0.5R,, where R;, is the inferred
projected half-light radius.

For each mock data set and as a function of the number of
mock members, Figure 3 shows the logarithmic slope that we
measure at r = 0.5R), for our 3-Plummer and 3-Steeper fits. For
sufficient numbers of galaxy member stars (Npen = 300), our
fits to mock data generated from cusped models (red points)
tend to separate from those to data generated from cored
models (blue points). This distinction holds for the
3-component versions of both Plummer and Steeper models.

Henceforth, we take v(0.5R;,) as a useful indicator of the central
slope of the stellar density profile.

3.3. Model Selection

In order to examine when and if models with more flexibility
than the standard single-component Plummer profile are
required, we now compare our 3-Plummer and 3-Steeper
models to the standard 1-Plummer model and 1-Steeper model
in terms of model selection. For this purpose we use the
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Figure 2. Cusp—core separation score, as a function of the 3D radius
(normalized by the projected half-light radius). The blue line refers to the score
for the 3-Plummer model, and the green for the 3-Steeper. The dashed line
represents r = 0.5R;,.

Bayesian “evidence,” or marginalized likelihood—i.e., the
integral over the parameter space of the likelihood multiplied
by the prior. Specifically we quantify the “Bayes factor”
B = log,((Eym,/Em,), where Ey, and Ey, are the evidences
(calculated by MultiNest) for fits to two models M, and M5,
respectively. The Bayes factor naturally favors simpler models
—owing to their smaller prior volumes—unless additional
complexity provides a significantly better fit to the data. When
comparing two models, a Bayes factor of 1/2 is regarded as
“substantial” support for Model 1 over Model 2 (Held &
Ott 2018). Regardless of such a subjective criterion, our mock
data let us examine what Bayes factors reliably identify data
sets that require more modeling complexity than is afforded by
the assumption of a standard 1-Plummer profile.

For each mock data set, Figure 4 plots the slope v (0.5R;)
estimated from our 3-component fits versus the Bayes factor
that compares 1-component and 3-component fits. Not
surprisingly, the Bayes factor indicates strong support for
3-component models over l-component models when the
logarithmic slope is constrained to be cuspy (v(0.5R;,) = 0.5)-
i.e., behavior that our 1-component models cannot capture.
Exceptions can occur when the adopted model assumes the
wrong outer slope (upper-right and lower-left panels of
Figure 4); reassuringly, these misleading Bayes factors
disappear when we assume the correct outer slopes (upper-
left and lower-right panels).

In order to gauge our ability to discern outer slopes, Figure 5
displays Bayes factors that compare evidences of 3-Steeper and
3-Plummer models. We find that, as expected, 3-Steeper

. E eeper
profiles tend to have negative log, ESI 2

mock data generated from models Witﬂu"ﬁrz 5 (left-hand panel
of Figure 5), and a positive value when fitting to mock data
drawn from a model with 3 = 9 (right panel). This behavior
holds for both cored and cusped input models (blue and red
points). In general, we find that evidence ratios reliably indicate

ratios when fitting

Moskowitz & Walker

significant support for the correct outer slope when samples
include 22300 member stars (not including contaminants).

3.4. Half-light Radius

For many investigations of dwarf galaxy dynamics, the
stellar density profile is summarized by the half-light radius—
for example, crude dynamical mass estimators typically express
the mass as function of the half-light radius and global velocity
dispersion (e.g., Walker et al. 2009; Wolf et al. 2010). Figure 6
compares our fitted estimates of half-light radii to true values.
We find that when the fitted model assumes the correct outer
slope, estimates of the half-light radius tend to be unbiased,
regardless of whether the input model has a core or a cusp. The
lack of bias when fitting to cusped inputs testifies to the ability
of the 3-component models to fit such data sets. However,
when the fitted model assumes a steeper (resp: shallower) slope
than the model used to generate the data, the half-light radius
tends to be under- (resp: over-) estimated.

4. Application to Known dSphs

Informed by our tests with mock data, we now apply our
methodology to known dSph satellites of the Milky Way. For
each dSph we fit elliptical 1-Plummer, 3-Plummer, 1-Steeper,
and 3-Steeper models to publicly available imaging sur-
vey data.

4.1. Data

We use wide-field survey data from the PanStarrs-1 (PS1)
survey (Chambers et al. 2016), the Sloan Digital Sky Survey
(SDSS; Albareti et al. 2017), the Dark Energy Survey (DES;
Abbott et al. 2018), and the Dark Energy Camera Legacy
Survey (DECaLS or DCLS; Dey et al. 2019). We also use
some of the public catalogs of Mufioz et al. (2018, “M18”
hereafter), who provide deeper g- and r-band follow-up
imaging for many of the dSphs discovered in these surveys,
albeit over more limited areas that often provide only partial
coverage. We find that these restricted fields in the M18
catalogs can bias our measurements, and therefore we use
the M 18 data only for dwarfs for which the available data cover
a radius more than four times wider than the galaxy’s half-light
radius (as measured in the PS1 or SDSS surveys). The M18
fields that pass this criteria are Bootes II, Coma Berenices,
Canes Venatici II, Hercules, Leo V, Pisces II, and Willman I. In
total, the combination of adopted SDSS, PS1, DES, and Muifioz
et al. (2018) data cover 42 known dSph satellites of the Milky
Way. We omit two of these galaxies from our sample. First, our
fits for Pegasus III did not yield a significant detection in any of
our catalogs, as the numbers of member stars above our
adopted magnitude limits were consistent with zero.> We
further exclude Sculptor, for which the available DES Year-1
data provide non-uniform spatial coverage and the M18 data
cover only the central regions. For similar reasons, we exclude
the PS1 data for Ursa Major II, for which we use only the
SDSS data. In SDSS, we discard Sextans I and Segue II, which
are fully covered by PS1 but bisected by the edge of the SDSS
footprint. We omit Leo II in SDSS because of obvious
crowding in its center. For Bootes III, we only make a

3 Our adopted magnitude limits are based on survey completeness limits (see
below), which in some cases are shallower than the data used for the original
discoveries of these systems.
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Figure 3. Separation of cored and cusped stellar density profiles using mock data sets. Plotted as a function of the number of member stars is the negative of the
logarithmic slope, v(0.5R;,) = —d logv/dlogr|,—osg,, of the stellar density profile evaluated at radius r = 0.5R;, where R, is the median (of the posterior
distribution) fitted projected half-light radius. As in Figure 1, panels correspond to fits of 3-Plummer (top panels) and 3-Steeper (bottom panels) profiles to mock data
sets drawn from /3y models with input parameters o = 2, 3 = 5 (left panels) or 3 = 9 (right panels), and v = 0 (blue points) or y = 1 (red points). Cyan/red lines
represent the true logarithmic slope at R = 0.5R,, for the input models with central cores/cusps (y = 0/ = 1).

significant detection in the deeper DECalLS data. The 40
galaxies for which we present results are listed in Table 2,
along with previously published central coordinates, distances,
metallicities derived from isochrone fitting, and the maximum
radius of the field centered on the dSph (see below).

After querying the survey databases, we applied the
following cuts to separate stars from background galaxies.

For PS1, we required that the difference between the aperture
magnitude and the PSF magnitude be less than 0.2 magnitudes.
For DES and DECaLS, we required that spread_I < 0.003,
which follows the method described by Koposov et al. (2015a).
For SDSS, we selected objects classified as stars from Data
Release 9 (flags mode = 1 and type = 6). For the M18 data,
following those authors, we retained only the sources having
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Figure 4. Same as Figure 3, except the slope parameter is plotted as a function of the logarithm of the ratio of evidences comparing 3-component to 1-component

models.

—0.4 < sharp < 0.4 and x < 3. For all catalogs, reddening
corrections were applied according to Schlafly & Finkbeiner
(2011), based on the dust maps of Schlegel et al. (1998).

A few fields had small gaps in their coverage, typically due
to bright Milky Way stars. To account for this, we estimated
the number of missing stars and subtracted that from Niars, model
in the likelihood function (Equation (1)). The typical size of the
gaps was about 1% of the field, with the largest hole, 2% of
the total field area, in Segue I (SDSS). In most cases, the gaps
were far away (=1°) from the galaxy in question, where the
background contamination dominates, so we only applied a
correction to the parameter describing the density of Milky
Way contaminant stars. In cases where the gaps were closer to
the galaxy, but not near the center (between 4 and 15 times the
half-light radius of the galaxy), we approximated the number of

missing stars at that point as Npyjssing = 2(R) X ATe€apigsing,
treating > (R) as constant over the entire gap and equal to the
value at its center. Areapising Was determined by manually
drawing a polygon around the gap. The only galaxy with a hole
less than 4 R, from its center was Leo I in SDSS and DECaLS,
caused by the bright star Regulus. In the SDSS data, we
numerically integrated the projected stellar density over the
polygon drawn around Regulus; for DECaLS, the hole was
wider than Leo I itself, so we omitted Leo I in this survey. Each
data set in DECaLS had many gaps due to bright sources, but
they were so numerous that it became infeasible to manually
inscribe all of them in polygons.

For each galaxy, we used the isochrones from the Dartmouth
Stellar Evolution Database (Dotter et al. 2008) to generate
isochrones with ages and metallicities corresponding to those



THE ASTROPHYSICAL JOURNAL, 892:27 (20pp), 2020 March 20

50 T T
Btrue:5
40 .
= 30} 1
32
N
<
§ 20 -
LTSZ
<= 10t e
E;
O [rommsmmrmsstossma it s S A B F 5 n
b N
_10 I I I
10! 102 103 10*

Nmem

Moskowitz & Walker

50 T T T
ﬁtrueZQ o ©

40t ]

- 30} S

=

2 .
& ..
g 201
LTS;; . o oo .

= 10} : S o :. ’

omﬁ" ”—"‘1—»—-—»——-

_10 I I I

10! 10° 103 104

Nmem

Figure 5. Evidence ratios of fits to mock data of 3-Steeper profiles as compared to 3-Plummer profiles (larger values favor the 3-Steeper model). Mock data is drawn
from an afBy (Zhao 1996) profile with o = 2, 5 = 5 (left panel) or 9 (right panel), and v = 0 (blue points) or 1 (red points). Plotted as a function of the number of
member stars in the mock data sets. In all cases, fits allowed for flattened morphology. The dashed line represents a log—evidence ratio of 0.
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Figure 6. Comparison of estimates of half-light radii obtained from 3-Plummer vs. 3-Steeper fits to mock data generated from models with input parameters o = 2,
B =15 (left) or 5 =9 (right) and v = 0 (blue) or v = 1 (red). Plotted points indicate the difference between the estimated half-light radius (median of the posterior
probability distribution function) and the true value (AR, = Rjestimate — Ritue), Normalized by the 68% credible interval of the posterior. Histograms show
normalized distributions of residuals for both sets of models. Marker size is proportional to the number of member stars in the mock data set. Black dashed lines

indicate the 1:1 relation.

listed in Table 2. We eliminated all objects >,/.35% + a + o7

magnitudes away from any point on the isochrone 1n g—1i

color and >./.1* + Jf in r-band magnitude, where oy, o;, and
o, are the 1o magnitude errors in those respective bands. The
arbitrary width of this cut is not expected to significantly affect
the fit results, as it primarily sets the level of background
contamination. We then used the surveys’ published 95%
completeness limits to discard stars with r-band magnitudes
fainter than than 23.5 in DES, 23.4 in DECaLS, and 22.0 in
SDSS and PS1. For the M18 data, we used a limiting
magnitude of r = 24.7.

After performing initial fits to the data using a wide field of
view (typically 2°, as high as 7°5 for larger galaxies such as
Sextans and Fornax) we re-ran the fits with smaller fields of
view, with the field radius chosen to be 0?5 past the point
where the dSph’s stellar density fell below the contaminant

density in the initial fit. Given the more limited fields of view
available in the M18 data, we simply chose the radius of the
field of view to be the largest that provides spatially complete
coverage. Because we were interested in the outer parts of
galaxies, we did not analyze any M18 data sets where the M18
field of view was smaller than four times the galaxy’s half-light
radius when measured in PS1 or SDSS. Table 2 reports the
radius of the field used in the final fits for each galaxy.

4.2. Results

Table 3 lists the structural parameters obtained from our fits
of the elliptical 1-Plummer and 3-Plummer models. Columns 3
and 5 include the numbers of member stars brighter than the
imposed magnitude limits, for the 3-Plummer and 1-Plummer
models, respectively. Columns 6 and 8 list the inferred
ellipticities, while columns 7 and 9 list the corresponding
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Table 2

Galaxies Analyzed
Name Survey(s) R.A. (®) Decl. (°) Distance (kpc)  Isochrone [Fe/H], Age (Gyr)  Field Radius® (°)  Reference
Bootes 1 PS1, DECaLS 210.025 145 6673 —2.55, 137 2.0 (1, 23, 24)
Bootes 11 PS1, SDSS, M18, DECaLS 209.5 12.85 42+ —1.79, 13.0 15,04 ({1, 25)
Bootes III DECaLS 209.3 26.8 52 136 -2.0 1.0 2,3, 4)
Coma Berenices ~ PS1, SDSS, M18, DECaLS ~ 186.746 23.904 44+4 —2.60, 13.9 15,08 ({, 26)
Crater 2 PS1 177310  —18.413 117.57}] —1.98, 10.0 2.0 (20, 21)
Canes Venatici I~ PSI, SDSS 202.0146 33.556 218+19 —1.98, 12.6 15 (1, 24)
Canes Venatici I PS1, SDSS, M18 194.292 34321 16014 —221,13.7 1.0, 0.225 (6, 24)
Draco PS1, SDSS 260.0516 57.915 76+8 —1.93 2.0 )
Draco I PS1 238.198 64.565 2073 —22,12.0 15 5)
Hercules PS1, SDSS, M18, DECaLS  247.758 12.792 132712 —241, 15.0 15,04 1,27
Leol PS1 152.117 12.3064 254*13 —1.43,6.4 1.5 {, 22)
Leo II PS1, DECaLS 152.117 12.306 233+ —1.62, 8.8 15 (1, 22)
Leo IV PS1, SDSS, DECaLS 173.238 —0.533 15478 —2.54,13.7 15 (1, 24)
Leo V SDSS, M18, DECaLS 172.79 2.22 178419 —2.00 1.5,0.19 (1)
Pisces 1I SDSS, M18 344.629 5.9525 183%1 -19 1.0, 0.19 6,7
Sagittarius 1I PS1 208.169  —22.068 6573 —22,12.0 0.5 5)
Segue 1 SDSS, DECaLS 151.767 16.082 2372 —2.72 15 1)
Segue Il PS1, DECaLS 34.817 20.1753 3572 -20 15 8,9
Sextans I PS1 153.263 -1.615 8674 —-1.93, 12.0 2.0 {, 22)
Triangulum I PS1 33.323 36.1783 3073 —1.93, 13.0 1.0 10, 11)
Ursa Major I PS1, SDSS 158.72 51.92 97+4 —2.18 15 1)
Ursa Major II SDSS 132.875 63.13 3274 —2.47 15 1)
Ursa Minor PS1 227.285 67.223 7653 —2.13, 12.0 2.0 (1, 22)
Willman I PS1, SDSS, M18 162.338 51.05 3817 -2.1 1.5, 0.41 1)
Cetus 1I DES 19.47 —17.42 3013 —-1.8,10.9° 1.0 13)
Columba I DES 82.86 —28.03 182718 —2.1, 12.0° 1.0 (13)
Eridanus III DES 35.690 —52.284 87+4 -1.8 1.0 (14, 18)
Fornax DES 39.9970  —34.449 147413 —-.99 75 12)
Grus I DES 344.177 —50.163 1201 —1.42 1.0 (14, 15)
Grus 11 DES —46.44 —51.94 5313 —1.8, 125" 1.0 13)
Horologium I DES 43.882 —54.119 79 -18 2.0 (14, 16)
Horologium II DES 49.134  —50.0181 78+3 -20,13.5 1.0 (14, 17)
Phoenix IT DES 354.998  —54.406 83 -1.8 1.0 (14)
Pictor I DES 70.948 —50.283 114 -1.8 1.0 (14)
Reticulum 11 DES 53.925 —54.049 30 —2.67 2.0 (16, 19)
Reticulum III DES 56.36 —60.45 92+13 —2.0° L5 14)
Tucana II DES 342.98 —58.57 57+3 -18 1.0 (14)
Tucana IIT DES 359.15 —59.6 2572 —-2.1,10.9° 1.0 (13)
Tucana IV DES 0.73 —60.85 484 —2.1, 11.6° 0.7 13)
Tucana V DES 354.35 —63.27 5573 -1.6,10.9 1.0 (13, 18)

Notes. Objects without a listed stellar population age represent entries for which no published value could be located. We therefore assumed an age of 12.0 Gyr for
those systems. For the four objects without stated distance uncertainties, Koposov et al. (2015a) report errors of 0.1-0.2 magnitudes in distance modulus.

? Where two field radii are listed, the first corresponds to the SDSS/PS1/DES/DECaLS surveys, and the second to the catalogs provided by Mufioz et al. (2018).
® Metallicities were converted from z-values given in Drlica-Wagner et al. (2015) via http://astro.wsu.edu/cgi-bin/XYZ.pl, which uses Asplund et al. (2006) for the
conversion.

¢ Metallicity not determined, but given that all other ultrafaint dSphs are metal-poor, we believe that this is a fair estimate. This isochrone also corresponds to a red
giant branch feature.

References. 1: McConnachie (2012); 2: Grillmair (2009); 3: Carlin et al. (2009); 4: Correnti et al. (2009); 5: Laevens et al. (2015); 6: Sand et al. (2012); 7: Belokurov
et al. (2010); 8: Belokurov et al. (2009); 9: Kirby et al. (2013); 10: Laevens et al. (2015); 11: Kirby et al. (2015); 12: McConnachie (2012); 13: Koposov et al. (2015a);
14: Drlica-Wagner et al. (2015); 15: Walker et al. (2016); 16: Koposov et al. (2015b); 17: Kim & Jerjen (2015); 18: Conn et al. (2018a); 19: Walker et al. (2015); 20:
Torrealba et al. (2016); 21: Caldwell et al. (2017); 22: Orban et al. (2008); 23: Hughes et al. (2008); 24: Okamoto et al. (2012); 25: Walsh et al. (2008); 26:
Schlaufman & Casey (2015); 27: Sand et al. (2009).

position angles. Columns 2 and 4 list “circularized” projected 3-Plummer model). Column 11 lists the logarithmic slope
half-light radii, obtained by calculating the semimajor axis of parameter y(0.5R},).

the ellipse that encloses half of the stars, and then multiplying Table 4 lists the structural parameters obtained from our fits
by V1 — ¢. Column 10 lists the Bayes factors that compare of the flattened 1-Steeper and 3-Steeper models. Columns 3 and
evidences calculated for the two models (larger values favor the 5 include the numbers of member stars brighter than the
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Table 3
Structural Parameters Inferred from Flattened 1-Plummer and 3-Plummer Models
Galaxy Ry, 3.() Ninem,3c Ry1e() Ninem,1¢ €3¢ 0o, 3c €le 0o,1c 10:‘:’10[%] 7(0.5R;)
Boo Ipg 12.60759 288+20 12347} 28572 0.28+997 2553541 0.28+97 26.03+153! —-0.99 0.19+392
Boo Ipcrs 1147593 21768 1126503 21503 0.42:0%3 6.3611-20 0.42+3:92 6.301 8} ~1.05 0.084!
Boo Ilps 2718087 197¢ 273708 2072 0.32t8.}% 279.541 3% 0327004 275837308 —0.50 0.33104
Boo Hspss 3.96197%9 3077 40248378 318 026104 2773237192 027101 87.05121311 —0.48 0.2879%
Boo Iys 428403 298*13 4237024 297+1¢ 0117393 89.53+19%%4 0.117%; 82 87.98* 1959 —0.95 021754}
Boo Ilpcrs 3.89107 18671$ 3.821028 184717 025154 27921558, 0257519 281.027878 —0.63 0.1759%7
Boo Mpcr s 32457312 12107198 33.03%33% 12617135 0.3479%7 282.391 388 0.33t8,8§ 278.91tg§? —1.56 0.175942
Cet Ipgg 9.01°33% 8772 6.98+1] 73719 0.507913 6251175 0.407514 63.631538 —0.36 0.78+032
Col Ipgs 209703 517%% 2017012 5013 0.2273%% 676271339 021709 69.1271372 -0.32 0.27504%
Coma Bpg 6.61f8‘§(7) 71519 6.39°0%2 7040 0277018 28141733 0287012 280.33713%, —0.60 030798
Coma Bgpss 6.157939 110715 6.037933 109719 0.17+591 296.877184 0.17+5:98 296.0271339 —0.52 0.19*549
Coma Byg 5347010 130772 5327040 1305%% 0.3079% 281.957%3¢ 0.3073% 281.99328 —-0.99 0.1173%
Coma Bpers  5.01751¢ 485113 4.947918 480713 0.39790%3 294.931233 0.3979%3 294.867334 —0.61 0.090:53
Cra 2ps 271771 417438 27.4173% 426+ 0.18+397 70.467 20458 0.18+998 70.25*%209;4 —1.48 0.17+9%3
CVn Ipg 702808 355412 697924 353*13 0.4479%3 79.1033 0.44%9%3 79.06*331 —0.66 0.08+093
CVn Igpss 6.95°92 428+ 6.88039 426413 0.36:0%3 7292433 0.36:0%3 73.1643:%8 —0.64 0.1150%3
CVn Ilps 1.0879%9 1613 1.057912 1513 0.35j8.}§ 303.701399%%, 0365 }% 299. 53+;;1°§7 —-0.30 0.1810:34
CVn Ilgpss 097918 1743 095913 173 0.66°3% 9.23+10.05 0.6713% 9.12+1947 —0.27 0.1343%
CVn Iy s 1457008 132+4] 1.4475; 8§ 13247 0.3679% 14461458 0.37t8_82 14.561312 —0.70 0.123093
Drapg 8.117°0 1] 2083728 8.07519 2077127 0.3049:9!1 85.37113% 0.30799! 85.537149 —0.84 0.10-9!
Dragpss 8.4510:19 239838 8.41t8,1‘8 239130 0.34799!1 272.38+117 0.347991 272.37+1H8 —0.80 0.095:01
Dra Ipg 206703 3078 1977932 2913 0.507919 300.6117:54 0.497319 300.507%:32 —0.19 0.197937
Eri Hlpgs 04575044 1243 0.4210:98 153 043+ 2844571122 0427313 2845511182 —0.20 0.1713:43
Forpgs 16427393 729951108 16417093 72990189 03151 40.731017 0.31+:510 40.747318 —2.25 0.091-31%
Grus Ipgs 2.99+041 59+8 2.847932 57+] 0461098 33990780 045509 337.3271%¢ —0.53 0.14+542
Grus Ipgg 846158 20074 7327939 258420 0.1279% 59.58722%13 0.12t8_8§ 67.05132874 —0.44 0.315043
Hercpg 540114 94131 4.0570% 73713 0.6070% 276.371%8 0.673% 275.497344 —0.41 02193
Hercspss 9.887%73 17679 3.5658 88713 0.561 548 279.53+439 0.6470% 281 .2233? 0.36 117495
Hercys 532403 1075743 4557013 977+3¢ 0.6299! 286.47+080 0.62759! 286.287581 0.46 0.3079%
Hercpers 10.38*178 460733 6.19°04 32013 0.55%0:93 284.06*3:%% 0.58+0:93 283.6733% 1.15 0.74%933
Hor Ipgs 1.607 544 100%¢ 1.55+0.98 97+¢ 0.137092 68.2971921 0.1479%¢ 66.597 1341 —0.28 0.1 stg,gg*
Hor Tlpgs 2027934 2713 1977939 2613 0417013 281.60+7:9% 0407514 279.7175% 5 —0.48 0177349
Leo Ipg 4054092 1068+ 1% 404799 1067718 0.43+0:01 8431793 0.43+391 84279 —-0.92 0.07+91,
Leo Ilpg 2.75+0% 772513 2747054 768114 0.1175:% 47797389 0.1173:%3 47.877393 —0.79 0.16+591
Leo Hpers 2.8375%2 2985138 2.827002 2979+24 0.07531 41.18+48 0.071391 41.23+4%0 —1.06 0.17-9%,
Leo IVps 3.91%0% 216 4274198 240 0.40%015  81.8012%% 0421017 80.677228%3! —0.57 0224938
Leo IVgpss 2.7240% 2744 2677934 2644 038+ 3264971873, 0387013 323.33715%, —0.58 0.15%349
Leo IVpcrs 2601012 10143 2541518 998 0235397 3282083470, 0238007 324.4671051, —0.51 0.157593
Leo Vspss 163704 1373 1641038 13*4 0325010 271535003 0333003 274537855 —0.32 0.27+339
Leo Vs 2507997 145733 1.0475% 92+¢ 0.327°9%7 89.647.8552 0.23t8_8§ 277.15 %860 0.09 0.77+513
Leo Vpers 1.047917 2214 1.02:91 2273 0331011 8o45tI%IT 31012 gp 75119426 —032  0.181043
Peg Igpss 1.127949 7+4 1.17593% 8+3 0423015 2742585, 043708 279.377352; —0.22 0.5479%
Phoe Ilpgs 1747938 2873 1.58%92¢ 27+ 0317012 282.90*5388 0277010 285.28%133) 010 0.939%8
Pict Ipgs 0.98+48 3974 0.9673%9 387% 0.43+0:%7 5432753 0.447307 55.2378% —0.33 0.147344
Pisc Tspss 151593} 1843 1.421023 1843 0.334041 79.13419%3? 0347312 81.141197:36 —0.33 0.217948
Pisc Iyys 1.16997 12178 1.13%99¢ 11847 0185008 2777755, 0483098 277.2877F 55 —0.61 0.20794¢
Ret Ilpgs 4184058 764113 4157008 759+18 0.60739! 69.51+049 0.60759! 69.5110%0 -0.77 0.04:%%
Ret Mpgs 1.327923 2343 1.297023 2343 0334011 442612392 0331012 49962222 033 0.197013
Sgr Ipg 1.60793¢ 79+] 1631943 85740 0.2779% 727970438 0.247509 74.9011483 —0.73 0.247938
Seg Ispss 4587933 102+ 4324032 97+3 0.197507 2867471436 0201098 286.52*+1373 —0.44 0.24+513
Seg Ipcrs 4.46+72 22013 400403 200*12 0.3379% 63.82+833 0.3379% 62.3618% —0.24 0.1750%%
Seg Ilgpss 64787143 1194472 3914930 8818 0.4275:92 7527838 0.2ot8.8§ 316.53+181 9.84 310791
Seg Ilpg 370798 31%¢ 3.67103] 31%¢ 0251089 2854673105, 0261010 283.947%40%, —0.42 0.217548
Seg Ipcrs 3,32t8_1‘§ 283+ 3.28+041 27918 0.3279%3 342.69352 0.3279%3 342,593 8 -0.55 0117392
Sex Ipg 20.02403 2154133 19.4840% 211149 0.185% 69.66134 0.185% 69.3843¢! 0.04 0287543
Tria Ilpg 1.53%9%¢ 2313 1.5593% 24+4 0251088 298551384, 0267013 300.721379% —0.45 021758
Tuc Tpgs 10,9752 302433 10.9570%3 3033 034790 27476788, 0347000 274.027%8, —1.17 0.135908
Tuc Mpgs 14407137 363734 1022534 272431 0.815002 83.87+139 0.73799% 83.17:2% -0.34 0.51+939
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Table 3
(Continued)
Galaxy Ry, 3.() Nonem 3¢ Ry1c() Noem.1c €3 80, 3¢ f1e 80,1c logio[21 4 (0.5R,)
Tuc IVpgs 7697081 179718 742400 174718 0347007 3361978, 035750 333.32127%, —0.80 0.22153
Tuc Vogs 1.5358% 3716 1.391929 3343 0387010 408511003 0371012 41601 IL% 036 0217018
UMa Ipg 5.681082 64*9 564708 64*3 0.4970%  270.331%%,  0.5070%) 88.05F187,63 —0.61 0.15+3:38
UMa Igpss 6.0910:78 58+8 6.06°32 5748 0.58+0:9 78.57458 0.59°3% 77977538 —0.66 0.175933
UMa Ilspss 11.2373% 296439 10.5279:8 284+19 0.5979%4 28423729 0.6270%3 28424311 —0.32 174793
UMips 12.907912 204130 12.857912 2036139 0.53+:91 52.05°98 0.53+:01 52007522 —0.91 0.05+%%
Wil Ipg 191792 4743 1.8579017 45%3 0.441098 78.69+498 0.43+59% 78.6513%] —0.27 0.17+3%
Wil Ispss 1547913 5313 1487012 5214 0.5479% 77.14739 0.53+9:5¢ 76.087332 0.12 147412
Wil Ly 2.4910:3¢ 455132 1.8879%¢ 380711 0.5075% 77.86718 0.5175% 77.03713¢ 0.94 0.323042

Note. Values quoted represent the median™ 7 values of the posterior distribution.  is listed in degrees east of north. Nypempbers refers to the number of member stars

brighter than our magnitude limits.

imposed magnitude limits. Columns 6 and 8 list the inferred
ellipticities, while columns 7 and 9 list the corresponding
position angles. Columns 2 and 4 list “circularized” projected
half-light radii. Column 10 lists the Bayes factors that compare
evidences calculated for the 3-Steeper and 3-Plummer models
(larger values favor the 3-Steeper model), and column 11 lists
the Bayes factor comparing 1-Steeper and 1-Plummer models.
Column 12 lists the Bayes factor comparing 3-Steeper models
to 1-Steeper models. Column 12 lists the logarithmic slope
parameter y(0.5R,). For all fits, random samples from the full
posterior probability distributions are available online.*

Figures 7-9 illustrate projected density profiles that we infer
for each dSph. Data points indicate empirical profiles derived by
counting stars in elliptical annular bins. Colored bands represent
68% credible intervals derived from posterior probability
distributions for our 1-Plummer (green) and 3-Plummer (blue)
fits. In cases where the evidence ratio indicates that the 3-Steeper
model is preferable to the 3-Plummer model (B > 0.5), the 68%
credible interval for the 3-Steeper model is shown in red. We
must emphasize that the binned profiles are only an estimation of
the stellar density in the nearby region, and the binned values
can be sensitive to bin location, bin width, and artifacts such as
gaps due to bright stars (which are accounted for in the fits). This
is one of the reasons that we fit to discrete data consisting of
positions of individual stars, and not directly to binned profiles.
Nevertheless, the panels show that our inferences generally
agree well with the binned profiles.

Figure 10 compares our estimates of circularized projected
half-light radii, Ry 3. = Ry env1 — ¢, obtained from our
3-component fits to those obtained from our 1-component fits
(top panel), and to the circularized half-light radii published in
the references listed in Table 2 (bottom panel). In cases where
the 3-Steeper model is favored with B > 0.5 over the
3-Plummer model, the plotted half-light radii are those obtained
from the Steeper model; otherwise the Plummer values are
plotted. For the most part, agreement is good to within
statistical errors. However, we do notice that in some cases our
3-component fits yield systematically larger half-light radii
(albeit within 1-2 statistical error bars) than our 1-component
fits. For Cetus II, Ursa Minor, and Tucana III, our fits yield
half-light radii significantly larger than the previously pub-
lished values. For the case of Ursa Minor, the plotted
previously published value of 8/2 + 1!2 is the one listed by

4 https://doi.org/10.5281/zenodo.3625137
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McConnachie (2012), which originally comes from the
exponential profile fit by Irwin & Hatzidimitriou (1995). Our
estimate derived from PS1 data is ~50% larger than the Irwin
& Hatzidimitriou (1995) value, but agrees well with M18’s
estimate of ~12!3 for a 1-Plummer model.

Because some galaxies have data in multiple surveys, we can
compare measurements taken in one survey to others. This is
done for inferred half-light radii in Figure 11. We find that almost
every galaxy falls along the 1:1 relation, indicating that
measurements are generally stable between surveys. The two
conspicuous points that lie far away from the 1:1 line both belong
to Hercules; their values for the half-light radius contain large
uncertainties, so the deviation between surveys is not significant.

The left-hand panel of Figure 12 plots estimates of the
logarithmic slope parameter, (0.5R;,), for 3-component fits
versus the inferred number of member stars. The plotted results
are those obtained from fits that assume Plummer (resp:
Steeper) profiles if the evidence ratio that compares Steeper to
Plummer profiles is <10'? (resp: >10'/?), Comparing to the
corresponding results obtained for mock data sets (Figures 3
and 4), we find that the regions where we successfully detected
cuspy stellar density profiles in mock systems are sparsely
populated by the real dSphs (y(0.5R,) 2 0.5, Nyem 2 300,
Bi.1c 2 0.5). Perhaps the main reason is that there are
relatively few real dSphs for which we detect Nyem = 300
members brighter than the surveys’ 95%-completeness magnitude
limits. Thus it is only for these dSphs that our modeling is
sensitive to the slope of the inner stellar density profile. Our
estimates of (0.5R;) and Bs. . remain compatible with cored
profiles and provide no significant evidence in favor of steep
central stellar cusps. We emphasize that, for the vast majority of
systems, where we detect fewer than ~300 member stars, our fits
do not rule out the presence of cusps; we simply need deeper data
in order to detect any stellar cusps that may exist in these systems.

The right-hand panel of Figure 12 plots the evidence
ratios, Bs 1. = log,[E3/E], comparing 3-component and
1-component models (again, the plotted results are for Plummer
models unless the 3-Steeper model is favored over the
3-Plummer model with an evidence ratio exceeding 10'/2),
For the most part, the additional flexibility of the 3-component
models does not overcome the larger prior space compared to
the 1-component models, resulting in negative Bayes factors.

Figure 13 plots the Bayes factor comparing the evidence of
3-Steeper fits to that of 3-Plummer fits, as a function of the
number of member stars detected in the galaxy. Similarly to
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Structural Parameters Inferred from Flattenet;r ?l-)(l:eol‘:lponent and 3-Component “Steeper” Models
Galaxy Rise() Nonem.3e Ry1c() Nipem.1c €30 00, 3¢ €1e 0.1 logolz 1 loglp P logl 01 4 (0.5R,)
Boo Ips 9.181932 21611769 12.69 004 24073589 0.23757 27.86F 44 0.28+597 25.99+1L20 —0.86 —0.42 —1.45 0.40+3:49
Boo Incrs 8.857017 173755030 117992 1848132056 0.37+5% 6.10129) 0417092 5.78+198 —4.47 —~1.89 -3.62 0.24+5%
Boo Ipg 2491931 17589 1724938 197359 0324013 2788411873, 031%014 276.4575073 0.07 —0.06 —0.38 0.49+049
Boo Ilspss 3.709% 291533 252048 301450 0.267088 87.35131681 0257918 88.1172)%3° 01 0.06 —0.54 0.45+0%
Boo Ilys 3611914 25775488 9081938 26071349 0.111995  271.37H1707 0117095 274.99t1483, 0.22 0.30 —1.04 0481996
Boo Hpcrs 3.201920 1611343 2187913 16011459 0.24+0,49 281.10%534 0224049 279.74405 s 0.55 0.59 —0.68 0.39+3:49
Boo Mpcr s 18.791973 654733059 17.19+4 9 108975044387 0.291597 287.98+843 0.389%7 282.897343 —2.11 0.64 —431 0.32+097
Cet TIpgs 6.57+1% 67713G7) 6.36+12 6671509 0.37+512 61.617559 0.36-014 62.601133 —0.18 —0.15 —0.38 124408
Col Ipgs 1824018 4514470 1784013 441340 0.201598 67.2341739 0.20+59% 69.14+170 0.10 —-0.02 -0.22 0.46+3:12
Coma Bpg 5.80708) 637533 3.84703 637533 026104 27930t1&78, 0277918 279.2011397, 0.02 —-0.12 —0.46 0.47+939
Coma Bgpss 5617932 1004333 3.70+931 1004333 0157098 287.07731%, 0155088 282,503, 0.20 0.16 —0.48 0.507342
Coma Byg 471798 1160133¢8 5.87+0:19 115713382 0.32+092 28321119 0.3215% 283.13+2:98 3.54 3.51 —0.98 0.297593
Coma Bpeys 4.83%043 4591338 3.082908 43411360 0.3879%3 294.43132 0.37:9% 293.95728 -0.30 -1.37 0.48 0.6501%
Cra 2ps 20.00+598 31513743 10.66°0% 345733053 0.17+597 64.86+1538 0.19+508 64.24+1744 —0.02 0.13 —1.61 0.411097
CVn Ipg 6277919 31551565 4147913 31241499 0.4479%3 79439337 0.4479%3 79.59+234 0.29 0.25 —0.61 0.23+397
CVn Ispss 6.491517 39211345 4234019 38411199 0374093 73.42433] 0374093 74331333 0.29 —0.31 —0.06 0.88*934
CVn Ilps 0.90%0:13 13534 0.607549 13539 0397012 297.8873%2), 038013 293.5273%10, 0.05 —0.02 —0.23 0297313
CVn Hgpss 0.85°91% 157309 0.57+3:%7 1538 0.63+9:9% 10.047)3% 0.653% 9.96741% 0.02 —0.06 —0.19 0.1670:83
CVn Iyys 1.28+09¢ 117558 5.80+02 1167538 0.3819%2 13.98+412 0.389%2 13.8944% —-0.23 —0.17 —0.74 0.27+587
Draps 745159 189813758 3.6719% 185913348 0301991 85.57113 0.30991 85.851134 0.67 —~0.34 0.16 0.45*944
Dragpss 7735905 2181733038 3.815004 213473508 0.337531 272544107 0.337531 272347112 1.20 0.27 0.14 0.3379%
Dra Ilps 1.82493 265353 1144918 255349 0.481919 300.16137% 0461013 297.74*8% —0.22 —0.18 —0.24 0.3379%
Eri Mpgs 0.3979% SR 0367991 1053 0447319 281.14%123, 0427901 279421303 —-0.13 —0.18 —0.14 0.3391¢
Forpgs 1597003 69573400573 2135918 6955911035580 0317018 40.60%917 0.317919 40.59%:18 941.47 941.07 -1.85 0.27+919
Grus Ipgs 242104 481508 239703 47558 0.41:3% 335.18F1181 041599 332.84 1275 —0.07 —-0.10 —-0.50 0297943
Grus Hpgg 6.671038 2320 6.2170%9 21571569 0.12+9% 69.891337:1° 0.13+59%¢ 66.42133437 —0.87 —0.91 —0.41 0.70:034
Hercps 3.6110% 6351353 220194 6111050 0651007 274.657%5, 0677958 27479738, —-0.27 —-0.31 —-0.39 0.22+518
Hercspss 5.78%120 121128 2.23504 7871350 0.58799% 281.4374% 0.66-907 282.07133 —0.49 —0.70 0.57 185798
Hercys 4005919 87515341 9.837934 8561244 0.59+39! 286.517993 0.6179% 286281009 —4.55 -3.76 —0.31 101592
Hercper s 8.1219% 379132547 3.69193¢ 27813008 0.557992 28532439 0.565:9¢ 28404733 —-0.73 —1.61 2.05 1531942
Hor Ipgs 1.467988 90353 0.7259% 87349 0.1629% 69.3451131 0.179% 69.96 1938 -0.33 -0.37 —0.23 0.4559%8
Hor Ipes 1744938 237409 172793 237301 0.35%043 281.697883 0331014 281.5117059, 0.02 —0.06 —0.40 0327314
Leo Ipg 3.827 50 10037333 2557503 100311283 0.437591 84.67100% 0.437591 84.6970%3 17.22 17.21 —0.90 0.19+41
Leo Ilpg 2,620 727158 175199 72571349 0.11°9% 47824343 0.11°9% 47.8243:8 10.82 10.78 -0.76 0.459%3
Leo Ipers 2.657003 280913349 1765001 280173383 0.07+491 43984443 0.07+9! 439444 50.84 50.65 —0.88 0.49+591
Leo IVps 3.22+9% 187363 2.291930 205353 037758 87.28123%% 0417913 271.731354, 0.08 01 —0.50 0.31:01
Leo IVgpss 224102 23448 1497913 23348 0.4075% 3327571239, 040731} 329.98 1301, 0.34 0.25 —0.48 0.26504
Leo IVpeys 222703 881759 1.4679% 861751 026590 32060755, 026308 3253511572, 0.36 0.22 —-0.38 0.3559%8
LeoVgpss 1.45793% 12435 0.989% 12434 035043 2759411588 0357914 2774175430, 01 —0.08 —0.24 0.38+90:%¢
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Table 4
(Continued)
Galaxy Ry3.() Ninem. 3¢ Ri1c() Nanem. 1¢ €3¢ 0o, 3¢ €le Bo.1¢ IOglo[g—sﬁ] IOgIO[g_;l‘l;] IOgIO[E: :pp] ~(0.5Ry)
Leo Vs 1394012 1145553 4744032 7753489 0301097 27272402, 0171308 279.467130, —-0.79 —1.42 0.72 1244033
LeoVpers 0.97014 20435 0.639% 19435 0.287012 78.6471373! 0.287012 77.67512%38 —0.01 —0.10 —-0.24 0.38°:14
Peg Hgpss 1.05%939 7HED 0.681032 758 0417512 280.15729%, 0.43+0:13 282.8212383 01 —0.01 —0.21 0.6279%!
Phoe Tpgs 1641979 267343) 1594039 265343 0317912 284711361 0274318 289.29+1343 —0.07 —0.18 0.11 0.4275%
Pict Ipgs 0.94+3.49 361409 0.90+992 345349 0.457507 55.67+371¢ 0.46+397 57.8072% —0.35 —0.57 —0.12 031534
Pisc Igpss 1.2659% 15534 0.827011 1553 0.355013 85.4871048° 037713 88.04719%87 —0.02 —0.10 —0.25 0.35%013
Pisc yg 101555 1051359 527+0% 1055243) 018753 276.8210801,;, 0187988 27737 s —0.11 —0.11 —0.60 0.447008
Ret Tpgs 3.84+5907 69571331 192409 69171355) 0.59+99! 69.71°978 0.59*591 69.64 105 3.08 2.92 —0.61 0.11%)
Ret Mlpgs 1.1910%2 204449 0.77:313 20440139 037701 463413779 0401019 4825136733 0.10 0.04 —0.27 0.331016
Sgr Tlps 146401 77353 2.8879%3 761550 0231998 75.99+19%78 0.245%9 75.04+13:62 0.44 0.15 —0.45 0.44+0:18
Seg Ispss 3.987932 887558, 241592 801531 0187597 28796115,  0.1979% 292.15+143! -0.30 —0.50 —0.24 0.58791%
Seg Incrs 433190 213138429 2201914 1681444 0.3179%¢ 61941843 035159 62.62+3:2 —-0.62 —0.98 0.12 0.62+318
Seg Mgpss 5762173 12273541 2.195014 741803 0.1959%7 324.25713%) 0214598 322.004133} -10.12 —0.10 -0.17 1162923
Seg Tlps 3.34104 287349 2221938 287349 026530 29170834, 026151 292407221, 0.10 0.02 —0.35 0.40%31
Seg Ipcs 3.017949 25311067 1.9979:8¢ 2491363 0.3279%3 343.82+342 0.3279%3 343755378 —0.16 —0.23 —0.48 0.30°9%
Sex Ips 17584938 192153433 8.397 914 1820133433 0.1819% 69.13+32] 0.1819% 67.604339 -3.20 —4.07 0.89 0.72+3:19
Tria Ilps 138902 215347 140793 215347 0265318 29834788 029738 303.357F4 0.09 —0.02 —0.36 0.407313
Tuc Hpgs 8.75°93 2487116 9.01°03% 2557300 0.3575% 277567238 036105 276441385, -0.21 —0.04 —1.33 0.205%8
Tuc Mlpgs 5.08193¢ 14811769 10.117998 28273 0.251540 88.33+20269 0.789% 83.20+] 81 —-0.94 0.02 ~1.30 0.43*91}
Tuc IVpgs 6.017043 14271369 8.81104 14671459 0.34:50 335.8678:0%5 0.36:0% 335924842 —0.41 —0.35 —0.88 0437913
Tuc Vpes 1307918 3143403 1254918 291447 0.38%011 40,0198 0.407914 39.3471%03 —0.16 —0.27 —0.24 0.4079%
UMa Ips 4924062 561799 3.207904 55459) 0.49997 87.437 18873 0.50+348 87.841187%52 —0.11 —0.18 —0.55 0.24533
UMa Igpss 5.3093 514589 3.5759% 504458 0.5879.98 77.0374% 0.58-9% 76.8873533 0.03 —-0.02 —0.59 0.197943
UMa Ilgpgs 8.497938 24071359 13045072 2587180 0.53+5%4 283.753% 0.59+0% 28421728 —-1.26 —0.19 —1.38 0.7575%
UMipg 11.56791¢ 1836133101 570397 179813850 0.53+:01 5246158 0.53+:91 52,6498 —-0.78 —1.21 —0.47 0.16°053
Wil Ips 1734347 42+44D 1134349 404403 0.45+0% 78.027472 0.427919 78.0731 —-0.23 —0.38 —0.13 0274033
Wil Igpss 1.445048 484440 0.9450:07 474443 0.5575% 76.994339 0.52:5%6 75.674343 -0.09 -0.33 0.36 0.26548
Wil Iyjs 2.051949 40611360 424791} 33671058 0.5175% 77214188 0.5175% 77.28"13% —1.42 —4.47 401 0.43+3:98

+lo

Note. Values quoted represent the median”

values of the posterior distribution. 6y is listed in degrees east of north. Nyempers refers to the number of member stars brighter than our magnitude limits.

02 YOIRIN 0202 “(dd07) £2:768 “TVNINO[ TVOISAHIOULSY HH],

IN[EA 2 ZIMOYSOIN



Moskowitz & Walker

THE ASTROPHYSICAL JOURNAL, 892:27 (20pp), 2020 March 20
4
10 X 104 4
104
Boo | Boo | ?;SO) & Boo Il
s (PS) (DECaLS) (SDSS)
3
«<
- i
104 -
] L L
e ol | L
T T = o T Trororrr T T T oo T T T
10° 10° 10° 10°
3x104
4
Boo Il 2x10* 10 Cetus Il
(M18) Boo Il -
_ el (oes)
T I Boo Il
«© 104 - (DECaLs)
W 104 4 r
| 1004 I
] 6 x 103 l i
103 -
T T T T
10° 10° 10° 10°
10% 4 5
Columba | 10 Coma B
(DES) Coma B
(oD% (M18)
*% 104 .
x
W
4 | E
103 4 I 10 -
103 4
i T T T
10° 10° 10°
6 x 103 - I
Coma B T Cvnl Cvn
(DECaLS) 4 %103 104 4 (pgr; 104 4 (SDSS)
= 3%10° 4 1 Crater 2 I
OJ v (PS)
o« 3 ]
N 210 M@,—
LI T 3
103 _ 10
103 -
3 ]
10 T T T Tt T oo T Trororrr T T T oo T Ty
100 10° 100 10°
105 ]
Cvn ll cvn il Draco
(SDSS) 10° 4 (M18) (PS)
3 104
z 10* 4
W
10% -
103
3
— — 10° 4
10° 10° 10°
105 : Fornax
Erid 11l
gggg) Draco Il 105 (DES) (DES)
) 105
- i 10° 5
3 ]
§ 10 104 104
103 4 | | 1 | e 103
10 111 e | L0 T |
10° 10° 10°
Ren/Rhe, Renl/Rhe,

T
10°
RenlRhe,

RenlRn,,
Figure 7. Projected stellar density profiles of dSphs, as a function of the elliptical radii (normalized by R}, i1, the semimajor axis of the ellipse enclosing half the stars

in our 3-Plummer model). Data points represent empirical profiles estimated by counting stars within elliptical annuli. The blue band represents the 68% posterior
credible interval for the 3-Plummer fit to unbinned data, and the green represents the same for the 1-Plummer fit. The orange band is the 68% interval for the projected
density of contaminating background stars (from the 3-Plummer model). In cases where the 3-Steeper model is favored with B > 0.5 over the 3-Plummer model, the

red band represents the 68% posterior credible interval for the 3-Steeper fit.
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Figure 8. Projected stellar density profiles of dSphs, continued. Colors and points represent the same quantities as in Figure 7.
B > 0.5: Draco (PS), Draco (SDSS), Coma Berenices (M18),
Leo I (PS1), Leo IT (PS1 & DECaLS), Reticulum I (DES), and
Fornax (DES). For Fornax, visual inspection of Figure 7

Figure 5, the corresponding plot for mock data, there is no
strong model selection for galaxies with less than 300 member

stars. For dSphs above this cut, there are eight data sets with
15
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Figure 9. Projected stellar density profiles of dSphs, continued. Colors and points represent the same quantities as in Figure 7.

demonstrates how the binned data dramatically undershoots the
3-Plummer profile, but matches the 3-Steeper (red) profile.
Although less dramatic, it is still clear from Figure 8§ that the
3-Plummer profile exceeds the data in the cases of Leo I and
Leo II. The difference between the 3-Plummer and 3-Steeper
profile for Draco and Reticulum II is less pronounced, and
they have accordingly lower Bayes factors. For Coma
Berenices, the steeper profile is only favored in the MI8
data; this may be due to the increased number of member stars
detected in the M 18 data, or to inhomogeneity across the M18
field for this galaxy.

16

4.3. Discussion

We now discuss some specific results of our fits to the real
dSph data sets. We begin by considering a few anomalous and/
or unexpected results, and then discuss detections of non-
standard stellar density profiles.

First, the half-light radii that we estimate for two galaxies—
Cetus II and Tucana III—differ significantly from those of
previous studies. For Cetus II, the half-light radius of
R, = 9.01733% arcminutes that we measure (from the
3-Plummer model) is several times larger than the one
originally reported by Drlica-Wagner et al. (2015). Our
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Figure 10. Comparison of circularized projected half-light radii among our
1-component, 3-component, and previously published measurements (from the
references listed in Table 2). Blue/red/black/cyan/orange markers represent
measurements using data from the SDSS/PS1/DES/M18/DECaLS surveys.
In cases where the 3-Steeper model is favored with B > 0.5 over the
3-Plummer model, the plotted half-light radii are those obtained from the
3-Steeper model. 1: Cetus II (DES); 2: Herc (SDSS); 3: Herc (DECaLS); 4:
UMi (PS); 5: Crater 2 (PS); 6: Tuc III (DES).

measurement possibly sheds light on the recent result by Conn
et al. (2018b), who do not detect any overdensity around the
location of Cetus II. This might be because they look for an
overdensity within the original, smaller half-light radius.
Indeed, their entire field of view (55 across) is smaller than
the size of the half-light radius we find for Cetus II. As opposed
to the value of [Fe/H] = —1.9 that we adopt from the previous
literature, Conn et al. (2018b) also find that the stars in Cetus II
appear to follow an isochrone of [Fe/H] = —1.28. In order to
make sure that this is not the cause of the discrepancy between
their results and ours, we repeated the isochrone cut and
3-Plummer fit using an isochrone with [Fe/H] = —1.28. We
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Figure 11. Comparison of half-light radii for galaxies found in multiple
surveys. Half-light radii for the “primary” survey (PS1, or SDSS if the galaxy
does not fall into the PS1 footprint) are plotted on the horizontal axis. The half-
light radii for the same galaxy in other surveys is plotted on the vertical axis.
Blue/cyan/orange points represent “other” surveys of SDSS/M18/DECaLS,
respectively. The purple line represents a 1:1 ratio. Error bars indicate the 1o
width of the posterior.

found that the half-light radius for this fit was nearly identical
to the fit using the original isochrone. We tentatively conclude
that despite the non-detection in Conn et al. (2018b), Cetus II
may still exist as a bound halo object with a larger size than
reported by Drlica-Wagner et al. (2015); deeper wide-field (or
wider deep-field) photometry and/or follow-up spectroscopy is
required in order to settle this issue regarding the nature of
Cetus IL

We also find a much larger half-light radius for Tucana III
than originally reported by Drlica-Wagner et al. (2015). Unlike
for the other dSphs, our estimate is far larger for the Plummer
profiles (R, = 14.407}27 and 10.227}%] arcminutes for the
3-Plummer and 1-Plummer models, respectively) than for the
Steeper models (R, = 5.08703% arcminutes for the 3-Steeper
model and 10.11+99% arcminutes for the 1-Steeper model). This
larger, model-dependent half-light radius that we obtain for Tuc
III is almost certainly due to contamination by stars from a tidal
stream emanating from Tucana III (Li et al. 2018), which was
noticed by Drlica-Wagner et al. (2015) and deliberately
excluded from their analysis that provided the previously
published half-light radius. We measure a high ellipticity
(0.81703) for the 3-Plummer model and our 3-Plummer
position angle (83.877]3" degrees east of north) matches the
orientation of the stream (Shipp et al. 2018), further suggesting
that our fit is contaminated by stream stars. Such contamination
is further reflected in the stellar density profiles shown in
Figure 9, where the density around Tuc III rises again after
falling to the fitted background level. As such, none of the
models we have fitted here can be considered to provide an
adequate description of Tuc IIL
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comparison between 3-component and 1-component models (right). Blue/red/black/cyan/orange points represent fits to data sets from SDSS/PS1/DES/M18/
DECaLS, respectively. We show results for the Plummer model unless the 3-Steeper model is favored over the 3-Plummer model with B > 0.5, in which cases we
show results for the Steeper model. The vertical dashed line in the left-hand panel marks our cutoff value Nyem = 300.
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Figure 13. Bayes factor B = log,o( ) that informs comparison between 3-Steeper and 3-Plummer models plotted against inferred number of member stars.
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Blue/red /black /cyan/orange points represent fits to data sets from SDSS /PS1/DES/M18/DECaLS, respectively. Fits with Nypen > 300 are numbered as follows: 1:
Boo I (DECaLS); 2: Coma B (M18); 3: Coma B (DECaLS); 4: Crater 2 (PS); 5: CVn I (PS); 6: CVn I (SDSS); 7: Draco (PS); 8: Draco (SDSS); 9: Herc (M18); 10:
Herc (DECaLS); 11: Leo I (PS); 12: Leo II (PS); 13: Ret II (DES); 14: Sextans I (PS); 15: Tuc II (DES); 16: UMi (PS); 17: Wil I (M18); 19: Leo II (DECaLS); 20:
Fornax (DES). The arrows next to Leo II in DECaLS (B = 50.84) and Fornax in DES (B = 941.47) indicate that those galaxies lie too high off the y-axis to show
without distorting the scale of other points.
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4.3.1. Beyond the Standard Plummer Profile

The slope parameter (0.5R;) and the Bayes factors
comparing 1-component versus 3-component and Plummer
versus Steeper models provide quantitative criteria with which
to identify galaxies for which the standard 1-Plummer model is
disfavored. Our mock data sets indicate that we can reliably
identify centrally cusped and/or steepened outer profiles when
the number of detected member stars exceeds a few hundred.
There are fifteen galaxies for which the available survey data
meet or exceed this requirement: Boo I, Boo III, Coma B, Cra
2, CVn 1, Dra, Herc, Leo I, Leo II, Sex I, UMi, For, Ret II, Tuc
I, and Wil L.

None of these galaxies present compelling evidence for cuspy
central stellar density profiles. While Hercules has a high value of
7(0.5R;) = 0.747333 in the DECaLS data with the 3-Plummer
model and a Bayes factor Bs. ;. > 0.5, the deeper M18 data fails
to replicate this, with 7(0.5R;) = 0.301329.

Of the galaxies with more than 300 detected member stars,
four clearly favor the Steeper model over the Plummer model.
For each of Leo I, Leo II, and Fornax, the Bayes factor
comparing Steeper to Plummer is B > 10 for both
I-component and 3-component models. For Fornax, the
comparison is dramatic, favoring the Steeper model with
B > 900. This result is compatible with the relatively poor fits
of Plummer and exponential models to Fornax star-count data
by Irwin & Hatzidimitriou (1995) and Wang et al. (2019).
Indeed, Wang et al. (2019) considered a variety of different
analytic models—Plummer, exponential, Sérsic, and King—for
Fornax and found that none could fit Fornax (DES) data with
X2 < 1.4 per degree of freedom. Additionally, Reticulum II
favors the steeper model with B > 2.9 for both 3-component
and 1-component models. Another two galaxies, Draco and
Coma Berenices, present ambiguous results. For Draco, the
SDSS data favor the Steeper model, with B > 1.2 for the
3-component models. However, the PS1 data for Draco favor
the 3-steeper model at only B = 0.67 over the 3-Plummer
model, and the 1-Steeper model is disfavored (B = —0.34)
compared to the 1-Plummer model. Neither 3-component
model is strongly preferred (B < 0.3) over its corresponding
1-component model. For Coma Berenices, the Steeper model is
favored at B = 3.5 only for the M18 data; for SDSS and PS1
data, the Steeper model is disfavored, with Bayes factor no
higher than B ~ 0.2. Five galaxies—Crater 2, Hercules, Ursa
Minor, Willman I, and Sextans I—all favor the Plummer model
with B < —0.5 in the 3-component case.

With data from the references in Table 2, we examined these
galaxies’ luminosities, metallicities, surface brightnesses, sizes,
and mass-to-light ratios for correlations with the outer profile
steepness that we infer. Since the results of Pefarrubia et al.
(2009) indicate that tidal effects could alter the shape of a
dSph’s stellar profile, we also compared the previously
mentioned properties to perihelion distance and current
distance from the Milky Way center (Fritz et al. 2018). We
found no significant correlation of any of these properties with
the outer stellar density profile. We also considered whether
outer profile steepness might be related to membership within
the “Vast Polar Structure” of dwarf galaxies surrounding the
Milky Way (Metz et al. 2009; Pawlowski et al. 2012, 2015).
While the galaxies with B > 0.5 lie close to this structure (3, 6,
17, 26 and 45 kpc away for Coma Berenices, Reticulum II,
Fornax, Leo II, and Leo I, respectively), there is no difference
in the distance for those galaxies with B < —0.5 (2, 33, and
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71 kpc for Sextans, Ursa Minor, and Hercules; we could not
find a published distance for Willman I). If outer steepness is
correlated with some property of dSphs, discerning this will
require deeper imaging to bring more dSphs above the
Nmem > 300 minimum.

5. Summary

In this paper, we have presented a flexible model consisting
of a combination of three generalized Plummer profiles to the
stellar distribution of dSphs. We demonstrate with mock data
sets that our model is capable of fitting and also differentiating
both cored and cusped profiles. We fit 1-Component and
3-Component Plummer and “Steeper” profiles to 40 dSphs
using catalogs from the DES, SDSS, PS1, DECaLS, and M18
surveys. Summary statistics are listed in Tables 3 and 4. We
also make available the maximum-likelihood posterior dis-
tributions themselves to allow other researchers to accurately
quantify the profile uncertainties, rather than relying on
summary statistics.

Given the importance of the cusp/core problem to the study
of dSphs, we investigated whether any of the dSphs showed
evidence for cusps in their stellar profiles. This is significant, as
the stellar profile is an input into the kinematic equations that
estimate mass density profiles. Using the value of the
logarithmic slope at R = 0.5R;,, we found that we our
3-Plummer model can discriminate cusps from cores in dSphs
that have roughly 300 or more member stars. We find no
definitive evidence for stellar cusps in any of the fifteen dSphs
that exceed this threshold, although most of the ultrafaint
galaxies in our sample fall below this threshold 300. We also
apply a Bayes factor comparison between the 3-Steeper and
3-Plummer fits, and find that the 3-Steeper model is favored
with B > 0.5 in four galaxies (Leo I, Leo II, Reticulum II, and
Fornax).
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