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ABSTRACT
Software documentation largely consists of short, natural language
summaries of the subroutines in the software. These summaries
help programmers quickly understand what a subroutine does with-
out having to read the source code him or herself. The task of writ-
ing these descriptions is called “source code summarization” and
has been a target of research for several years. Recently, AI-based ap-
proaches have superseded older, heuristic-based approaches. Yet, to
date these AI-based approaches assume that all the content needed
to predict summaries is inside subroutine itself. This assumption
limits performance because many subroutines cannot be under-
stood without surrounding context. In this paper, we present an
approach that models the file context of subroutines (i.e. other sub-
routines in the same file) and uses an attention mechanism to find
words and concepts to use in summaries. We show in an experiment
that our approach extends and improves several recent baselines.

CCS CONCEPTS
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KEYWORDS
source code summarization, neural networks, documentation gen-
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1 INTRODUCTION
One of the most important aspects of software documentation
is the generation of short, usually one-sentence, descriptions of
the subroutines in the software source code. These descriptions
are often the backbone of documentation tools such as JavaDoc,
Doxygen, or Swagger [23]. They are important because they help
programmers navigate source code to understand what subroutines
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do, the role they play in a program, and how to use them [13].
Even a short description such as “initializes microphone for web
conference” says a lot to a programmer about what a subroutine
does. The task of generating these descriptions has become known
as “summarization” of subroutines. The problem definition is quite
simple: given the source code for a subroutine, generate a one-
sentence description of that subroutine. Yet while currently a vast
majority of summarization is handled manually by a programmer,
automatic summarization has a long history of scientific interest
and been described as a “holy grail” [25] of SE research.

A flurry of recent research has started to make automatic sum-
marization a reality. Following the pattern in many research areas,
early efforts were based on manual encoding of human knowledge
such as sentence templates [29, 38, 39], until around 2016-2018
when AI-based, data-driven approaches superseded manual ap-
proaches. Nearly all of the literature on these AI-based approaches
to subroutine summarization is inspired by Neural Machine Trans-
lation (NMT) from the Natural Language Processing research area.
In the typical NMT problem, a neural model is trained using pairs of
sentences in one language and their translation in another language.
A stereotyped application to code summarization is that pairs of
code and description are used to train a model instead – code serves
as one “language” and descriptions as the other [21].

These existing approaches have shown promising, but not yet
excellent, performance. The first techniques focused on an off-the-
shelf application of an encoder-decoder neural architecture such
as by Iyer et al. [21], with advancements looking to squeeze more
information from the code such as by Hu et al. [20] and LeClair et
al. [25] using a flattened abstract syntax tree, and very recently
Alon et al. [4] and Allamanis et al. [3] using graph neural nets and
execution paths. Yet, all of these approaches are based on an as-
sumption that a subroutine can be summarized using only the code
inside that subroutine: the only input is the code of the subroutine
itself, and the model is expected to output a summary based solely
on that input. But this assumption has led to controversy for neural-
based solutions [16] since program behavior is determined by the
interactions of different subroutines, and the information needed
to understand a subroutine is very often encoded in the context
around a subroutine instead of inside it [7, 17, 18, 29].

In this paper, we present an enhancement to automatic summa-
rization approaches of subroutines, by using the file context of the
subroutines combined with the subroutines’ code. By “file context”
we mean the other subroutines in the same file. What we propose,
in a nutshell, is to start with one of several existing approaches that
models a subroutine’s source code, then 1) model the signatures
of all other subroutines in the same file also using recurrent nets,
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and 2) use an attention mechanism to learn associations between
subroutines in the file context to words in the target subroutine’s
summary during training. Our idea is novel because existing ap-
proaches generally only attend words in the output summary to
words in the target subroutine. Combined with other advancements
that we will describe in this paper, our approach is able to learn
much richer associations among words and produce better out-
put summaries. In our experimental section, we demonstrate that
our approach improves existing baselines by providing orthogo-
nal information to help the model provide better predictions for
otherwise difficult to understand subroutines.

2 PROBLEM, SIGNIFICANCE, SCOPE
The problem we target is called “source code summarization”, a
term coined by Haiduc et al. [15] around 2009 to refer to the process
of writing short, natural language descriptions (“summaries”) of
source code. We, along with a majority of related work (see Sec-
tion 3.1), focus on summarization of subroutines because subroutine
summaries have a high impact on the quality of documentation [13]
and because the problem of code summarization of subroutines is
analogous to Machine Translation (MT) for which there is a large
potential for cross-pollination of ideas with the natural language
processing research area, as a number of new interdisciplinary
workshops and NSF-funded meetings have highlighted [10]. To
encourage this cross-pollination of ideas and to maximize the repro-
ducibility of our work, we focus on Java methods and use a dataset
recently prepared by LeClair et al. for NAACL’19 [26]. However, in
principle our work may apply to many programming languages in
which subroutines are organized into files.

Yet despite crossover with NLP, this work is firmly in the field
of Software Engineering. A very brief history of code summariza-
tion is that research efforts focused on manual rule-writing and
heuristics until around 2016 when Neural Machine Translation was
applied to source code and comments. The first NMT applications
treated code summarization as essentially an MT problem: source
code was the “source” language while summary comments were
the “target”, compared to an MT setting when e.g. French sentences
were a source and equivalent e.g. English sentences the target. A
trend since then has been to further define the problem in terms of
software engineering domain-specific details. For example, marking
up the source language with data from the abstract syntax tree of
the methods [4, 20] or modeling the code as a graph rather than a
sequence [3]. This paper moves further in that direction, by using
file context to improve summarization. Future work will likely con-
tinue this trend, with better results coming from better distinctions
between source code summarization and machine translation.

It is important to recognize that we seek to enhance existing ap-
proaches, rather than compete with them. We present our approach
as an augmentation to several existing baselines. Also, beyond the
solution we present, a scholarship objective of this paper is to ac-
celerate the community’s progress by demystifying key aspects of
using neural networks for code summarization. A frequent com-
plaint about scientific literature and AI research specifically is that
it is hard to reproduce and tends to treat the solutions as a black
box [33]. We aim to push against that tendency. Therefore, we ded-
icate several discussions in this paper to justifying decisions and
explaining results in detail.

3 BACKGROUND & RELATEDWORK
This section discussion key background items including related
work from software engineering and natural language processing.

3.1 Source Code Summarization
As mentioned above, source code summarization has a long history
in software engineering literature, generally following the pattern
of heuristic-based methods giving way to more recent data-driven
methods. Specifically, there are five very closely related data-driven
papers on source code summarization which we cover in detail.

The first of the five closely-related papers is by Iyer et al. [21]
published in 2016. This work was one of the earliest to use a neural
encoder-decoder architecture for code summarization. The work set
the foundation for significant advancements, but in retrospect was a
fairly straightforward application of off-the-shelf NMT technology:
C# code was used as an input language and summary descriptions
used as an output. The paper made several changes to the input
during preprocessing in an attempt to maximize performance by
focusing on the important parts of the code. In a sense this could
be thought of as a bridge between pre-2016 heuristic-based ap-
proaches and later “big data” solutions: heuristics were used to
select important words from code in preprocessing, then fed to an
encoder-decoder system that, in it’s overall structure, remained
unchanged from NMT approaches for natural languages.

Hu et al. [20] in 2018 proposed an improvement using the Ab-
stract Syntax Tree (AST) of the function. Their idea was that the
AST should give more details about the code behavior than the
words in the code alone, and therefore should lead to improved pre-
diction of code summaries. However the problem they encountered
was that a vast majority of encoder-decoder models at the time
relied on sequence input, while the AST is a tree. Their solution was
to design a Structure-Based Traversal (SBT) which is essentially
an algorithm for flattening the AST into a sequence and using the
components of the AST to annotate words from the code.

Next, LeClair et al. [25] at ICSE 2019 observed that the approach
by Hu et al. blended two very different types of information (struc-
ture from the AST and language from identifier names etc.) in the
same input sequence, while in other research areas such as image
captioning [19] it has been shown that better results are achieved
when different input types are processed separately. Therefore, they
designed a model architecture that processes the word sequence
and SBT/AST sequences in separate recurrent nets with separate
attention mechanisms, and concatenates the results into a context
vector just prior to prediction.

Meanwhile, Wan et al. [41] report improvements with a hybrid
AST+code attention approach. They also show how to use rein-
forcement learning to improve performance by several percent.
While we do not dispute that the RL-based approach helps, we
do not use it this paper because our goal is to show how file con-
text adds orthogonal information to AST+code approaches. The
RL-based approach is more like an improved training procedure, as
opposed to adding new information to the model. Ultimately, we
used LeClair et al. [25]’s approach as a baseline because it is simpler
(to reduce experimental variables) and slightly more recent.

At around the same time, Alon et al. [4] and Allamanis et al. [3]
noted that while the AST is a useful addition to the model for
prediction, it is not optimal to flatten the AST into a sequence, since
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that forces the model to learn tree structure information from a
sequence. Yet these papers diverge substantially on the solution.
Alon et al. extract a series of paths in the AST and treat each path
as a different sequence, while Allamanis et al. propose using a
graph-based neural network to model the source code. However,
Allamanis et al. targeted generative models of the code itself. In
this sense, Allamanis et al.’s work is representative of a variety of
neural models for code representation [6, 44, 45].

Beyond Allamanis et al.’s connection to code summarization
with a recommendation of graph-based NNs, there is a diverse and
growing body of work applying neural representations of code to
several other problems such as commit message generation [22],
pseudocode generation [32], and code search [14]. Due to space
limitations we direct readers to peer-reviewed surveys by Chen et
al. [8] andAllamanis et al. [2] aswell as an online running survey [1].
Song et al. [37] and Nazar et al. [31] describe code summarization
in detail, including heuristic-based techniques [29, 38, 39].

3.2 Neural Encoder-Decoder Architecture
The key supporting technology for nearly all published data-driven
code summarization techniques is the neural encoder-decoder atten-
tion architecture, designed for Neural Machine Translation (NMT).
The origin of the architecture is Bahdanau et al. [5] in 2014. While
the encoder-decoder design existed, that paper introduced attention,
which drastically increased performance and launched several new
threads of research. Since that time the number of papers using the
attentional encoder-decoder design far exceeds what can be listed
in one paper, with thousands of papers discussing overall improve-
ments as well as adjustments for specific domains [9]. Nevertheless,
this history has been chronicled in several surveys [35, 36, 43].

We include enough details in Section 4 to understand the basic
encoder-decoder architecture and how our approach differs, but pro-
vide an overview here. In general, what “encoder-decoder” means
is that an “encoder” is provided input data representing a source
sentence or document, while the decoder is provided samples of
desired output for that input. After sufficient training examples
provided to the encoder and decoder, the model can often generate
a reasonable output from the decoder given an input to the encoder.
In the most basic setup, the encoder and decoder are both recurrent
neural networks: the encoder RNN’s output state is given as the
initial state of the decoder. During training, the decoder learns to
predict outputs one word at a time based on the encoder RNN’s
output state. Advancements in the encoder-decoder model usually
focus on the encoder because the encoder is what models the input,
and more accurate input modeling is likely to lead to more accurate
predictions of output. For example, the encoder input RNN may be
swapped for a graph-NN.

The encoder-decoder design has found uses in a very wide vari-
ety of applications beyond its origin for translation. Another appli-
cation area relevant to this paper is document summarization, in
which a paragraph or even several pages is condensed to one or two
sentences. Typical strategies include representing each sentence
in the document with an RNN, and selecting words from these
sentences in the decoder [30]. From a very high level this strategy
is relevant to our work, in that we model each function in a file
with an RNN, though numerous important differences will become
apparent in the next section.

4 OUR MODEL
In this section, we present our prediction model. Note that we did
not include certain optimizations such as pretrained word embed-
dings, multi-layer RNNs, etc. These optimizations are tangential
to the main objective of this paper: to evaluate file context as an
improvement for neural code summarization. Therefore we keep
our model design simple to reduce experimental variables, while
retaining the most important design features from related work.

4.1 Overview
The model is based on the encoder-decoder architecture. As in
related work, for each function, we have a source code/text input
as well as an AST input to the encoder, plus a summary input to the
decoder. But, we introduce a new input called “file context”, which
is the code/text from every other function in the same file. In this
subsection, we discuss an overview visualized below:

The encoder can be thought of as modeling three types of in-
put: code/text and the AST from a function, and the file context
for that function. Likewise the decoder models one type of input:
the summary. During training, a sample summary is provided to
the decoder. During inference, the decoder receives the predicted
summary so far, while the output prediction is the predicted next
word in the summary (see the next subsection for training details).

Code/Text We model code/text using a word embedding space
and a recurrent network (area 2). This is the same design that has
been successful in several related papers. The code/text is merely
the sequence of tokens from the source code for the function.

AST As discussed above, there are three ways related work mod-
els the AST: by flattening the tree to a sequence (Hu et al. and
LeClair et al.), by using paths of the AST as separate sequences
(Alon et al.), or by using a graph-NN (Allamanis et al.). We built our
model so that any one of these may be used, and provide implemen-
tations for each. Later, our experiment will evaluate the effects of
combining file context with each. We mention a few caveats in this
section, though. First, we describe our implementation with the flat-
tening technique shown by LeClair et al. (area 3) for simplicity and
because, ultimately, we observed the highest BLEU scores in that
configuration. Second, for the AST encoder by paths, we were only
able to use 100 paths, which is at the lowest limit recommended by
Alon et al. (they found optimal setting was 200) – when combining
file context, we hit a known limit of CuDNN for large recurrent

3
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nets1. Third, using graph-NNs expands the network size by tens of
millions of parameters, leading to limitations on speed and memory
usage; we chose two “hops” in the graph-NN as a compromise.

File Context This input leads to the key novelty of our model.
The input itself is, essentially, the code/text data for every other
function in the same file as the function we are trying to summarize.
The format of this input is an nxm matrix in which n is the number
of other functions in the file andm is the number of tokens in the
function (technically, we pad or truncate functions atm tokens so
all input sequences are the same length, and select only the first
n functions from each file if more then n are available). We model
the input first by using a trainable word embedding space (area 1).
Note that we share this embedding space with the code/text data
– there is not a separate vector space for words in the code/text
input and words in the functions in the file context. Note that
this necessitates the use of the same vocabulary for both inputs,
which has the effect of introducing more out-of-vocab words for
the code/text input (since vocabulary is calculated as the x-most
common words, and the file context distorts the word occurrence
count in favor of words that occur in the file context). Yet in pilot
studies we found an improvement of over 20% in BLEU score when
sharing this space opposed to learning different embedding spaces,
not to mention reduced model size and time to train. For reference,
we used a code/text vocab size of 75k, and about 15% of this was
displaced when recomputing the vocabulary with file context.

Next (area 5), we use one RNN per function in the file context.
This is similar to how function code/text is modeled (area 2), except
that for file context we only use the final state of the RNN. For
function code/text (area 2), we output the RNN state for every
position in the code/text sequence – that way, we can compute
attention for every position in the decoder (area 4) to every position
in the code/text sequence (as described for NMT by Bahdanau et
al. and implemented in a majority of code summarization papers).
In contrast, for file context, we build a two dimensional matrix in
which every column is a vector representing a function in the file
context (the vector is the final state of the RNN for that function).

As mentioned, we calculate attention (area 6) for each encoder
input to the decoder (“summary”) input. For code/text and AST
sequences, we compute attention as mentioned in the previous para-
graph. However, for file context, we compute attention from each
position in the summary to each function in the file. A metaphor
to NMT is that the attention mechanism was originally designed
for building a dictionary between words in one language to words
in another language, by learning to emphasize the positions in
the encoder and decoder sequences that have the same meaning.
Essentially what this does is train the model to output a word in
one language e.g. Hund when it sees e.g. dog in the input. Applied
to our model for file context, the model learns to output words in
code summaries when it sees functions relevant to those words. So
for instance, if a function in the file context involves playing mp3
files, the model will be more likely to output words related to mp3s,
music, audio, etc. In our evaluation (see RQ2), we explore evidence
of how our model actually does behave as we envision.

To create an output prediction, we concatenate the attention-
adjusted matrices from all three encoder inputs and the decoder

1https://github.com/tensorflow/tensorflow/issues/17009

input and use a fully-connected network (area 7) to learn how to
combine the features from each input. This part of the model is
similar to most encoder-decoder networks, and ultimately outputs
a prediction for the next word in the summary.

4.2 Training Procedure
We train our model using the “teacher forcing” procedure described
extensively in related work [11, 12]. In short, this procedure in-
volves learning to predict summaries one word at a time, while
exposing the model only to the reference gold set summaries (as
opposed to using the model’s own predictions during training). So
for example, for every function, we train the model by providing
the three encoder inputs, plus the decoder summary input one word
at a time, e.g. a sample:
[ encoder inputs ] => play mp3 files

would become during training four separate samples:
[ encoder inputs ] => <st> + ( play )
[ encoder inputs ] => <st> play + ( mp3 )
[ encoder inputs ] => <st> play mp3 + ( files )
[ encoder inputs ] => <st> play mp3 files + ( <et> )

where < st > and < et > are start and end sentence tokens (for
readability, we do not show padding). During training, the encoder
would receive the encoder inputs, the decoder would receive the
sequence so far (e.g. “play mp3”), and sample output prediction
would be the correct next word (e.g. “files”) whether or not the
model actually would have succeeded in making that prediction.

4.3 Corpus Preparation
We used the corpus provided by LeClair et al. in a NAACL’19 paper
of recommendations for code summarization datasets [26]. This
corpus includes around 2m Java methods paired with summaries,
already cleaned and split into training/validation/test sets according
to a variety of recommendations. That paper evaluated four differ-
ent splits and determined minimal variations in reported results
after cleaning. For maximum reproducibility, we use “split set 1”
from that paper. We do not use datasets from other papers because
we could not verify that they followed the dataset recommendations
such as removing auto-generated code.

However, the corpus did not include file context (only code/text
andAST) for each Javamethod. Therefore, we obtained fromLopes et
al. [28] the raw data use by LeClair et al., and created the nxm file
context matrices for each method (see paragraph 5 of Section 4.1).
Note that each file context matrix did not include the function itself
– only the other methods in the file. We included these methods
even if they did not have summaries of their own. We filtered all
comments and summaries from the file context so that it only in-
cluded words from the code itself. In practice it may be desirable
to include these comments, but we felt that including them would
create a possibility that the model could see a very similar or even
identical summary during training, and we decided to avoid the
possibility of introducing this bias.

Note that the size of n andm become important hyperparamters
in our approach: n controls the number of functions per file, and
m controls the number of tokens per function. Ideally both num-
bers would be very high, but hardware and software limitations
require us to cap them. If n is too high, many functions will be
included, but they will all be very short (lowm). Ifm is too high, we
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will only be able to model a few functions per file. Ultimately we
tested several values and found n=20,m=25 to provide a reasonable
balance. Note that the average number of methods per file in the
corpus was about 8, and n=20 covers all functions in over 97% of
files. Interestingly, performance plateaus afterm=25. The model
appears to use the function signatures and first few tokens, but later
parts of the function do not appear to be useful in the file context,
at least with the type of RNNs we used in our implementation.

4.4 Model Details
Inspired by successful examples set by previous work, we discuss
our model details in the context of our implementation source code.
We built this model in a framework provided at ICSE’19 [25], and is
readable via file atfilecont.py in our fork of that framework (with
a few minor edits for readability, see details Section 7).
tdat_input = Input(shape=(self.tdatlen,))
sdat_input = Input(shape=(self.n, self.m))
ast_input = Input(shape=(self.astlen,))
com_input = Input(shape=(self.comlen,))

First, above, are the input layers corresponding to the code/text,
file context, and AST for the encoder, plus the summary comment
for the decoder. We discussed the n and m hyperparameters in
the previous section. For the others, we chose tdatlen=50 for the
maximum number of tokens in the code/text sequence, astlen=100
for the max tokens in the flattened AST sequence, and comlen=13
for the max words in the output summary. The parameters tdatlen
andastlen are as recommended by LeClair et al. in their experiments
and followup discussion with the authors, while comlen is limited
by the available corpus.
tdel = Embedding(output_dim=100, input_dim=75000)

This line creates the code/text embedding space. The space size
is one 100-dimension vector for every 75k words. We chose this
size as a compromise between performance and memory usage.
tde = tdel(tdat_input)
tenc = CuDNNGRU(256, return_state=True, return_sequences=True)
tencout, tstate_h = tenc(tde)

This section corresponds to area 2 of the overview figure. Note
that return_sequences is enabled, meaning that the variable tencout
will contain a matrix of size 50 x 256: one 256-length vector for
each of the 50 positions in the code/text sequence. Note that it is
not typical for the RNN output dimensions (256 here) to exceed the
word embedding vector length (100) for NMT applications, though
we have repeatedly found a benefit in our pilot studies for code
summarization tasks.
de = Embedding(output_dim=100, input_dim=10908)(com_input)
dec = CuDNNGRU(256, return_sequences=True)
decout = dec(de, initial_state=tstate_h)

Next is the decoder (area 4 in overview figure). The vocabulary
size of 10908 is as provided in the corpus, though we note that it is
less than the 44k reported by LeClair et al. in ICSE’19. The reason
for the change seems to be a greatly increased training speed at
minimal performance penalty, but it does mean that the results are
not directly comparable to other papers – in our evaluation, we had
to rerun the experiments with the new vocab size.
ae = Embedding(output_dim=10, input_dim=100)(ast_input)
ae_enc = CuDNNGRU(256, return_sequences=True)
aeout = ae_enc(ae)

This is the AST input portion of the decoder (area 3). Shown
below is the SBT [20] flat AST technique, but in our experiments
we swap this section for other AST encoders (see Section 4.1).
ast_attn = dot([decout, aeout], axes=[2, 2])
ast_attn = Activation('softmax')(ast_attn)
acontext = dot([ast_attn, aeout], axes=[2, 1])
tattn = dot([decout, tencout], axes=[2, 2])
tattn = Activation('softmax')(tattn)
tcontext = dot([tattn, tencout], axes=[2, 1])

The above is the attention mechanism for the code/text and AST
inputs. This part is traditional attention between each position in
the decoder input to each position in the code/text and AST inputs.
semb = TimeDistributed(tdel)
sde = semb(sdat_input)

These two lines begin our file context portion of the model (area
5). Basically what happens is that one 25x100 matrix is generated
for every function in the file context: that is, one 100-dimension
vector for every one of the 25 (hyperparameterm) words in each
function sequence. The 100-dimension vectors are from the word
embedding space shared with the code/text input (variable tdel).
There is one 25x100 matrix for each of the 20 (hyperparameter n)
functions in the file, resulting in a 20x25x100 matrix as sde.
senc = TimeDistributed(CuDNNGRU(256))
senc = senc(sde)

Next we create one RNN for each of the 20 functions. Each RNN
will receive a 25x100 matrix: 25 positions of 100-dimension word
vectors. Note that we also built a custom TimeDistributed layer in
which we passed tstate_h as the initial state for each RNN (as it is
used for the decoder), but we noticed only minuscule performance
differences and removed it for simplicity. The size of senc is 20x256:
one 256-length vector representing each of the 20 functions.
sattn = dot([decout, senc], axes=[2, 2])
sattn = Activation('softmax')(sattn)
scontext = dot([sattn, senc], axes=[2, 1])

The attention mechanism for file context looks similar to the
code/text and AST inputs, but has a very different meaning. Variable
sattn is the result of the dot product of decout and senc. Consider
the following multiplication (table format courtesy [25]):

decout (axis 2) senc (axis 2) sattn
1 2 .. 256

1 v1 −→
2 v2 −→
..
13

*

1 2 .. 20
1 v3v4
2 ↓ ↓

..
256

=

1 2 .. 20
1 a b
2 c d
..
13

In the above, vector v1 is the 256-dimension vector representing
the first position in the decoder RNN. The vector v3 is the 256-
dimension vector representing the first function in the file context.
Valuea is ameasure of similarity between those two vectors. Vectors
that are more similar will have a higher sattn matrix.

This similarity is important because we multiply sattnwith senc:

sattn (axis 2) senc (axis 1) scontext
1 2 .. 20

1 v5 −→
2 v6 −→
..
13

*

1 2 .. 256
1 v7v8
2 ↓ ↓

..
20

=

1 2 .. 256
1 e f
2 g h
..
13
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Vector v5 is a list of similarities of position 1 in the summary
to different functions in the file context. E.g., element 3 of v5 is
the similarity of position 1 in the summary to function 3 in the
file. In contrast, vector v7 contains all the first elements of the
256-dimension vectors representing different functions. When each
element of v5 is multiplied to the corresponding element in v7, the
effect is to scale the element in v7 by the similarity represented in
v5. So if position 1 of the summary is very similar to function 3 of
the file while not similar to other functions (i.e. element 3 of v5 is
high while other elements in v5 are low), then that position will be
retained while others attenuated.

Note above that we apply a softmax activation to sattn, so each
of the vectors in that matrix (such as v5) will sum to one. If, for
example, element 3 in v5 is 0.90 and all others sum to 0.10, then
it means that the product of the multiplication of v5 and v7 will
include 90% of the value of element 3, and only 10% of the value of
all other elements. That product is the value e : it will be dominated
by the values of v7 (first positions of the 256-dimension vectors
for the functions) that are most similar to position 1 in the decoder.
Likewise, f will be dominated by values of v8 (second positions of
the function vectors) most similar to position 1 of the decoder, etc.
In this way, we create a context matrix scontext which includes
one 256-dimension vector for each of the 13 decoder positions –
each of these vectors represents the functions most relevant to the
word in that position of the summary.
context = concatenate([scontext, tcontext, acontext, decout])
squash = TimeDistributed(Dense(256, activ="relu"))(context)

We concatenate the context matrices from each attention mecha-
nism (and the decoder) into a single context matrix along axis 1, to
create a matrix of size 13x1024 (since each smaller context matrix
is 13x256). We then use one fully-connected layer of size 256 to
squash the 1024 matrix into a lower dimension. This is common
in encoder-decoder architectures in order to prevent overfitting,
though it serves an additional purpose in our model of helping the
model learn how to combine the information from each of the three
encoder inputs.
squash = Flatten()(squash)
out = Dense(10908, activation="softmax")(squash)

Finally, we flatten the 13x256 “squashed” context matrix into a
single 3328-dimension vector so that we can connect it to a fully-
connected output layer. The output layer size is the vocabulary size,
and the argmax of this output layer is the index of the predicted next
word in the vocabulary. Note that a large number of parameters
occur between the distributed dense layer and the output layer
(3328 to 10908 elements is over 36m parameters). Significant time
could be gained by reducing the vocab size or the size of the “squash”
layer (the 1024 could be squashed to, say, 128 instead of 256), but
at unknown cost to performance. In the end, we keep these values
consistent across all approaches in our experiments, to ensure an
“apples to apples” comparison, even if optimizations could be made
depending on user circumstances.

4.5 Hardware/Software Details
Our hardware included two workstations with Xeon E1530v4 CPUs,
128gb RAM, and dual Quadro P5000 GPUs. Software platform in-
cluded Ubuntu 18.04.2, Tensorflow 1.14, CUDA 10.0, and CuDNN 7.
The implementation above is for Keras 2.2.4 in Python 3.6.

5 EXPERIMENT DESIGN
This section discusses the design of our experiment including re-
search questions, methodology, and other conditions.

5.1 Research Questions
Our research objective is to evaluate whether the our proposed
mechanism for including file context in code summarization im-
proves strong, recent baselines. In particular, we aim to establish
whether any improvement can be attributed to the file context, so
we aim to reduce the number and effect of other factors. We ask
the following Research Questions (RQs):

RQ1 What is the performance of our proposed approach com-
pared to recent baselines in terms of quantitative metrics in
a standardized dataset?

RQ2 To what extent can differences in performance be attrib-
uted to the inclusion of file context?

The rationale for RQ1 is straightforward: to compare our ap-
proach to existing approaches. The scope of this question is to
compare our work to relevant data-driven technologies, as opposed
to heuristic-based/template solutions. Generally speaking, it would
not be a “fair” comparison for heuristic-based techniques because
a heuristic could produce a valid summary that would not be any-
thing like the reference solution. The way to evaluate a heuristic
approach is with a human study, but the scale of the dataset (e.g.
over 90k samples in the test set) is much too large. Therefore we
follow precedent set in both the SE and NLP research areas, and
use quantitative metrics to evaluate performance in broad terms
over the whole test set.

However, there are many factors that can affect performance
between one data-driven approach and another. For example, the
choice of exactly which type of recurrent unit to use (e.g. LSTM vs
GRU, or uni-directional vs bi-directional) or the number of units in
a hidden layer. We control as many of these factors as possible by
configuring the approaches in as similar a way as reasonable (see
Section 5.3), but there is always a question as to whether a proposed
variable is actually the dominant one. Therefore, we ask RQ2 to
study how file context contributed to predictions in the model.

5.2 Methodology
To answer RQ1, we follow the methodology established by many
papers on code summarization in both SE and machine translation
in NLP. We obtain a standard dataset (see Section 4.3), then use
several baselines plus our approach to create predictions on the
dataset, then compute quantitative metrics for the output. For our
approach, we trained for ten epochs and selected the model that
had the best accuracy score on the validation set. Unless otherwise
stated in Section 5.3, this is also how we trained the baselines.

The quantitative metrics we use are BLEU [34] and ROUGE [27].
These two metrics have various advantages and disadvantages, but
one or another form the foundation of nearly all experiments on
neural-based translation or summarization. Both are basically mea-
sures of similarity between a predicted sentence and a reference.
BLEU creates a score based on matches of unigrams, bigrams, 3-
grams, and 4-grams of words in the sentences. ROUGE encompasses
a variety of metrics such as gram matches and subsequences. We
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report BLEU (1-4) as well as ROUGE-LCS (longest common subse-
quence) to provide good coverage of metrics without redundancy.
In cases when the reference is only three words long (the dataset
has a minimum summary length of three words), we calculate only
BLEU 1-3 and do not include BLEU 4 in the total BLEU score for
that sentence, because otherwise the total BLEU score would be
zero even for correct three-word predictions.

We answer RQ2 in three stages. First, we provide an overview
comparison of predictions by different models to determinewhether
the inputs (code/text, AST, file context) give orthogonal results
and estimate the proportion of predictions may be helped by file
context. Second, we extract specific examples to illustrate how the
approach works in practice. Whenever possible, we support our
claims with quantitative evidence, to minimize the potential of bias.
One key piece of evidence in the examples is from the attention
layer to file context (area 6 in the overview figure, scontext in
Section 4.4). The attention layer shows which of the functions in
the file context are contributing the most to the prediction. By
showing that a prediction is improved when when a particular
function is attended, we can demonstrate that the file context is the
most likely explanation for the improvement. Finally, we explore
evidence that it is prevalent for file context to improve predictions
in a similar way as the example, and perform an ablation study in
which we train and test the model using only AST and file context.

5.3 Baselines
We use five baselines. We chose these baselines because 1) they
are recent, 2) they represent both code-only and AST+code neural
approaches that our approach is capable of enhancing, and 3) they
had reproducibility packages. Space limitations prevent us from
listing all relevant details, so we provide complete implementations
in our online appendix (Section 7).

attendgruThis baseline represents a “no frills” attentional encoder-
decoder model using unidirectional GRUs. It represents approaches
such as Iyer et al. [21], but this implementation was published
by LeClair et al. [26]. We configure attendgru with identical hy-
perparameters to our approach whenever they overlap (e.g. word
embedding vector size).

ast-attendgru This is the approach LeClair et al. [25] propose,
using their recommended hyperparameters. This approach is an en-
hancement of SBT [20], so we only compare against this approach.

transformer Vaswani et al. [40] proposed an attention-only (no
recurrent steps) machine translation model in 2017. It was received
in the NLP community with significant fanfare so, given the success
of the model for NMT, we evaluate it as a baseline.

graph2seq Allamanis et al. [3] proposed using a graph-NN to
model source code, but applied it to a code generation task in
their implementation. To reproduce the idea as a baseline for code
summarization, we use a graph-NN-based text generation system
proposed by Xu et al. [42]. We use the nodes and edges of the AST
as input, with all other configuration parameters as recommended
for NMT tasks by Xu et al..

code2seq Alon et al. [4], described in Section 3.1, is a recent code
summarization approach based on AST paths that is reported to
have good results on a C# dataset. We reimplemented the approach
from Section 3.2 of their paper, with their online implementation as
a guide. Note we did not use their implementation verbatim. They

had many other architecture variations, preprocessing, etc., that
we had to remove to control experimental variables. Otherwise,
it would not have been possible to know whether performance
differences were due to file context or these other factors.

6 EXPERIMENT RESULTS
We present our experimental findings and answer our research
questions in this section. Recall that our research objective is to
evaluate the effects of adding our file context encoding, and to this
end we present a mixture of high level quantitative data and specific
examples and qualitative explanations. Recall that we do not view
our results as in competition with the baselines, but instead as a
complementary attempt at improvement.

6.1 RQ1: Quantitative Measures
Our key finding in answering RQ1 is that, in terms of quantitative
measures over the whole test set, adding our file context encoder
increased performance in nearly all cases. Figure 1 showcases the
difference when compared with aggregate BLEU score (column
BLEU-A of Table 1). The baselines attendgru and ast-attendgru

improved by more than one full BLEU point, while graph2seq and
code2seq improved by around 0.3 BLEU. One possible explanation
for the greater increase for attendgru and ast-attendgru is that the
path- and graph-based AST encoder models have many millions
more parameters than the flattened AST approach (not to mention,
when there is no AST encoder), and the model may have difficulty
retaining some of the details in these larger encoders in the “squash”
layer of the model (area 7 of overview figure in Section 4.1 and
paragraph 13 of Section 4.4). Recall that an overriding objective in
our experimental setup is to reduce variables to create an “apples
to apples” comparison. For that reason, we used fully-connected
networks of 256 dimensions for all approaches in the squash layer.
The result could be that the model is able to learn more details
about the flattened AST encoder in the squash layer simply because
of there are many fewer parameters in that encoder, while we are in
effect asking the model to remember muchmore information in that
layer in the path- and graph-based encoders. Our recommendation
for future work is to designate the size of the squash layer as a

Figure 1: Comparison of baselines to baselines including our
file context encoder. Dark blue indicates baseline aggregate
BLEU score (compare to Table 1 column BLEU-A). Orange
indicates increase in BLEU score for identical model with
file context encoder added. Note y-axis starts at 17 BLEU.
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Table 1: Performance summary in terms of BLEU aggregate (A) and 1-4, plus ROUGE Longest Common Subsequence precision,
recall, and F1 measure. Except for Transformer, all implementations were identical except for different AST and file context
encoders. For example, the ast-attendgru model included the RNN-based code/text encoder and the flattened AST encoder,
and achieved 18.69 aggregate BLEU score. Key takeaway is that the “FC” file contextmodels obtained higher performance than
their default “non FC” counterparts. BLEU-A is bold because it usually serves as the most important performance metric.

function text AST file
context

BLEU ROUGE-LCS
rnn xform flat graph paths A 1 2 3 4 P R F

transformer x 5.43 22.46 7.78 2.73 1.82 28.72 28.26 27.62
attendgru x 18.22 37.69 20.89 13.70 10.22 54.69 47.42 49.01
ast-attendgru x x 18.69 37.13 21.11 14.27 10.90 56.60 47.42 49.75
graph2seq x x 18.61 37.56 21.27 14.13 10.63 55.32 47.45 49.29
code2seq x x 18.84 37.49 21.36 14.37 10.95 56.15 47.55 49.69
attendgru+FC x x 19.36 37.40 21.58 14.94 11.65 57.11 47.74 50.19
ast-attendgru+FC x x x 19.95 38.39 22.18 15.41 12.06 56.19 48.04 50.03
graph2seq+FC x x x 18.88 37.12 21.21 14.46 11.17 55.22 47.03 49.07
code2seq+FC x x x 19.11 37.17 21.39 14.69 11.41 56.77 47.40 49.87

hyperparameter for tuning, perhaps with larger settings for larger
encoders. We do not recommend concluding from this experiment
alone that a flat AST encoder is the best design. Instead, we confine
ourselves to the conclusion that adding our file context encoder to
the baselines improves the performance of those baselines.

An exception to the overall observation of improved performance
with the file context encoder is that the graph2seq model obtain
a slightly lower ROUGE-LCS F1 score, despite a higher aggregate
BLEU score, when we added the file context encoder. The way to
interpret ROUGE-LCS is that precision and recall are calculated only
for words in a predicted sentence that appear in sequence when
compared to a reference sentence. For example, consider prediction
“converts the file from mp3 to wav” and reference “converts the file
fromwav tomp3”. The summaries have very differentmeanings, but
the BLEU1-3 scores will be fairly high and will inflate the aggregate
BLEU score. In contrast, ROUGE-LCS will result in precision and
recall scores of 57% (4/7 for longest common subsequence divided
by sentence lengths, see Section 3 of Lin et al. [27] for formulae) –
the result is a score much more based on proper word order instead
of predicting correct words anywhere in the sentence. So, it appears
that the predictions from graph2seq have slightly longer common
subsequences with the references, without the file context encoder.

We made several related but tangential observations. We found
that the transformer model performed quite poorly on this soft-
ware dataset, despite reports of excellent performance at low cost
on natural language translation [40, 43]. While it is tempting to
draw sweeping conclusions from this finding, we mention it only to
recommend caution in applying NMT solutions to this problem. Evi-
dence is accumulating in related literature that code summarization
is not merely an application of off-the-shelf technology borrowed
from the NLP domain [16]. Another tangential observation is that
we verify conclusions by related work, namely Alon et al. [4] that a
path-based AST encoder outperforms most alternatives (code2seq
was the highest performer without file context), and Hu et al. [20]
and LeClair et al. [25] that a flat AST encoder design outperforms
traditional seq2seq encoder-decoder designs (i.e. attendgru). Finally,
we note that the AST-based models have broadly similar perfor-
mance (18.61 - 18.84 BLEU), while the contribution of file context
varies much more (18.88 - 19.95 BLEU).

6.2 RQ2: Effects of File Context
We explore the effects of file context in three ways: First we offer
a bird’s eye view of results. Second we present specific examples
demonstrating how the model works. Third we provide evidence
that the examples are representative of the model’s behavior.

Overview Consider Figure 2(a) which shows a breakdown of
BLEU1 scores for predictions by attendgru. (We show BLEU 1 scores
for simplicity of comparison, BLEU 1 is equivalent to unigram pre-
cision.) There is a significant portion in which attendgru performs
quite well, with BLEU1 scores sometimes even nearing 100. This
is not surprising since in some cases, the source code of the func-
tion “gives away” the summary e.g. in functions with names like
convertMp3ToWav. Yet for 46% of predictions, BLEU1 score is less
than 25, meaning that not even 25% of the words in the predictions
are correct. This is also not surprising, since in many cases the code
has almost no clues as to what words should be in the summary.

Next consider Figure 2(b). This chart shows the percent of func-
tions in which the predictions had the highest BLEU1 score (of
predictions >25 BLEU1) for three different models: attendgru relies
only on code/text, ast-attendgru is the same model but with access
to AST information, and attendgru+FC is the same model but with
access to file context (but no AST). What we observe is that there is
a subset of functions for which each model seems to perform best
– it is not as through the models provide uniformly better results
on all functions. Related work e.g. LeClair et al. [25] showed how
AST-based models can improve predictions for functions in which

Figure 2: Comparison of predictions from models with
code/text only (attendgru), code/text+AST (ast-attendgru),
and code/text+FC (attendgru+FC). Details in Section 6.2.
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the structure contains clues about the function’s behavior, even if
the source code contains no useful words. We make a similar obser-
vation for file context. The attendgru+FC model performs best for a
subset of around 22% of functions (and ties with ast-attendgru for
4% of functions). When combined, a major portion of the improve-
ment comes from reducing the number of low quality predictions
(visible in a reduced number of <25 BLEU1 scores) in addition to
improving many of the predictions of the baselines. The result is the
overall improvement in BLEU scores reported for RQ1 for models
that combine many types of input data such as ast-attendgru+FC.

Examples Below are two examples showing how using file
context improves predictions. We chose these examples based on
explanatory power: they are short methods in which ast-attendgru

and ast-attendgru+FC differed by one word (there are 109 such ex-
amples out of 6945where ast-attendgru+FC outperformed ast-atte-
ndgru over the 90908 methods in the test set).

public void setIntermediate(String intermediate) {
this.intermediate = intermediate; }

reference sets the intermediate value for this flight
attendgru sets the intermediate value for this <UNK>
ast-attendgru sets the intermediate value for this <UNK>
ast-attendgru+FC sets the intermediate value for this flight

<st> 1
sets 2
the 3
intermediate 4
value 5
for 6
this 7y predicting
next word

8
9
10
11
12
13

1 2 3 4 5 6 7 8 9 10 11 12

1 public void set airline name java lang string airline name this ...
2 public void set destination java lang string destination this ...
3 public long get flight id return flight id
4 public void set flight id long flight id this flight id flight id
5 public void set flight number java lang string flight number this ...
6 public void set intermediate java lang string intermediate ...
7 public void set intermediate arrival time java lang string ...
8 public void set intermediate departure time java lang string ...
9 public int get num available seats return num available seats
10 public void set num available seats int num available seats
11 public int get num seats return num seats
12 public void set num seats int num seats

Example 1: (upper) Source code, summaries, and predic-
tions. (mid) activation map of the attention matrix in
ast-attendgru+FC from summary to files just prior to predict-
ing position 8, the word “flight”. The x-axis is the position
in the summary vector. The y-axis is the function in the file.
(lower) Finally, inputs to the file context matrix.

In Example 1, it is obvious from the code that the method is just
a setter, but there is no hope to understand what the value means
even with the AST, and the baselines output an unknown token.
But, the file context reveals several keywords e.g. flight, airline,
departure that serve as clues. The attention matrix shows that the
model found these clues (the image shows a heatmap of the values
in sattn in Section 4.4 just prior to predicting the last word). High
activation is visible connecting the later positions in the output
prediction to function 3, which contains the word “flight.” The effect
of high activation on this function is that the context vector (which
is a concatenation of the attention matrices) will be much closer in
vector space to the words related to flights, airlines, etc. in the word
embedding, than it would be with only the code/text and AST. This
makes it much easier for the model to predict the correct word.

Example 2 is similar, except that the word that is different in
the predictions (“exception” vs “object”) is not directly in the file
context. Once again the source code gives few clues except that it
returns a string representation of something. The baselines give
the term “object” which is a reasonable guess but not specific. The
attentionmatrix shows high activation on the three functions which

public String toString() {
if (throwable != null)

return super.toString()
+ System.getProperty("line.separator")
+ throwable.toString();

return super.toString(); }

reference returns a string representation of this exception
attendgru returns a string representation of this object
ast-attendgru returns a string representation of this object
ast-attendgru+FC returns a string representation of this exception

<st> 1
returns 2
a 3
string 4
representation 5
of 6
this 7y predicting
next word

8
9
10
11
12
13

1 2 3 4 5 6

1 public void set throwable throwable a throwable this throwable ...
2 public throwable get throwable return throwable
3 public void print stack trace if throwable null throwable print ...
4 public void print stack trace print stream s if throwable null ...
5 public void print stack trace print writer s if throwable null ...
6 public string to string if throwable null return super to string ...

Example 2: Setup similar to Example 1. Note significant at-
tention to functions 3, 4, and 5 in file context, which contain
the term “stack trace.”
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contain the term “stack trace”, which is nearby to “exception” in the
word embedding (technically “stack trace” is two words, but since
the function representation is an RNN, the final state will contain
information from both words).

Prevalence The examples above show how file context can im-
prove predictions in specific cases, but we chose these examples
based on explanatory power and not necessarily prevalence. In fact,
most of the predictions are more complicated (most predictions
differed by more than one word, and most methods are larger). Con-
sider that there were 6945 methods out of 90908 in the test set where
ast-attendgru+FC outperformed ast-attendgru in terms of aggre-
gate BLEU score. Of these, 5093 (73%) had words in the reference
summary that were in the file context but not the source code of the
method; ast-attendgru+FC correctly used these words in the output
predictions for 4369 (86%). Put another way, there were 4369/90908
(about 5%) methods in the test set where ast-attendgru failed to
find the correct word, but ast-attendgru+FC did find the correct
word, and that word was in the file context. Improvement over this
5% largely explains the increase in aggregate BLEU score from 18.69
for ast-attendgru to 19.95 for ast-attendgru+FC (+6.7%). However,
in practice, the file context sometimes led the model astray. Of the
90908 test set methods, ast-attendgru and ast-attendgru+FC tied
the aggregate BLEU score 78682 times. For the 12226 times they
differed, as mentioned, 6945 times ast-attendgru+FC outperformed
ast-attendgru while 5281 times it underperformed. Of these, 2761
(52%) occurred when a ast-attendgru+FC picked a word from the
file context when the reference did not contain that word.

As a final piece of evidence studying the effect of file context, we
perform an ablation study in which we train and test two models
in an extreme condition: when zero code/text data are available.
Basically we train and test with AST and file context only, code/text
sequences are set to zeros. Ablation studies are common in NMT re-
search to determinewhether a given input is benefiting amodel [24].
Our study is akin to the challenge experiment proposed by LeClair et
al. [25], but differs in that our intent is to explore file context rather
than simulate code obfuscation. For brevity, we present only BLEU
score values for ast-attendgru and ast-attendgru+FC:

BLEU: A 1 2 3 4
ast-attendgru 8.51 23.37 10.11 5.49 4.05
ast-attendgru+FC 11.31 27.86 13.04 7.78 5.79

The ast-attendgru model had only the AST from which to base
predictions. As shown in the prediction for Example 1 below, it
identified that the method sets some value (because it receives a
parameter and sets a class property to that parameter’s value), but
without any text it only predicts an unknown token. On the other
hand, ast-attendgru+FC guesses terms from the file context such as
“departure airport.” While not technically a correct prediction, this
example illustrates how the file context can serve as an alternative
to text information in the source code of the method. Overall, the
aggregate BLEU score increases from 8.51 to 11.31 (33%). This differ-
ence is almost certainly due to the file context, since the code/text
data are ablated and all other details of the model are identical.

reference sets the intermediate value for this flight
ast-attendgru sets the <UNK> value for this <UNK>
ast-attendgru+FC sets the departure airport value for this flight

7 DISCUSSION / CONCLUSION
This paper advances the state of the art by demonstrating how file
context can be used to improve neural source code summarization.
The idea that file context includes important clues for understanding
subroutines is well-studied in software engineering and especially
program comprehension – it has even been proposed for code
summarization [17, 29]. Yet the question is how to make use of
those clues in practice. In a nutshell, our approach is to encode
in a recurrent network every subroutine in the same file as the
subroutine we are trying to summarize. The result is that the model
is able to use more words from that context, as in the following
examples (for maximum reproducibility, number is method ID in the
dataset followed by the reference summary, attention visualizations
and detailed explanation are in our online appendix):
14624250 test of decode nmea method of class org
ast-ag. test of decode <UNK>
ast-ag.+FC test of decode nmea system method of class <UNK>
51016854 returns the weight of the given edge
ast-ag. returns the weight of the attribute
ast-ag.+FC returns the weight of the given edge
37563332 adds the given rectangle to the collection of polygons
ast-ag. adds the given x y to the collection of values
ast-ag.+FC adds the given rectangle to the collection of polygons
37563423 returns the height of the font described by the receiver
ast-ag. returns the height of the window
ast-ag.+FC returns the height of the font

As with all papers, our work carries threats to validity and lim-
itations. For one, we use a quantitative evaluation methodology,
which while in line with almost all related work and which enables
us to evaluate the approach over tens of thousands of subroutines,
may miss nuances that a qualitative human evaluation would catch.
However, space limitations prevent us from including a thorough
discussion of both in a single paper, so we defer a human evalu-
ation for extended work. Another limitation is that we evaluate
only against a Java dataset. This dataset is the largest available that
follows good practice to avoid biases [26], but caution is advisable
when generalizing the work to other languages.

Still, we demonstrate that an advantage to our approach is that
it improves predictions in a way that is orthogonal to existing
approaches, so it can be applied to a variety of existing solutions.A
feature of our experiment is that we simplified and reimplemented
baselines in order to create a controlled environment for evaluation
– several of these baselines had modifications unrelated to software
engineering such as subtoken encoding, ensemble methods, or
different RNN architectures, and it was necessary to eliminate these
as factors in experimental outcome. An optimistic sign for future
work is that performance reported in this paper could rise further
when our approach is combined with these modifications.

Reproducibility. We release our implementation and support-
ing scripts via an online appendix / repository:

http://www.github.com/Attn-to-FC/Attn-to-FC
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