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Predicting Thermal Properties of Crystals Using Machine
Learning

Sherif Abdulkader Tawfik,* Olexandr Isayev,* Michelle J. S. Spencer,*
and David A. Winkler*

Calculating vibrational properties of crystals using quantum mechanical (QM)
methods is a challenging problem in computational material science. This
problem is solved using complementary machine learning methods that
rapidly and reliably recapitulate entropy, specific heat, effective polycrystalline
dielectric function, and a non-vibrational property (band gap) for materials
calculated by accurate but lengthy QM methods. The materials are described
mathematically using property-labeled materials fragment descriptors. The
machine learning models predict the QM properties with root mean square
errors of 0.31 meV per atom per K for entropy, 0.18 meV per atom per K for
specific heat, 4.41 for the trace of the dielectric tensor, and 0.5 eV for band
gap. These models are sufficiently accurate to allow rapid screening of large
numbers of crystal structures to accelerate material discovery.
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1. Introduction

Machine learning (ML) is a powerful
tool for high-throughput prediction of
properties of materials.[1] The entire ma-
chine learning work-flow, starting from
the mathematical descriptors[2] that can
accurately and succinctly capture the prop-
erties of materials, up to the choice of
specific machine learning algorithms, has
been undergoing important development
recently. High throughput, automated
synthesis, and testing technologies now
generate large materials databases, provid-
ing increasingly rich datasets for training
data-driven ML models that can be used
to design and optimize new bespoke

materials. These developments provide a novel approach for
the calculation of the properties of many important materials
for applications in photonics,[3] medicine,[4] superconductivity,[5]

energy,[6] and programmable materials[7] and many other areas.
Recently, quantum chemical methods such as density-

functional theory (DFT) have accelerated the pace of materials
discovery.[8] A number of very large databases of quantum me-
chanical (QM)-computed values of properties of materials are
now available, for example, AFLOW[9] (≈3 million materials) and
Materials Project[10] (≈120 000 materials). The Inorganic Crys-
tal Structure Database (ICSD)[11] is a subset of these databases
that contains materials with experimental structural data. The
rest of the materials in these online databases were generated by
in silico methods that find thermodynamically stable structures.
While these databases have a large range of calculated electronic
and structural properties for each material, they only have a few
systems in which the vibrational properties are calculated. Calcu-
lation of vibrational properties of large numbers of materials is
challenging because the computational expense is much greater
than that for calculation of ground state their properties. There-
fore, newmaterials discovery will be greatly aided by the develop-
ment of a rapid method for calculating the dynamical properties
ofmaterials. Here, we showhowML can be used for this purpose.
Legrain et al.[2b] reported the prediction of two vibrational

properties, the vibrational free energy and the entropy, by ML
methods, using a relatively small data set of 292 materials. The
structures were obtained from the ICSD section of the aflow.org
repositories, with additional phonon calculations being per-
formed. Legrain et al. compared the prediction accuracy of ML
models trained using a very simple set of descriptors based on
the atomic molar composition of the material, with more so-
phisticated descriptors. Surprisingly, they found that the simple
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composition descriptors outperformed the other descriptors in
prediction accuracy. Heat capacity can also be predicted with rea-
sonable accuracy using the empirical Neumann–Kopp rules that
rely on the thermal properties of the constituent elements.[12]

Kauwe et al.[13] compared the performance of several ML models
with the Neumann–Kopp rules using descriptors that include the
chemical formula, temperature, and experimental thermochemi-
cal properties, and reported that theMLmodels were only slightly
more accurate. Given that the data set utilized by Kauwe et al.
is small and their descriptors were not derived from the atomic
structure of the materials, we surmised that more accurate and
scalable MLmodels should result when descriptors derived from
the atomic structure are employed.
Recently Petretto et al.[14] reported a larger data set of calculated

vibrational properties for 1521materials. This data set is available
online and contains the results of density-functional perturba-
tion theory calculations of a range of vibrational scalar and tensor
quantities: the entropy, the Helmholtz free energy, the phonon
energy, the heat capacity, the dielectric tensor, the phonon fre-
quencies, and the phonon dispersion. Such a rich data set is
very useful for assessing how well ML models can predict vibra-
tional properties of diverse materials. Importantly, the calculated
vibrational entropy in this dataset compares well with the exper-
imental values at room temperature, with a calculated mean ab-
solute relative error (MARE) in predicting the experimental data
of <3%. Therefore, the dataset provides a reliable reference with
which we can build ML models.
Here, we use mathematical descriptors based on the property-

labeled materials fragments (PLMF) method to accurately repre-
sent themolecular properties of 1521 crystalline semiconductors.
We show that a small set of PLMF descriptors and an appropriate
ML method can yield accurate predictions of properties of mate-
rials in both the training set used to generate the models, and in
an independent test set not used inmodel building. These results
represent an important step toward the high throughput (HT)
screening of phase stability at finite temperatures, with impor-
tant applications for the computational discovery of new func-
tional compounds such as hydrogen storage materials.[6b]

2. Computational Details

2.1. Data Set

We predicted three important vibrational quantities: entropy, S;
specific heat, CV; and the dielectric function, 𝜖. The entropy and
the specific heat quantities are scalar, while the dielectric func-
tion is a tensor. These quantities were calculated from the ground
state phonon frequencies and modes according to Equations (1)
and (3), in ref. 14, at 298 K. The quantity 𝜖 is a second-rank tensor
(a 3 × 3 matrix). Unlike the scalars, 𝜖 is dependent upon the geo-
metric orientation of the crystal. That is, the values of the matrix
elements of 𝜖 will change when the crystal is rotated. Given that
the off-diagonal elements of the dielectric tensor are very small
in the data set, we attempted to model an invariant of the ma-
trix, the effective polycrystalline dielectric function, 𝜖eff, defined
according to the following equation:[15]

𝜀eff =
3𝜀x𝜀y𝜀z

𝜀x𝜀y + 𝜀x𝜀z + 𝜀y𝜀z
(1)

where 𝜀i is the i component of the dielectric tensor, i = x, y, z.
There have been very few reports of ML models of tensor proper-
ties to date, to the best of our knowledge.[16]

We removed structures with imaginary phonon frequencies
that would be dynamically unstable from the original data set,
leaving 1245 materials. For 𝜖, we removed all records with exces-
sive 𝜖eff (we set the threshold Tr[𝜖] <100), leaving a final data set
of 1228 materials. Due to the large dynamic range of these prop-
erties, we modeled the logarithm of these quantities as our target
properties, as is traditional in ML studies, and then transformed
the predictions back using the antilog function to obtain predic-
tions of the properties themselves.
We also used this data set to predict another important scalar

quantity: the electronic band gap. This property has been pre-
dicted accurately by MLmodels previously for a larger data set.[2a]

The accurate prediction of the band gap for the present data
set further illustrates the capabilities and generality of our ML
approach.

2.2. PLMF Descriptors

The most important factor for a successful machine learning
model is the choice of descriptors. In this work, we adopt the
descriptors of Isayev et al.,[2a] previously shown to be useful for
modeling crystalline materials. The materials structure is rep-
resented as a graph, with vertices annotated according to the
properties of the atoms they represent and nodes connecting
topological neighbors generated by Voronoi tessellations. The ad-
jacency matrix of this graph determines the global topology for a
given system, including interatomic bonds and contacts within
a molecule. The final descriptor vector for the ML models is ob-
tained by partitioning a full graph into smaller subgraphs, or frag-
ments. Each fragment starts from a node (an atom and its proper-
ties) and captures a path of specified length in the graph through
a collection of bonded atoms. Each of the fragments is character-
ized by general atomic measured and derived properties, such as
the Mendeleev properties, effective nuclear charge, and atomic
polarizability.[2a]

We used sparse feature selection to choose the smallest num-
ber of descriptors that produce a strong model because opti-
mally sparse models are best at predicting the properties of new
data. A common approach to eliminating features is to describe
their relative importance to a model, then eliminate weak fea-
tures or combinations of features, and re-evaluate to see if the
model more accurately predicts properties of materials in a cross-
validation procedure or test set. We used the parsimonious least
absolute shrinkage and selection operator (LASSO) algorithm to
select descriptors.[17] This sets less relevant descriptors to zero,
leaving only those with significant contribution to models. To ob-
tain the optimal number of descriptors, we varied the sparsity
parameter 𝛼 to identify a sparse set of descriptors that yielded
the highest R2 and lowest root mean square error values in the
LASSO models. We then used these descriptors to predict prop-
erties using several ML modeling methods.
The most important quality of a model is how well it predicts

the properties of new materials that the model has not encoun-
tered; that is, how accurately can themodel generalize to new out-
comes based on its learning. This can be assessed by randomly
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partitioning the data set into a training set, used to build the ML
model, and a test set used only to assess the ability of the model
to predict properties for new materials. The prediction accuracy
is best judged by loss functions or measures of dispersion, such
as the root mean square error (RMSE) and MARE, although we
also calculate the coefficient of determination between predicted
and measured values (R2).[18]

RMSE =

√√√√ 1
n

N∑
i=1

(
Yi − Ŷi

)2
(2)

MARE = 1
n

N∑
i=1

|||Yi − Ŷi
|||

Yi
× 100 (3)

R2 = 1 −
∑N

i=1

(
Yi − Ŷi

)2
∑N

i=1

(
Yi − Ȳ

)2 (4)

where Yi is the known test set outcomes, Ŷi is the predicted test
set outcomes, and Ȳ is the average of the known test set out-
comes. The significance of R2 is that it expresses the proportion
of the variance in Ŷi that can be predicted from the descriptor vec-
tor, and is another important measure of the ML model quality.
However, as its values are dependent on the size of the data set,[18]

we reported all three quantities together, R2, MARE, and RMSE,
to gauge the model prediction accuracy. For band gap prediction,
we do not report MARE because some of the values obtained are
very small.

2.3. ML Workflow

We developed regression models based on six different ML algo-
rithms to predict the three vibrational properties and band gap.
This allowed us to compare the performance of different non-
linear ML methods. We used a feed-forward back-propagation
neural network (NN),[19] a support vector machine (SVM),[20] a
relevance vector machine (RVM),[21] a random forest (RF), the
XGBOOST algorithm,[22] and the Huber regression algorithm.[23]

The RVM is a sparse Bayesian variation of the SVM. The fully
connected feed-forward NN has three layers: an input layer with
linear transfer function, a hidden layer with 15 nodes containing
a sigmoid transfer function, and an output layer with one output
node containing a linear transfer function. In the RF, we set the
maximum number of trees to 400. The SVM uses the parameters
C = 1 and 𝜖 = 0.1, and both the SVM and RVM use a radial
basis function. The XGBOOST used a linear objective function.
Figure 1 summarizes the workflow for ML model generation.
For each ML method, we trained the model on 80% of the data
set and used the remaining 20% as the test set.

2.4. Data Availability

The row data, trained machine learning models, as well as a
python code for applying the row data to the models to obtain
the error estimates are available in the following link: https://
github.com/sheriftawfikabbas/machinelearningphonons. More
information is available in Supporting Information.

Figure 1. Schematic diagram of the workflow of the machine learning pro-
cedure applied in the present study.

3. Results and Discussion

Table 1 shows the results of the ML predictions of the properties
of thematerials in the test set. The predictivities of the six models
for S andCV are very high, as shown by values ofR

2 close to 1 and
small RMSE and MARE values. In particular, the R2 values for
predicting the entropy are all above 0.80, and the RVM achieves
the highest accuracy with R2 = 0.90, RMSE = 0.32 meV per atom
per K, and MARE = 13.8%. For CV, all of the models achieve an
R2 above 0.80, and themost accurate models are XGBOOST, NN,
and RF with R2 = 0.88–0.89, RMSE ≤0.20 meV per atom per K,
and MARE = 11–12%. However, for 𝜖eff, the prediction accuracy
is slightly lower: all R2 values lie in the range 0.58–0.72. Themost
accurate model is the NN, which achieves R2 = 0.72, RMSE =
4.41, and MARE = 17.9%.
The performance of the ML models was scored primarily

by the RMSE values rather than the R2 values.[18] The MARE
and RMSE values for the test set in Table 1 show that the ML
methods generated models with similar predictive performance.
This indicates that the descriptor quality, not the particular ML
algorithm, is the most important factor in model performance.
Figure 2 displays the correlations between the DFT-calculated
and the RVM-predicted quantities. We exemplified the test set
predictions using the RVM models because of the tendency of
XGBOOST and SVM to overfit models (very low RMSE and very
high R2 for the training set with XBOOST models). For CV, the
XGBOOST has a very similar RMSE (0.18 meV per atom per K)
to that of the RF model (0.19 meV per atom per K). The full list
of correlation plots is in Supporting Information.
There are a number of materials whose properties are chal-

lenging to predict. In particular, we found 34 structures whose
properties could not be accurately predicted by the 6 ML models;
that is, their RE (relative error) was >10% for all 6 ML models.
(The material IDs of the structures, their chemical formulae, and
space groups are displayed in Table S1, Supporting Information).
The majority of these materials are oxides, complex phosphides,
nitrides, and carbides. Table S1, Supporting Information, shows
that 13 of them are oxides, including magnesite, MgCO3 and its
reaction product, MgO, and 24 of them are compounds that con-
stitute alkali and alkali earth metal elements. All 34 materials are
semiconductors with band gaps between 0.32–7.83 eV.
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Table 1. The MARE, RMSE, R2, for the specific heat (CV) in units of meV per atom per K, the entropy (S) in units of meV per atom per K, and the trace
of the effective polycrystalline dielectric function (𝜖eff).

ML model Dataset CV S 𝜖eff

MARE [%] RMSE R2 MARE [%] RMSE R2 MARE [%] RMSE R2

RF Test 10.9 0.19 0.88 18.2 0.39 0.85 17.1 4.85 0.66

Train 4.6 0.09 0.97 6.5 0.16 0.97 7.1 2.46 0.93

SVM Test 14.4 0.24 0.81 15.7 0.36 0.87 18.4 4.70 0.68

Train 8.3 0.11 0.95 9.1 0.17 0.97 9.1 3.40 0.86

RVM Test 12.4 0.22 0.84 13.8 0.32 0.90 17.6 4.57 0.70

Train 2.9 0.04 0.99 3.4 0.08 0.99 7.6 1.58 0.97

Huber Test 13.1 0.23 0.83 13.2 0.34 0.89 17.9 5.35 0.58

Train 8.1 0.16 0.90 7.5 0.23 0.94 11.6 4.33 0.77

XGBOOST Test 11.1 0.18 0.89 14.9 0.33 0.89 16.8 4.87 0.65

Train 0.0 0.00 1.00 0.0 0.00 1.00 0.0 0.01 1.00

NN Test 12.4 0.20 0.88 14.5 0.31 0.90 17.9 4.41 0.72

Train 0.8 0.06 0.99 1.1 0.09 0.99 1.2 0.89 0.99

All quantities are obtained at 298 K.

Figure 2. The correlation between properties predicted for the test set by RVM-models and those calculated by DFT. a) CV (meV per atom per K), b) S
(meV per atom per K), c) 𝜖eff (eV), and d) Eg (eV).

3.1. Outliers

For most of the ML models, there are a few materials with very
large test set errors for their predicted properties. The RF and
SVM models have large errors for simple crystals; RF has a rela-
tive error of 88% when predicting the entropy of diamond (mp-
66), 53% for elemental boron (mp-160), and MARE in the range
45% for AlN and 79% for GaN. SVM has a very large RE of 530%
when predicting the entropy of diamond, 220% for elemental
boron, and 103% for solid nitrogen (mp-999498). The poor per-
formance of the widely-used SVMmethod may be due to its ten-
dency to overfit models so the sparse Bayesian equivalent, the
RVM, is usually preferred.[24] The RVM model prediction for di-
amond has an RE value of 0.5%, 0.07% for elemental boron, and
less than 2% for GaN and AlN, reinforcing this point on SVM
overfitting.
The three other ML models had relatively large prediction er-

rors for specific materials. The NN had a 21% MARE error in
predicting the entropy of the complex nitride Li2CN2, RVM had
an RE of 28% error in predicting the entropy of the carbide Be2C,
and XGBOOST had an RE of 19% for predicting the entropy of
the complex carbide Al4C3.

The power ofMLmethods for predicting vibrational properties
is most obvious for large and complex structures. All six models
accurately predict the entropy for the three structures, K2NaAlF6,
NaNbO3, and Be3P2, each of which has 40 atoms in the unit cell
(the largest structures in the data set).
The ability of machine learning models to predict material

properties using the PLMF has previously been demonstrated
by Isayev et al.,[2a] where the authors used the models to obtain
highly accurate predictions of an electronic quantity, the band
gap, with R2 = 0.9 (obtained from fivefold cross validated predic-
tions for seven regression models) based on a data set of 26674
materials.
We were interested in whether our data set, although smaller,

would yield a similar prediction accuracy. As Table 2 shows, we
obtained the same band gap prediction accuracy as Isayev et al.
(R2 = 0.89, RMSE = 0.52), for the RF, XBOOST, and NNmodels.
We compared our ML results for prediction of vibrational en-

tropy with those of Legrain et al.,[2b] and for heat capacity with
those of Kauwe et al., but the following methodological differ-
ences should be noted. Legrain et al. applied a 5- to 14-fold cross
validation technique and reported prediction errors based on an
average of cross validation sets that are ≈7–20% of the data set.
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Table 2. The RMSE and R2 for predicting the band gap using the six ML
models.

ML model Data set R2 RMSE [eV]

RF Test 0.89 0.52

Train 0.98 0.24

SVM Test 0.85 0.59

Train 0.91 0.50

RVM Test 0.86 0.58

Train 0.98 0.22

Huber Test 0.85 0.59

Train 0.91 0.50

XGBOOST Test 0.89 0.50

Train 1.00 0.00

NN Test 0.89 0.52

Train 1.00 0.04

Cross validation tends to give an overly optimistic estimates of the
prediction accuracies than test sets because the validation data
spend much of the time in the training set so are not really in-
dependent. Here, we employ a test that is 20% of the data set, a
more stringent and pessimistic measure of the ability of models
to generalize to new data. Our vibrational entropy also covered a
range that was ten times larger than thatmodeled by Legrain et al.
and our data sets’ size and diversity was much higher. Legrain
et al.’s reported that the average cross-validated RMSE andR2 val-
ues were 0.052 meV per atom per K and 0.90, respectively, com-
pared to 0.31 meV per atom per K and 0.90 for our study using a
more stringent test of prediction accuracy and for a much larger
range of entropy values.
A comparison of our ML results for CV prediction to those of

Kauwe et al.[13] showed that our models had lower prediction er-
rors. These authors also used a test set that is 20% of the dataset
and the data set sizes were similar, but they quoted MARE val-
ues for the entire data set. They reported MARE values within
the range of 8–14%. To make a valid comparison, we also calcu-
lated the error values for prediction of the entire data set (Table
S2, Supporting Information). Our MARE values lie in the range
0.5–2%, much lower than that reported by Kauwe et al.

4. Conclusion

We addressed the challenging problem of calculating vibrational
properties for a very large number of crystalline materials by
using ML to leverage a much smaller number of computation-
ally expensive DFT results used to train them. Descriptors based
on the property-labeled materials fragments approach could suc-
cessfullymodel our initial data set of 1521 structures. Themodels
produced a root mean square error for prediction of the entropy
of 0.31 meV per atom per K, for specific heat of 0.18 meV per
atom per K, and for the trace of the dielectric tensor of 4.41.
The present work offers a massive saving in computational

resources compared to calculating these properties using DFT
methods alone, while providing similar accuracy.With such a rea-
sonable prediction accuracy, our approach can accelerate the pace
of material discovery by identifying new materials with interest-

ing vibrational properties for superconducting, ferroelectric, and
upconverting materials, for example.
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