Science of the Total Environment 720 (2020) 137538

Science of the Total Environment

journal homepage: www.elsevier.com/locate/scitotenv

Contents lists available at ScienceDirect

Science o«
Total Environment

Sensitivity evaluation of the Kudryavtsev permafrost model L))

Kang Wang *>%* Elchin Jafarov ¢, Irina Overeem

Check for
updates

b,d

2 School of Geographic Sciences, East China Normal University, Shanghai 200241, China

b CSDMS, Institute of Arctic and Alpine Research, University of Colorado Boulder, Boulder, CO 80309, USA

¢ Earth and Environmental Sciences Division, Los Alamos National Laboratory, Los Alamos, NM 87545, USA
4 Department of Geological Sciences, University of Colorado Boulder, Boulder, CO 80309, USA

HIGHLIGHTS

GRAPHICAL ABSTRACT

A reduced complexity permafrost
model was evaluated to inform future
users.

Permafrost temperature depends on air
temperature, amplitude, and snow
depth.

Soil water bias controls uncertainty in
active layer depth predictions.

Kudryatsev Permafrost Model - sensitivity

T,- 066  -0.07 060 é

Show £ pn- 003 004 003 003 £

ko 025 9

N €z - 002 002 003 000 2
£ e 8
g S z,- 001 001 000 001 <
E N ;z;,\geg- 002 002 002 001 -0 g
3 L 2 DA, 000 000 000 000 =
3 § - 000 002 001 [ 025 %
S6suma- 000 001 000 000 e

Ocay- 001 001 000  -0.01 vso §

Borg= 0.04 0.02 0.01 0.12 e §

w 0.?6 o.|01 04?2 T

Tos Ags ) ALT
Predicted permafrost parameters

ARTICLE

INFO

ABSTRACT

Article history:

Received 13 December 2019

Received in revised form 22 February 2020
Accepted 23 February 2020

Available online 25 February 2020

Editor: Christian Herrera

Keywords:
Permafrost
Thermal regime
Model

Alaska

Soil

Climate

Modeling is an important way to assess current and future permafrost spatial distribution and dynamics, espe-
cially in data poor areas like the Arctic region. Here, we evaluate a physics-based analytical model, Kudryavtsev's
active layer model, which is widely used because it has relatively few data requirements. This model was recently
incorporated into a component modeling toolbox, allowing for coupled modeling of permafrost and geomorphic
processes over geological timescales. However, systematic quantitative assessment of the influence of its control-
ling parameters on permafrost temperature and active layer thickness predictions has not been undertaken be-
fore. We investigate the sensitivity of the Kudryavtsev's active layer model by Monte Carlo simulations to
generate probability distributions for input parameters and compare predictions with a comprehensive bench-
mark dataset of in-situ permafrost observations over entire Alaska. Predicted permafrost surface temperature
is highly dependent on mean annual air temperature (r = 0.78 on average), annual temperature amplitude
(—0.41), and winter-averaged snow thickness (0.30). Uncertainty of predicted permafrost temperature is rela-
tively small (RMSE = 1 °C), when air temperature and snow depth are well constrained. Similarly, RMSE be-
tween simulated and observed ALT at stations is ~0.08 m. However, under given air temperature and snow
conditions, soil water content bias can significantly affect modeled active layer thickness (RMSE = 0.1 m or
40% of the observed active layer thickness). If soil water content has a large bias, improvements in other param-
eters may not significantly improve the active layer predictions of the Kudryavtsev's model.
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1. Introduction

Permafrost-affected soils occupy a large portion of land in the North-
ern Hemisphere (Zhang et al.,, 1999). Warming of permafrost-affected
soils imposes direct impacts on to the Arctic ecosystems and damages
infrastructure build on permafrost (Melvin et al.,, 2017). Even more im-
portantly, warming permafrost has a potential for significant positive
global climate feedback due to carbon and methane emissions from de-
composition of large stocks of previously frozen organic material
(Schuur et al., 2015; MacDougall, 2016; McGuire et al., 2016; McGuire
etal, 2018; Moon et al.,, 2019). The deepening of the ‘active layer’, the
maximum seasonal thawed depth (i.e., active layer thickness) to
which the permafrost thaws every year, drives such emissions. Model-
ing of permafrost thermal dynamics at different spatial scales requires
integrating site-specific observations and best available data as regional
or even global scale maps. There are many different models to simu-
late historical or predict future permafrost dynamics, using different
parameterization and algorithms, although the representation of the
thermal physical processes are rather similar (Goodrich, 1982;
Zhang et al., 1996; Ling and Zhang, 2004; Marchenko et al., 2008;
Jafarov et al., 2012; Westermann et al., 2013). Disentangling the
complex interactions of different environmental factors on perma-
frost thermal dynamics is an essential step in identifying gaps in
the required input data and in assessing suitability of the model for
predictive purposes.

Sensitivity analysis is one important approach to better understand
the complex interaction between different environmental factors con-
tributing to changes in the subsurface temperatures and active layer
thickness predictions. Sensitivity analysis requires a large number of
models runs with different combinations of input variables and param-
eters. For numerical models that have a vast number of parameters it
becomes difficult to include all systematically in sensitivity analysis
and appropriately benchmark. Then again, initial conditions and time-
dependent boundary conditions also influence simulation results.
Therefore, rigorous sensitivity analysis is more feasible for a model
that is time efficient, but still captures most of the required physical
processes.

Kudryavtsev et al. (1977) developed an analytical model for soil
thermal state that accounts for major controls from air temperature,
vegetation, snow and soil properties. In this paper, we refer to our
model as “Ku model”, acknowledging its original developer. Ku model
provides an approximate solution of the Stefan problem (Lunardini,
1981), the classic description of a temperature distribution in a homo-
geneous medium undergoing a phase change. In our case, soil transi-
tions from frozen state to thawed state on an annual basis. The Ku
Model has been applied on a variety of scales, from local soil profiles
to regional and global scales. Anisimov et al. (1997) used this model
to explore responses of active layer thickness under different climate
scenarios across the Northern Hemisphere. Shiklomanov and Nelson
(1999) calculated the active layer thickness in the Kuparuk River Basin
in Alaska. Sazonova and Romanovsky (2003) further developed the
model to calculate the thermal state in Alaska and East Siberian tran-
sects at 0.5-degree resolution. Streletskiy et al. (2012) used the model
to investigate the spatial variability of active layer thickness in northern
Alaska also at 0.5-degree resolution. Panda et al. (2016) calculated per-
mafrost distribution at ~30 m resolution in National Parks in Alaska.
However, each of these applications imposed expert-informed unique
suites of parameters for each type of landscape. And, whereas these
studies showed good agreements with in-situ active layer thickness ob-
servations, we argue the permafrost community benefits from a more
rigorous study of each of the parametrizations in this model. Ku model
results match closely with numerical model results, such as the Good-
rich model (Goodrich, 1982; Romanovsky and Osterkamp, 1997) and
land surface models (Sazonova and Romanovsky, 2003), because of
similarity in the modeled physical processes. Thus, identifying which
parameters control most significantly predictions of the Ku model,

would also be indicative for the sensitivity to environmental input pa-
rameters of more complex numerical models.

An additional reason to evaluate the Ku model is its implementation
as a component in the Permafrost Modeling Toolbox (Overeem et al.,
2018). This toolbox of coupled permafrost and earth-surface process
models is designed to be flexible to allow combined modeling of ther-
mal processes and geomorphological and sedimentary system feed-
backs. Ku model is one component, with both simpler and more
complex permafrost process models also being available within the
toolbox (https://github.com/permamodel). To simulate geomorphic
and permafrost processes over longer timescales, like full glacial-
interglacial cycles of 10s to 100s of thousands of years, a computation-
ally efficient and intermediate complexity model with relatively modest
data requirements is imperative. Any future coupled experiments can
be undertaken more informed when a rigorous sensitivity analysis of
the Ku model is undertaken.

Our overarching goal is to quantify Ku model outputs using sensitiv-
ity analysis to better understand the effect of vegetation, snow and soil
texture on ground temperature regime and active layer thickness (ALT).
Here we assess how important environmental factors affect model out-
put and what improvements in existing data products would improve
regional to global modeling of permafrost. To validate model results
we use observed ground temperature from Global Terrestrial Network
for Permafrost (GTN-P) (Biskaborn et al., 2015) and ALT from Circum-
polar Active Layer Monitoring (CALM) observations (Brown et al.,
2000; Burgess et al., 2000; Shiklomanov et al., 2008) across Alaska. Fi-
nally, we evaluate the uncertainties of permafrost simulations by
using high-resolution monthly climate datasets (2 km) from Scenarios
Network for Alaska and Arctic Planning (SNAP) over Alaska. In this
way, we aim to thoroughly document the Ku model component and
its capabilities for future users within the context of the permafrost
toolbox.

2. Methods
2.1. Overview of the study area

Our study area covers most of Alaska (Fig. 1), comprising a large geo-
graphical extent (59-71°N, 139-169°W), complex topography, climate,
and a variety of landscapes. Mean annual air temperature ranges
roughly from —11 to 8 °C and the observed annual cumulative precipi-
tation ranges from 100 to 6000 mm. We here report 30-year ‘climate
normals’ over 1981-2010, available at http://akclimate.org/Climate/
Normals. Note that climate conditions and dynamics vary considerably
among climate divisions (Bieniek et al., 2012; Bieniek et al., 2014).
Land cover types in our study area are mainly tundra, meadows, and bo-
real forest (Nowacki et al., 2001). More than 80% of this area is underlaid
by permafrost (Jorgenson et al., 2008). Continuous, discontinuous, spo-
radic, and isolated permafrost each occupy approximately 32%, 31%, 8%,
and 10% of Alaska, respectively (Jorgenson et al., 2008). Borehole tem-
perature measurements show that the permafrost base is generally
200-660 m below ground surface in the region north of the Brooks
Range (Jorgenson et al., 2008). In contrast, the southwest part of Alaska
features isolated permafrost and the permafrost base can be limited to
only several meters (Shiklomanov et al., 2008). In-situ measurements
shows that active layer thickness is generally less than half meter
deep north of the Brooks Range and more typically is >1.5 m in interior
Alaska (Shiklomanov et al., 2008). Large organic carbon content in the
active layer and permafrost (Tarnocai et al., 2009; Hugelius et al.,
2013) is now considered as a crucial factor to trigger a positive climate
feedback (Koven etal,, 2011). We compiled a large dataset of 72 stations
with soil thermal observations from the USGS climate network, the Na-
tional Park Service and the University of Alaska, specifically the CALM
and GTN-P networks, which is crucial in model sensitivity testing and
validation for this entire region (Wang et al., 2018).
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Fig. 1. Site map of active layer thickness observation locations from CALM network and
ground temperature (>2 m depth) from GTN-P database. The permafrost map is
modified after Jorgenson et al. (2008) (C: continuous, D: discontinuous, I: Isolated, S:
sporadic permafrost). Background colors show the color shaded relief with 200-meter
resolution, obtained from https://www.sciencebase.gov/catalog/item/
4f4e4a85e4b07f02db64d5ch.

2.2. Model design as a component in permamodel

The Ku model is designed as a part of the permafrost modeling
toolbox (permamodel). This means the model is developed under
the framework of Python Modeling Toolkit (PyMT) and uses a Basic
Model Interface (BMI) (Peckham et al., 2013). PyMT is an open
source Python package, developed by the Community Surface Dy-
namics Modeling System (CSDMS). PyMT provides the functionality
to couple models that expose a Basic Model Interface (BMI). BMI is a
wrapped interface to facilitate communications among models.
By design, the BMI is straightforward to implement in several
programming languages (i.e., C, C++, Fortran, Java, and Python).
The Ku model has two versions; Ku-FLEX is a version that comprises
no parameterization, and offers the full suite of parameters to
control. The other version, Ku model, combines the model with soil
thermal parameterization data, which will be described in
Section 2.3.

2.3. Theoretical description of Kudryavtsev's (Ku) model

Ku model uses an approximate analytical solution to the Stefan
freeze-thaw problem, to calculate for a given vertical profile the maxi-
mum annual thawing depth and mean annual permafrost temperature
(Tps) at bottom of the thaw layer at steady state (Kudryavtsev et al.,
1977; Anisimov et al., 1997; Romanovsky and Osterkamp, 1997;
Sazonova and Romanovsky, 2003).

The schematic representation of the Ku model is shown in Fig. 2. The
model contains four components; the snow insulation, vegetation ef-
fect, permafrost temperature, and thaw depth modules. Each layer
shown in Fig. 2 reduces the initial air temperature amplitude and is
propagated to the solution of the Stefan problem.

Ku model uses monthly mean air temperature, snow depth, and
snow density as climate forcing variables and requires set parametrized
vegetation coefficients, soil moisture, and soil thermal properties for
each location. The nomenclature of the variables used in this formula
and following after this formula can be found in Table 1.

Psn Snow

Vegetation

Active Layer Thickness —— ALT

Cy

Ce

Fig. 2. Conceptual diagram for the Kudryavtsev model and schematic profile of mean
annual temperature through the lower atmosphere, snow, vegetation and active layer
and top of permafrost. Variable names are listed in Table 1.

2.3.1. Snow module

Snow cover reduces air temperature amplitude by AAs, which is pro-
portional to the change in mean annual temperature ATy,. The empirical
equation has the following form (Kudryavtsev et al., 1977):

m
Wes
ATor = Mgy — Al 1—e PAsn (1)

K . O .
and\g, = C—S” Psn is thermal diffusivity of seasonal snow cover. g, is spe-
sn

cific heat capacity of snow (2090 ] kg~ ! °C™1). K,,, is snow thermal con-

ductivity. ps, is snow density (kg m ™). A is the annual amplitude of air
temperature, i.e. half of the temperature difference between the hottest
and coldest months. The ideal approach for finer time scale (e.g., daily)
is to fit the annual cycle curve then make estimate of the maximum and
minimum temperature.

2.3.2. Vegetation effect module

Whereas vegetation could reduce radiation absorption and interact
with atmosphere, here we only consider vegetation layer as a conduc-
tive heat buffer layer. The thermal diffusivities in summer and winter
time could be different in order to depict different role of vegetation
on the ground. In summer time, vegetation mainly reduces heat transfer
from atmosphere to the ground while in winter time will be keep heat
in the ground. Thermal effect of vegetation is calculated according to
(Ershov, 1971):

AAyeg = DMA_T_ +AAL T, 2)
P
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Table 1
Nomenclature used in the mathematical description of the Ku model.
Variable Description Unit Range Constraint Reference
Aq Air temperature amplitude °C [5, 30] -
Ta Mean annual air temperature °C [—28,5] -
Zsn Winter-averaged snow thickness m [0.05, 1.50] - Sturm et al. (1995)
Ksn Snow thermal conductivity W m~'c™!'  [0.08,0.25] - Sturm et al. (1995)
Psn Snow density kg m—> [200, 350] - Sturm et al. (1995)
Con Specific heat capacity of snow Jkg=1°C™! 2090 - Anisimov et al. (1997)
Z(,eg, Zyeg Height of the vegetation for the cold and warm seasons m [0.0, 0.15] Zyeg < Zyjog Anisimov et al. (1997)
Negs Noeg Thermal diffusivity of vegetation in frozen and thawed state ~ m? s~! [56 x 1078,1.5 x 107°]  Ajeg 2 Ajg Anisimov et al. (1997)
Ky, K¢ Soil thermal conductivity of frozen and thawed state Wm~!'C™!  [0.80,2.65] Kr> K, Anisimov et al. (1997)
[0.35,2.15]
G C Volumetric heat capacity of frozen and thawed states Jm>3°C"  [1x10°8 x 10°] G<C Anisimov et al. (1997)
Q Volumetric latent heat of ice-water fusion Jm~3 [5 x 107,12 x 107] -
Osanas Osite, Ociay ~ Weight fraction of sand, silt, and clay in a mixed soil - [0,1] Osana+ Osiie + Ociay = 1
Oorg Weight fraction soil organic matter - [0, 1] -
Ps Soil bulk density kg m—3 [150, 1800] -
® Volumetric water content m?/m3 [0.05, 0.80] -
Asn Thermal diffusivity of snow m?s~! - -
AAg, Damping of annual temperature amplitude due to snow °C - -
AT, Damping of annual mean temperature due to snow °C - -
AAyeg Damping of annual temperature amplitude due to vegetation  °C - -
ATyeg Damping of annual mean temperature due to vegetation °C - -
Ty Mean annual ground surface temperature °C - -
Ags Ground surface temperature amplitude °C - -
Tps Temperature at permafrost surface °C - -
ALT Active layer thickness, maximum depth of seasonal thawing ~ m - -

ATy =AA_T_—AA, T, 2
P “n )

Changes in the average temperature amplitudes at the surface below
and above the vegetation layer during the cold and warm seasons,
called AA_ and AA., are described as follows:

AA_ = (Ag—DAg—To—

AA, = (Ag—DAg + Ty + AT)d 1—e

where T, is mean annual air temperature. Durations of the cold (7_,
unit: second) and warm seasons (7., unit: second) are:

T — 86400 x 365 x (0.5—% arcsin (w —Msn)> 6)
a

T, = 86400 x 365—T_ @)

These equations imply that vegetation can have either cooling or
warming effects on the ground below.

2.3.3. Permafrost surface temperature module

Knowing air temperature and respective temperature amplitude
damping within the snow cover and vegetation layers, we can calculate
the annual temperature amplitude (A,s) and mean annual temperature
at the ground surface below vegetation and snow (Ty;):

Tgs =Ta+ ATsn + AT veg (8)

Ags = Aa _AAsn _AAveg (9)

To calculate ALT, we need the temperature at the top of permafrost
(Tps). In some previous studies, Tps was an input, derived from in-situ
borehole measurements (Romanovsky and Osterkamp, 1997). How-
ever, in our implementation we use an approximation for Tps
(Kudryavtsev et al., 1977)

1 Ke—Kf|Tgs . [Ty T2
jTgs(1<f+Kf)+Ag3 p- A—gsarcsm<@>+ 1--£

Tps = K

(10)

If the numerator in Eq. (10) is below zero, K* equals K, i.e. thermal
conductivity in frozen state, indicating permafrost. If the numerator is
above zero, K* equals K, i.e. thermal conductivity in thawed state,
thus simulating seasonally frozen ground.

2.3.4. Active layer thickness module

Finally, the maximum depth of seasonal thawing or active layer
thickness (ALT in m) has the following form:

/PK
(ZADSCZC+QLZC)QL T[_C

2AgCZc + QuZc + (2A5C+ Qy)
2Aps C + QL

KPC
2As—Tye)\ e+ =

ALT = C

where Q; = 335200 x ® x ps; wherein o is volumetric water content,
and ps is soil bulk density (kg m3). [CK]=
{[Cp, Kg],if Tps<O [Ce, K], if Tps>0.

Mean annual temperature amplitude at the top of the permafrost
table (Aps) and Z (an intermediate variable used to calculate ALT) are:

AT
ApsfiQL 2 (12)
A+ L
|Tgs| + 52

2C
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KPC
2(Ags—|Tgs|)y/ o
Zo— 2 8V (13)

- 2ApC +Qy

2.4. Snow and soil thermal parameterizations

Snow thermal conductivity (K,) is set based on snow density fol-
lowing Kudryavtsev et al. (1977):

Ksn = 0.7908(0.001p,,)* (14)

To implement the Ku model, thermal parameters of soils have to be
set. However, they are not measured directly and only sparsely avail-
able. More commonly available soil properties are soil texture, bulk den-
sity, and water content. Therefore, these soil data are used to estimate
thermal parameters of soil (K, Kj, C;, ).

Thermal conductivity of the mineral portion of a dry soil is esti-
mated:

Kmineral = KSandosmKSiltesm KCIayeaay (1 5)

where Osqng + Osie + Ociay = 1. Typical thermal conductivities of sand,
silt, and clay are from (Anisimov et al., 1997) (see also Table 2).

A top peat layer plays an important role in the permafrost thermal
dynamics (Jafarov and Schaefer, 2016). Anisimov et al. (1997) consid-
ered peat soils only for cases in which the whole soil column consists
of peat. Streletskiy et al. (2012) applied a simple way to include a peat
layer even when peat moisture and thickness is unknown. However, de-
tailed maps or databases of peat layer thickness over large regions are
not currently available. Thus, here we consider peat through specifying
the thermal conductivity of the organic matter fraction within the min-
eral soil:

Ky = K to) e

~ ““mineral Peat

(16)

Thus, the thermal conductivity of soil in frozen (Kj) and thawed (K;)
states are estimated:

{ K. =K{'70.54° a7)

Ky =K{'"7®235°

Specific heat capacity of the mineral portion in a dry soil (Crninera) iS
determined:

Cnineral = CSandBSand + CSiltBSilt + CClayBClay (18)

Wherein typical specific heat capacities (Csand, Csii» and cciay) are
again from Anisimov et al. (1997) (Table 2). For those cases with peat
or high organic matter, the specific heat capacity of dry soil (c;) is:

Cs = (1 _GOrg)Cmineral + O0rgCpeat (19)
Table 2
Typical thermal parameters of soils.

Description Sand Silt Clay Peat

Heat capacity (J kg~ ! °C™1) 690 730 900 200

Thermal conductivity of dry soil

(thawed;frozen) (W m~! °C~") 1.05/1.25 1.05/1.25 0.90/1.15 0.35/0.80

Volumetric heat capacities of soil in frozen (Cy) and thawed (C;)
states then are:

{ C = CsPs + 4190 x o x pwater/ps (20)

Cf = CsPs + 2025 X O X Pygrer/Ps

where p; is soil bulk density (kg m—3).

In summary, the required soil parameters include bulk density, sand
fraction, silt fraction, clay fraction, organic content, and water content.
Each of these parameters can be obtained from SoilGrid-1km, a recently
compiled high-resolution global soil database (Hengl et al., 2014). This
database presents seven layers from 0 through 2 m below the ground
surface worldwide. In our approach the layers are averaged to a single
soil column and then resampled to the SNAP climate data grid resolu-
tion (i.e., 2 km).

2.5. In-situ site-specific and regional comparison data

Permafrost metrics include (i) ALT and (ii) mean annual permafrost
surface temperature (Tp). ALT observations are obtained from the
CALM database, which comprises data collected since 1990. The active
layer thickness is measured by physical probing on grids ranging in
size of 100 x 100 to 1000 x 1000 m, at a single point, along transects,
or from permanently installed frost tubes (Brown et al., 2000;
Shiklomanov et al., 2008; Shiklomanov et al., 2016). Ground tempera-
ture data are obtained from the GTN-P network (Burgess et al., 2000).
Ground temperatures are typically measured in boreholes and are
often collected at depths below the permafrost surface. However, de-
rived mean annual ground temperature has been shown to be accurate
to <1 °C for observations at depths up to 40 m under a typical geother-
mal gradient (Westermann et al., 2015). Thus, we occasionally use
deeper observations to approximate T,s and verify our simulations
over Alaska. In total, 53 ALT sites and 117 T sites are used for compar-
isons (Fig. 1).

In-situ climate forcing data are obtained from meteorological station
data compiled by Wang et al. (2018), including air temperature, snow
depth, and volumetric water content. The direct inputs are listed in
Table 3, which are averaged over their available time period in order
to represent a steady-state climate normal. The raw dataset has 72 sta-
tions and detailed description can be found in Wang et al. (2018). We
selected 21 stations to evaluate and implement sensitivity analysis, of
which 10 stations have comprehensive climate measurements, as well
as ALT, and T data. There are 19 stations that have both climate obser-
vations and available ALT measurements. Available T,; measurements
(12 sites) from the GTN-P are listed in Table 3 for comparison. The cli-
mate parameter inputs, and ALT, and T,; measurements are listed in
Table 3. None of the meteorological stations feature measurements of
snow water equivalent or snow density. Snow density is set to a con-
stant of 220 kg m—> (Zhong et al., 2014).

Vegetation height and thermal diffusion information are rare and
difficult to obtain for either cold or warm seasons. Generally, in drier
tundra environments the height of vegetation does not exceed 0.10 m,
and in wet tundra and moist acidic areas, it does not exceed 0.15 cm
(Shiklomanov and Nelson, 1999). Therefore, vegetation height in cold
and thaw seasons (Z,eg and ZJ;g) are assumed to be 0.05 and 0.15 m re-
spectively following Anisimov et al. (1997) and Shiklomanov and
Nelson (1999). Ayegand Ajbgare 1.39 x 10~ ®and 5.56 x 10~ m* s~ fol-
lowing Anisimov et al. (1997).

We use SNAP monthly air temperature and precipitation at a spatial
resolution of 2 km to simulate permafrost thermal dynamics across
Alaska. These SNAP products are downscaled from the Climatic Re-
search Unit (CRU) TS 4.0 dataset (1901-2015) (Walsh et al., 2018).
The downscaling method accounts for the effect of topography on the
near surface temperatures. SNAP products are available at the SNAP
website (http://ckan.snap.uaf.edu/dataset) and details can be found in
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Table 3
Comparison dataset of in-situ climate inputs and measured ALT and T, from 21 sites across Alaska.
Name Lat Lon Onset Final Ta Aq Zon 0] ALT Tps
°N °E Year Year °C °C m m’m—> cm °C

Awuna2 69.16 —158.03 2003 2015 —9.66 19.01 0.34 0.47 35 —4.1
Camden Bay 69.97 —144.77 2003 2015 —10.31 16.41 0.20 0.37 45

Drew Point 70.86 —153.91 1998 2015 —10.71 15.86 0.20 0.39 39 —94
East Teshekpuk 70.57 —152.97 2004 2015 —10.14 16.80 0.23 0.45 31

Fish Creek 70.34 —152.05 1998 2015 —10.56 17.86 0.19 0.45 30 —6.6
Ikpikpuk 70.44 —154.37 2005 2015 —10.19 18.24 0.24 0.38 —7.0
Inigok 69.99 —153.09 1998 2015 —10.44 18.91 0.22 0.37 43 —56
Koluktak 69.75 —154.62 1999 2015 —10.08 19.52 0.20 0.2 118

Marsh Creek 69.78 —144.79 2001 2015 —8.54 16.37 0.19 0.41 50

Niguanak 69.89 —142.98 2000 2015 —9.87 16.82 0.15 0.41 48

Piksiksak 70.04 —157.08 2004 2015 —9.82 18.73 0.12 0.37 49

Red Sheep Creek 68.68 —144.84 2004 2015 —6.86 17.46 0.25 0.35 66

South Meade 70.63 —156.84 2003 2015 —10.35 18.20 0.20 0.45 41

Tunalik 70.20 —161.08 1998 2015 —10.01 17.72 0.16 0.41 53 —71
Umiat 69.40 —152.14 1998 2015 —9.62 18.36 0.31 0.33 36 —4.8
Barrow 2 71.31 —156.66 2002 2016 —10.03 14.29 0.11 0.45 35 —-9.1
Boza Creek 1 64.71 —148.29 2009 2016 —291 18.86 0.17 0.39 —12
Happy Valley 69.16 —148.84 2001 2016 —9.44 18.98 0.31 0.38 41 —5.2
Ivotuk 4 68.48 —155.74 1998 2016 —9.44 18.16 0.43 0.45 53

West Dock 70.37 —148.55 2001 2016 —10.54 16.35 0.05 0.42 32 —10.0
Deadhorse 70.16 —148.47 1990 1998 —11.05 18.59 0.09 0.48 60 —84

Hijmans et al. (2005). To eliminate inter-annual variability and provide
a steady-state climate normal, monthly air temperature over
1996-2015 is averaged by each month. Although there was a slightly
positive trend in air temperature during this period, the inter-annual
fluctuation is much more pronounced than the trend.

Snow depth and snow density inputs to the model are simulated by
a snow model, originally developed by Brown et al. (2003). This model
considers snow accumulation processes and requires only air tempera-
ture and precipitation as climate inputs. Additional invariant parame-
ters are a snow classification map (Sturm et al., 1995) and a binary
(forest or not) land cover map (Tuanmu and Jetz, 2014). The snow
model has been validated extensively by ground-based data and pro-
vides a good estimate (Brown et al., 2003). We also compare our in-
situ data in Table 3 with the snow model outputs, but we note that a
comprehensive uncertainty quantification of this snow model exceeds
the scope of this paper. A recent study already showed that the bias of
snow simulation is sourced predominantly from inconsistencies in pre-
cipitation (Brown et al., 2018). The simple snow model has been also
developed under the framework of BMI and PyMT, which enable us to
couple it with Ku model. The model is available at https://github.com/
permamodel/Snow_BMI_Fortran.

2.6. Parameter sensitivity study

Sensitivity analyses were implemented using the Model Analysis
ToolKit (MATK) Python package (URL: http://dharp.github.io/matk/).
Note that, some constraints among parameters were applied thus
might reduce the total of samples (Table 1).

Firstly, we investigated the sensitivity of the parameters and inputs
for the Ku model without parameterization, which is described in
Eqgs. (1)-(13). The Ku model outputs depend on 14 variables and pa-
rameters: Ta, Aa, Zsn, Psny Ksny Zvegy Zveg Megs Avegy Ko» Ki Cry G, and Q. In
more process detail (i) snow damping effect depends on T, A, Zsn, Psn»
and Ks,. (ii) The vegetation damping effect depends on T, + ATy,
Aq — DAy, Zijeg, Zyeg, Mg, and A, (iii) Permafrost temperature depends
on Ty, Ags, K, and K. (iv) Active layer thickness depends on Ty, Ags, Kt K,
C, Grand Q;.

We used typical parameterization approaches for snow and soil
properties (see Section 2.3). Therefore, a larger set of sensitivity test in-
vestigated the effects of soil and snow properties inputs directly, instead
of using empirical equations (Section 2.3). In our experiments, we as-
sume all variables and parameters are uniformly distributed in order

to analyze the model response to any possible combination of variables
and parameters. Although parameter sampling is based on probability
distributions, unrealistic parameter combinations are excluded from
the final analysis. For example, 6sqnq + Osiic + Ociqy has to equal one,
while Monte Carlo sampling of these three parameters would not neces-
sarily ensure all combinations fulfill this constraint. Thus, we removed
any parameter combinations that exceed physical boundaries. Con-
straints and ranges of parameters are listed in Table 1.

Secondly, we evaluate uncertainty specifically for simulations of per-
mafrost over Alaska. Using the same MATK, we test variables and pa-
rameters from measured climate forcing, air temperature, snow depth,
and volumetric water content, for the 21 stations over Alaska
(Table 3). We assume the available climate measurements are reliable,
and the uncertainty comes from other inputs or parameters. The sta-
tions have climate observations (21 sites), CALM ALT measurements
at 19 sites, and T,; measurements at 12 sites. Climate inputs are listed
in Table 3, which are derived from the dataset compiled by Wang
et al. (2018). Furthermore, we evaluate the uncertainties of the spatial
simulation over entire Alaska and compare with measurements from
53 ALT sites and 117 T sites.

For the sensitivity analysis over Alaska, we use a probability distribu-
tion of the climate inputs and soil thermal parameters that captures the
characteristics of these parameters (Fig. 3). We do not have precise in-
formation about vegetation heights and vegetation thermal diffusivities.
Thus, we also assume vegetation parameters can be described by a uni-
form distribution within possible ranges (Table 1). This means that for
our sensitivity testing we oversimplify, and climate inputs and vegeta-
tion parameters are assumed to be independent of each other.

In the model without parameterization (i.e., Ku-Flex), the inputs and
parameters are independent with each other. When we use soil and
snow parameterization methods, a few parameters are depending, in-
cluding soil latent heat, thermal conductivities (thaw and frozen), heat
capacities (thaw and frozen), because they are all related to soil water
content. However, parsing the interactions among all dependent vari-
ables is difficult for the sensitivity analysis based on Monte Carlo
method.

2.7. Statistical methods and evaluation metrics
To obtain the statistical characteristics of input parameters from

available gridded databases (Fig. 3), we tested 89 probability distribu-
tion functions (including Beta, Weibull, Gamma, etc.) provided in the
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Fig. 3. Histograms of climate inputs and soil thermal parameters. The estimated parameters are shown on the top of each panel.

SciPy python statistics package and calculated the absolute errors. The
normal distribution was selected as the optimal form. The Monte
Carlo sampling process uses a Latin hypercube sampling (LHS) ap-
proach (n = 20,000), which is a statistical method to generate a near-
random sample of parameter values from a multidimensional
distribution.

Sensitivity of each parameter is measured by the Pearson correlation
coefficient between the input parameter and predicted variables (per-
mafrost temperature, active layer thickness, ground surface tempera-
ture, and annual amplitude, see Fig. 4). For a relatively large sample in
a parameter study (n > 1000), the critical value of Pearson correlation
is about £0.05 - +0.06 at 95% confidence level (Cook and Wheater,
2005), i.e., Pearson correlation >0.05 or <—0.05 is statistically signifi-
cant. In fact, the critical value would be as low as ~4-0.02 when n =
20,000 as in our simulations.

We used root-mean-square-error (RMSE) as a performance metric
to compare the predicted permafrost temperature and active layer
thickness with corresponding in-situ measurements. We calculated
standard deviations from all simulation experiments using random pa-
rameter combinations to construct error bars (i.e. Figs. 6 and 7).

3. Results
3.1. Sensitivity analysis of Ku model without parameterizations

The Ku model poses that the main controls of permafrost surface
temperature Ty, are mean annual air temperature T,, annual amplitude
of air temperature A,, and winter-averaged snow depth Z, (Fig. 4A).
The strongest control on permafrost temperature at the base of the ac-
tive layer T, is mean annual air temperature T, on average, the correla-
tion between Tgsand T, is 0.80. A, is another important factor, which has
a negative correlation of 0.32 with Tg,. Snow depth is ranked as the third
most important factor and has a positive correlation of 0.23 with Tgs, so
that a thickening snowpack implies a warmer permafrost temperature.
Thermal conductivity of snow K, has a considerable effect on T,,. Other
parameters show only weak correlation with permafrost surface

temperature T,,;. Snow density ps, does not appear to directly correlate
strongly with T, but that might be an underestimation, because snow
thermal conductivity is mainly determined by snow density.

The controls of active layer thickness ALT are mean annual air tem-
perature T, annual amplitude of air temperature A,, latent heat of ice-
water fusion Q;, and soil thermal conductivity in thawed state Ky
(Fig. 4A). Influences from air temperature (T, and A,) and snow cover
propagate to ALT through permafrost surface temperature, mean an-
nual ground surface temperature, and annual amplitude of ground sur-
face temperature (Egs. (11)-(13)). As expected, latent heat during
phase changes (Q;) will affect ALT significantly. ALT is positively, but
less pronouncedly than permafrost temperature, related to mean an-
nual air temperature (correlation of 0.46). The effect of snow on
modeled ALT is limited, but there are distinct differences from snow-
pack effect on permafrost temperature. The correlation between snow
cover and ALT is weak, but negative, which is because this outcome is
dominated by localities of warm permafrost and a thick snow cover.
For those cases the subsurface stays relatively warm during winter. As
an example of such a case, wherein T,; may be close to the freezing
point and Ag is very small and Zg, is high (e.g. >1.0 m), the active
layer is predicted to be shallow. A real-world example of this effect is
at Gakona, AK, where the annual amplitude of soil temperature is only
~5 °C, permafrost temperature is around —0.5 °C, while ALT is ~0.6 m.

3.2. Sensitivity analysis of Ku model with typical snow and soil thermal
parameterizations

Under typical snow and soil thermal parameterizations, results
show that the main controls of permafrost surface temperature T, are
mean annual air temperature T, annual amplitude of air temperature
A, and winter-averaged snow depth Zg, (Fig. 4B), which is relatively
similar to the pattern in Fig. 4A. For the parametrized simulations, the
correlations with air temperature weaken slightly, whereas the correla-
tion with snow cover strengthens. However, for ALT simulation, soil
water content becomes the most important controlling factor, mainly
because the soil thermal properties, including thermal conductivity,
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Fig. 4. (A) Pearson correlation coefficients of sensitivity analysis of Ku model without
parameterization. (B) Pearson correlation coefficients of sensitivity analysis of Ku model
with parameterization. Variable names are listed in Table 1.

heat capacity, and latent heat of phase changes are all connected to soil
water content (Eqs. (16)-(20)). Air temperature (T, and A,), snow
depth (Zy), soil bulk density (ps), and organic content (6or,) have con-
siderable impact, although relatively smaller than the influence of soil
water content.

3.3. Uncertainty evaluation for permafrost simulation over Alaska

By using observed mean annual air temperature T, annual ampli-
tude of air temperature A,, winter-averaged snow depth Z,, and volu-
metric soil water content ®, we predict T,s and ALT across 21
permafrost monitoring stations. Simulated permafrost surface tempera-
ture Ty is well captured. T,s from GTN-P ranges from —10 to 1.2 °C,

which is similar with the predicted permafrost surface temperature.
The RMSE between simulated and measured T, is ~1.0 °C. Comparing
measured ALT from the CALM database and Ty, from the GTN-P database
with the simulations, the overall results indicate a good agreement
(Fig. 5A), as had been found in previous studies (Anisimov et al., 1997;
Shiklomanov and Nelson, 1999; Streletskiy et al., 2012). The ALT pre-
dicted by the Ku model is in a similar range as the CALM measurements
across the stations (Table 3), ranging from about 0.3 to 0.7 m. Note that,
Bonanza Creek, a site in Interior Alaska, burned in 2011, thus the mea-
sured ALTSs after that event were excluded in this study. The maximum
bias between predicted and observed ALT is at Koluktak, where is a very
sandy site with a very thick active layer (~1.2 m), thus the relative bias is
not too large (~13%). Overall, RMSE between simulated and measured
ALT is ~0.08 m across these stations, ranging from 0.01 to 0.15 m.

Elaborate discussion of different types of permafrost models was
presented by Riseborough et al. (2008). Several previous studies com-
pared model predictions with in-situ measurements of ALT in Alaska.
Tao et al. (2019) used NASA Catchment Land Surface Model (CLSM) to
simulate ALT and showed an error (RMSE) of 0.17 m. Guo et al.
(2017) used different climate forcing to drive the Community Land
Model, version 4.5 (CLM4.5) model and found errors to range between
0.52 and 0.89 m. Another land surface model, JULES, also produced ALT
with a relatively large error (RMSE) (Dankers et al,, 2011). The recently
calibrated GIPL2 model provided a similar accuracy as this study (Fig. 5A
and B) with ALT RMSE of 0.08 m and simulated permafrost temperature
an RMSE of 0.7 °C (Jafarov et al,, 2012). Note that the sites used in these
separate studies were not exactly the same. There are multiple sources
of the inter-model differences, including model forcing, structure, and
parameterization. Thus, more detailed model intercomparison would
be needed to parse the different error sources.

Considering all other variables and parameters as uncertainty
source, the simulation uncertainties of ALT and Ty are +0.02-+
0.10 m and +0.20-+0.38 °C (Fig. 6). This implies that if T,, A4, Zs;,, and
o are well known, uncertainty of predictive T is small (~0.4 °C). Al-
though uncertainty of predicted ALT (error bars in Fig. 6) is much larger
than that of T, the uncertainty is generally <0.10 m. Improvements
made in other variables or parameters (besides Ty, Aq, Zs,, and ®) may
not improve the simulations significantly, which is consistent with the
results shown in Fig. 4.

By using air temperature, snow cover, and soil water content from
gridded datasets, the bias in both ALT and T, becomes rather larger,
particularly in ALT (Fig. 5C and D). RMSEs of ALT and T, are 0.26 m
and 1.61 °C, respectively. To evaluate the importance of each input, we
replace the input here by in-situ measurements in Table 3. Replacing
T, with the data in Table 3, simulated ALT and Ty do not improve signif-
icantly. Similarly, replacing A, will improve slightly simulation of ALT
(RMSE reduces to 0.05 m) while T,,; doesn't be improved significantly
(~0.10 °C). Replacing Zs, will improve significantly the simulations of
T,s (RMSE reduces 0.61 °C) while ALT doesn't be improved. Finally, re-
placing o will reduce RMSE of ALT ~0.10 m. Therefore, according to
these stations data, uncertainty from soil water content might be the
most important source in the simulation of ALT and roughly contributes
~40% (0.10 m/0.25 m) of the total uncertainty of simulated ALT when
we use gridded data as inputs.

For entire Alaska, we apply the above described, state-of-the-art
gridded datasets, including the air temperature and precipitation from
SNAP datasets and soil properties from SoilGrids-1km to force our Ku
model. Then all available ALT and T, (not only those data in Table 3)
sites are used for validation across entire Alaska. To better comparison,
we use the long-term mean of climate inputs during 1996-2015 that
is similar to the comprehensive data in Table 3. Expectable, the base
running has a larger bias (not shown) similar to what we show in
Fig. 5 above.

Comparing with in-situ observations in Table 3, the bias of T, A, Zsp,
and o from the gridded datasets are about 0.66 °C, 1.38 °C, 0.07 m, and
0.12 m®> m—3, indicating A, and ® might be important uncertainty
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Fig. 5. Validation of simulated ALT (A) and Tj,s (B) by using climate forcing data listed in Table 1. Validation of simulated ALT (C) and T}, (D) by using the data extracted from SNAP
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sources. Using in-situ measurements and corresponding gridded values,
we find a linear relationship between gridded (A, and ®) and in-situ
data:

Adj_Aq =0.568A, +7.12
Adj-w = —0.3020 + 0.490

where Adj_A, and Adj_o are adjusted A, and ® from the gridded
datasets. When we use this relationship to correct bias between gridded
and in-situ data, the simulated ALT improves significantly (RMSE re-
duces from 0.41 m to 0.21 m). As expected, the largest bias is again
found at Koluktak. Similar to what we showed before (Fig. 4), T, does
not respond significantly to these adjustments.

As comparisons above show, air temperature and snow depth show
a small bias. Assuming air temperature and snow depth are well known,
how large would be the uncertainty of Ku model simulations? We eval-
uate uncertainties from all variables except air temperature and snow
depthin ALT and T}, simulations. Simulated ALT can appear quite unrea-
sonable (Fig. 7A), with uncertainty (error bars in Fig. 7A) as much as
~0.6 m or more. When we apply an adjusted , simulated ALT improves
significantly (Fig. 7C). Uncertainty of simulated ALT reduces to 0.15 +
0.04 m (Fig. 7C). Simulated Ty, captures the features over these sites
(Fig. 7B) and the uncertainty of T is generally <0.6 °C (0.56 +

A) ALT (raw)
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0.17 °C, error bars in Fig. 7B). Adjustments of ® are not effectively
changing Tj. In other words, once air temperature and snow depth
are well constrained, the simulated T, agrees well with in-situ
observations.

4. Discussion

Air temperature is the most important control on Kudryavtsev
model predictions of the annual permafrost table temperature. Fortu-
nately, there is an appropriate quality monthly air temperature dataset
for Alaska, at a relatively high spatial resolution. Interestingly, the com-
parison of in-situ and gridded data shows that the gridded reanalysis
temperature data is generally higher than in-situ mean annual air tem-
perature (MAAT) (RMSE <1 °C) (Wang et al., 2018), so this would cause
systematic overestimation of permafrost temperature. Some of this
overestimation is compensated by a smaller annual temperature ampli-
tude in the reanalysis data as compared to direct observations. Thus, the
lower amplitude counteracts the shift in simulated ALT caused by
higher MAAT, and the resulting predictions agree well with in-situ ob-
servations. For global scale modeling, the bias of gridded air tempera-
ture may still cause a significant uncertainty. Anisimov et al. (1997)
investigated the uncertainties from gridded air temperature on perma-
frost model output. Their study showed that four specific datasets, CRU,
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NCEP, ERA, and Willmott & Matsuura, have a departure of 1-2 °C from
observations at 455 Russian meteorological stations. That level of uncer-
tainty then affects the estimates of permafrost occurrence and ALT. No-
tably, the greatest influence is near the southern boundary of
permafrost region.

Based on the site-specific results, soil water content is the most sen-
sitive factor in the Ku model beyond more readily available air temper-
ature and snow parameters. Soil moisture influences the simulated ALT
in multiple ways, including alteration of soil thermal conductivity, soil
bulk density, and heat capacity. This fundamentally is caused by a
large component of latent heat during the phase change between ice
and water. Our findings imply that we need more accurate water con-
tent data as an input to improve predictions of ALT. However, high spa-
tial variability of soil water content provides a significant source of bias,
and this parameter may cause large uncertainty when the model is ap-
plied for regional scales. From our in-situ data, we find the existing soil
moisture data from the SoilGrid 1 km are unable to describe local spatial
variations. Soil Moisture Active Passive (SMAP) data (Entekhabi et al.,
2010) offers more direct observations than SoilGrid (Colliander et al.,
2017; Ma et al., 2017). But one important shortcoming is that SMAP is
a relatively new product with data collection started in 2015, which
does not allow historical reconstruction. Yet another added complexity
is that volumetric water content affects thermal conductivity and heat
capacity both in frozen and thaw states. The SMAP data appears to un-
derestimate soil moisture in comparison with ground measurements,
especially in cold regions (Ma et al,, 2017).

We examined the uncertainties of snow density and snow depth in
the model and show in theory, snow density has a limited effect on ALT
model predictions. This implies we can assume a constant snow density
without introducing a significant bias (assuming snow depth is accurately
set as a model input). Unfortunately, snow depth is always derived from
snow water equivalent, and thus it depends on (potentially) variable
snow density (Zhong et al,, 2014). This entanglement of the two parame-
ters introduces a significant bias on estimates of snow depth, and thus
using constant snow density would still introduce a bias to permafrost
temperature and active layer thickness predictions. The Ku permafrost
model requires only a “winter-averaged” snow thickness and density,
which may be captured adequately by a simple empirical algorithm
(Nelson and Outcalt, 1987; Anisimov et al., 1997). But now that high res-
olution topography and snow thickness datasets are becoming common-
place, it should be noted that those previous studies mainly considered a
relatively coarse spatial resolution, which might conceal local issues in
complex topographic regions (Brown et al,, 2018).

The effect of the vegetation on soil temperatures were well docu-
mented in the classical permafrost studies (e.g. Ershov (1971);
Kudryavtsev et al. (1977); Williams and Smith (1989); Yershov and
Williams (2004); Harris et al. (2018)). More recent studies indicate
the effect of vegetation on permafrost temperatures even in tundra en-
vironment (Sturm et al., 2005; Jafarov et al., 2013; Jafarov et al., 2018).
Better vegetation parametrization and mapping would thus be neces-
sary to improve the accuracy of permafrost modeling. On the other
hand, the Ku model considers only heat transfer processes while the im-
pacts of high vegetation are also related to surface energy balance. In the
future, coupling a surface energy balance module would be necessary
for solving this issue.

Apart from climatic conditions, soil properties need to be better re-
solved. For permafrost simulations, thermal conductivity is a controlling
factor. Here, we used a simple parameterization approach (Section 2.4).
There are many other different methods that require various inputs
(Farouki, 1981) that could still be evaluated in more detail. Our analysis
also indicated that the peat (organic) layer on near-surface soil is an im-
portant buffering layer, which is similar to previous studies (Harp et al.,
2016; Jafarov and Schaefer, 2016). It is possible to consider the peat
layer in a one dimensional local model (Streletskiy et al., 2012) but a
distributed map of thickness of peat at regional scale is currently
lacking.

5. Summary

Permafrost models were classified into three main categories by
Riseborough et al. (2008): empirical, equilibrium and numerical
models. Empirical models relate permafrost occurrence to climate and
topographical factors and use empirically derived parameters to deter-
mine the response of the active layer and permafrost to these forcings,
e.g. as soil properties, moisture conditions and vegetation (key exam-
ples are: Nelson et al. (1997); Shiklomanov and Nelson (2002); Zhang
(2005); Shiklomanov et al. (2010)). The other end-member are numer-
ical models that are used to solve freeze-thaw problems over a short
time scale, where the transient effects of phase change are important
(Williams and Smith, 1989), i.e. in engineering applications. These tran-
sient numerical models (e.g., Ling and Zhang (2004); Westermann et al.
(2013); Westermann et al. (2016); Nicolsky et al. (2017)) have a higher
computational requirements, while being more accurate in determina-
tion of the temperature field and phase change boundary dynamics.

In this study, we use a model that falls in the intermediate category,
those models classified as equilibrium models. Typically, these equilib-
rium models use transfer functions between the air and ground temper-
atures to define the active layer depth. The Kudryavtsev Model, N-
factor, TTOP, and GIPL 1.0 models are all classified as equilibrium models
(Kudryavtsev et al. (1977); Romanovsky and Osterkamp (1995);
Nelson et al. (1997); Romanovsky and Osterkamp (1997); Sazonova
and Romanovsky (2003); Gisnas et al. (2013)). These models are appro-
priate in situations where data is sparse, such as vast spatial scales, or for
simulating long time scales - e.g. permafrost landscape dynamics over
glacial cycles.

Here, we investigated the sensitivity of the Kudryavtsev's active
layer model by Monte Carlo simulations and compared predictions
with a comprehensive dataset of in-situ ground surface temperature
and active layer thickness observations over the entire Alaskan region.

We find that predicted permafrost surface temperature is domi-
nantly controlled by 1) mean annual air temperature, 2) annual temper-
ature amplitude, and 3) winter-averaged snow thickness. Uncertainty
of predicted permafrost temperature is relatively small, when air tem-
perature and snow depth are well constrained. Active layer thickness
can be predicted with uncertainty of ~0.08 m. However, under given
air temperature and snow conditions, soil water content bias can signif-
icantly alter modeled active layer thickness (up to 40% error). In other
words, if soil water content has a large bias, any improvements in
other parameters may not significantly improve the active layer predic-
tions of the Kudryavtsev's model. Ultimately, many inputs and parame-
ters are interdependent in the real world. For example, air temperature
is closely related to snow cover. Thus, parsing the interactions among
dependent variables would to be an important task in the future.

We designed Ku model to be a part of the permafrost toolbox
(Overeem et al., 2018), and for this reason it includes a Python basic
model interface, that allows information to be passed easily between
it and other compatible models. More challenging problems in perma-
frost processes involve assembling models that couple the Ku model
as a component with other Earth surface process models. We envision
Ku model to be applied to explore feedbacks between long-term geo-
morphic processes. Such coupled processes are still largely unexplored,
but they have been shown to be potentially significant in topographi-
cally complex terrain (Bovy et al., 2016; Shelef et al., 2017).
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