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Abstract— Several heuristic procedures to estimate the rotor
position of interior permanent magnet synchronous motors
via signal injection have been reported in the applications
literature, and are widely used in practice. These methods,
based on the use linear time invariant high-pass/low-pass filters,
are instrumental for sensorless controllers. To the best of our
knowledge, no theoretical analysis has been carried out for
them. The objectives of this note, are (i) to invoke some recent
work on the application of averaging techniques for injection-
based observer design to develop a theoretical framework to
analyze the sensorless methods, and (ii) to propose a new
method that, on one hand, ensures an improved accuracy and,
on the other hand, can be related with the current filtering
technique. An additional advantage of the new method is that
it relies on the use of linear operators, implementable with
simple computations. The effectiveness of the proposed scheme
is assessed by experiments.

NOMENCLATURE
Symbols
o — [ Stationary axis reference frame quantities
d —q  Synchronous axis reference frame quantities
Ny Number of pole pairs
R, Stator resistance [{2]
w Angular velocity [rad/s]
P Magnetic flux [Wb]
J Drive inertia [kg-m?]
TL Load torque [N-m]
f Friction constant
0 Rotor flux angle [rad]
Lq,L, d and g-axis inductances [H]
v, Stator voltage and current [V, A]
wh, Angular frequency of injection signal [rad/s]
€ Period of injection signal (e = i—:) [s]
Vi, Amplitude of injection signal [V]
S Laplace transform symbol/ differential operator
tap [im i ]T
Vap [Um Vg } T
1,J Identity matrix on R?*2 and [(1) _01]

This paper is supported by the National Natural Science Foundation of
China (61473183, U1509211), China Scholarship Council, the Government
of Russian Federation (074U01), the Ministry of Education and Science of
Russian Federation (14.250.31.0031).

B. Yi and W. Zhang are with Department of Automation, Shanghai Jiao
Tong University, Shanghai 200240, China (e-mail: yibowen@ymail.com,
wdzhang @sjtu.edu.cn). S.N. Vukosavi¢ is with the Electrical Engineer-
ing Department, University of Belgrade, Belgrade 11000, Serbia (e-mail:
boban@etf.rs). R. Ortega is with L2S, CNRS-CentraleSupélec, Gif-sur-
Yvette 91192, France (e-mail: ortega@lss.supelec.fr). A.M. Stankovi¢ is
with the Department of Electrical Engineering and Computer Science, Tufts
University, Medford, MA 02155 USA (e-mail: astankov@ece.tufts.edu).

978-1-7281-2767-5/19/$31.00 ©2019 IEEE

I. INTRODUCTION

Permanent magnet synchronous motors (PMSMs) are
widely used in industrial applications because of their su-
perior power density and high efficiency. The sensorless
control of PMSMs is increasingly attractive for its inher-
ent advantages. Two different types of sensorless control
methodologies are reported in the literature. The first type
is the model-based method, which is usually known as the
back-emf or flux-linkage estimation, utilizing the funda-
mental components of electrical signals [1], [2], [12], [14].
The second one is saliency-tracking-based method, in which
information is extracted from the high-frequency components
of stator currents via high-frequency signal injections [7],
[9], [10]. The latter, which utilizes the anisotropy due to
rotor saliency and magnetic saturation, is favored in the low
speed region, where the motor loses observability [10], [14].
In this paper, we address the problem of position estimation
for interior PMSMs at low speeds or standstill, thus adopting
the second methodology.

The signal injection method is a widely-used technique-
oriented method for electromechanical systems. With the
notable exception of [4], [5], [10], no theoretical analysis
can be found in the literature. In the last two decades, signal
injection-based approaches were developed adopting the fol-
lowing approach', first, high frequency probing signals are
injected into the motor terminal with the main driving power;
then, extract the high-frequency components of the stator
currents to get position estimates. Thus, the key problem
is the signal processing of the measured stator currents,
which is usually achieved via the combination of linear
time invariant (LTI) high pass-filters (HPFs) and low-pass
filters (LPFs) [13]. Several technique-oriented procedures
have been reported in the literature to solve the signal
processing problem, however, to the best of our knowledge,
no theoretical analysis of these heuristic methods has been
reported in the literature. An open problem is providing a
theoretical interpretation to the existing technique-oriented
methods. The importance of disposing of rigorous analytic
results can hardly be overestimated, since it allows, on one
hand, to carry out a quantitative performance assessment
while, on the other hand, it provides guidelines to make more
systematic and simplify the parameter tuning procedure.

The main contributions of our paper are twofold.

o To apply the averaging technique to analyse the mech-
anism and the estimation accuracy of the conventional

'In this paper, the “classical heuristic” or “technique-oriented” procedures
refer to this route.
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HPF/LPF procedure quantitatively.

To utilize the new filtering stage, proposed in [18],
to provide new filters selections. Since the proposed
scheme also uses linear filters—but, in our case they
are time varying—the increase in computational com-
plexity is negligible, also providing a nice downwards-
compatibility with the existing approaches.

The remainder of paper is organized as follows. In Section
II, we recall the mathematical model of interior PMSMs and
formulate the problem. Section III presents the main results,
including the interpretation to the conventional methods and
a novel design. Simulation and experimental results are
given in Section IV and the paper is wrapped-up with some
concluding remarks in Section V.

II. MODEL AND PROBLEM FORMULATION

The stationary model of PMSMs, together with the me-
chanical dynamics, can be expressed as follows [13]

d
L(Q)%Zaﬁ = F(Zﬁg, 0, w) + Vap
d
ag = npw (1
d
Jaw =n,P(igcosf — iy sinb) — fw — 711,
where we define the mappings
L(0) := Lol + L1Q(9)
Q) = cos 20 sin 26
sin20 —cos20|’
and
F = (2wl Q00T — Rl)ing + s | 0
= (2npwly sL)iap +npw® | o1
with the averaged inductance Lo := £ (Lq + L,) and the
inductance difference value Ly := 1(Lq — Ly).

Problem Formulation. Assume there is a stabilizing con-
troller operator ¥ measuring only 7,4, and define its output
as

ves(t) = Bcliap(t))-

Inject a high-frequency signal to one axis of the control
voltage, say, the a-axis, that is,
|\

where wy, 1= 2%, with € > 0 small, and V}, > 0. We are
interested in the following problems.

Vi, sinwpt

0 @)

Vap :Ugﬂ+ |:

Q1 Designing an operator X g : a3 — 6 such that

ligsup ‘é(t) —0(t)| < O(e), 3)

where O is the uniform big O symbol.?

2That is, f(z,e) = O(e) if and only if |f(z,¢)| < Ce, for a constant
C independent of z and .
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Q2 Providing a rigorous frequency domain interpretation of
the conventional filtering methods.

It is well-known that high frequency probing signals
almost have no effects on the motor mechanical coordinates.
However, due to the rotor saliency, it induces different high-
frequency responses in the a- and [3-axes currents. This fact
provides the possibility to recover the angle from the high-
frequency components of stator currents.

III. MAIN RESULTS

In this section, we give the analysis of frequency decom-
position of the stator currents 7,4, which is instrumental for
the design and analysis of position estimators.

A. Conventional Frequency Analysis

First we recall the conventional frequency decomposition
in the technique-oriented literature, which relies on the ad-
hoc application of the superposition law [8], [13]. That is,
suppose the electrical states consist of high-frequency and
low-frequency components as (-)ag = (-)k5 4 (-)55- If w &~
0, the current responses can be separated as

vhg +vhg = (Rl + L(0)s) (il + il s). 4)

. . h
For the approximate high-frequency model v,

L(G)s[izﬁ] neglecting the stator resistance, the angle 6 can
be regarded as a constant, thus the high-frequency response
contains the information of #, namely, for the input (2)

Vh(Lo — L1 COS 29)

~
~

ZZ = TaLys [sin wht]
n (ViLysin20) ;.
ZB = _TIM’S [Slnwht].

Substituting s jwp, we approximately get the high-
frequency components of the stator current as

b= i |

‘o8 = onLaly
The derivation of the above high-frequency model is
based on two assumptions, namely, the superposition law
and the slow angular velocity w ~ 0, implying that this
decomposition is only applicable at standstill or very low
speeds.

Lo — Lqcos20

L, sin20 ] (=Vhcoswpt).  (5)

B. Frequency Analysis via Averaging

Averaging analysis provides a rigorous and elegant decom-
position of the measured currents as follows. We refer the
reader to [4], [6], [16], [17] for some basic knowledge on
averaging analysis. Applying averaging analysis, it is shown
that with wy, large enough

iap =g + YuS + O(2), (6)

where, we defined the signal

Vi
S(t) := —ﬁ cos(wpt), (7
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the (so-called) virtual output

1 — Licos260 + Ly
y?) .

=— , 8
LgLg | — Lysin26 ®

and i,p is the current of the closed-loop system with v, 3 =
vgﬁ—that is, without signal injection. From (8) it is clear

that
Yoy
— |-
Yo — d% p

Hence the position estimation problem is translated into
the estimation of y,. Towards this end, we notice that, from
a frequency viewpoint, i,g contains fundamental frequency
components i, and high frequency components €y, S.

1
0 = - arct
Qarcan

(©))

C. Quantitative Interpretation of LTI Filtering Methods

It is natural, then, that to “reconstruct” y,—out of mea-
surements of ¢, 3—we need to separate these components via
some sort of HPF and LPF operations. This is the rationale
underlying all existing position estimators reported in the
literature, see [13] for a recent review. In [13] the position
estimation method, for low rotation speeds, shown in Fig. 1
is proposed.

Fig. 1. Block diagram of the conventional signal injection method

To evaluate the performance of the classical method in
Fig. 1, without loss of generality, select the LTI filters as

HPF (s) 25
§) = — =
(A +5)?
A
LPF = - 10
(5) = 5 (10)
with parameters
An = wp, Ap = max{/wrwy, 1}. (11)

The Bode diagrams of two filters are given in Fig. 2 with
Wh = 500, Wy = 1.

Bode Diagram Bode Diagram
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Fig. 2. Bode Diagram of the HPF/LPF (10) (wp = 500, wy = 1)
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Applying averaging analysis at reduced speeds, and setting
¢ = 0, we have the following proposition. 3

Proposition 1: For the IPMSM dynamics (1), suppose the
control that vgﬁ guarantees all the states bounded with

for some constant ¢, independent of ¢. If the filters are
selected as (10)-(11), then the signal processing procedure
in Fig. 1, namely,

Yn = HPF[iqp]
Yo\ 2wpLgLg .
(y,;) =y, MEEleoesinlat + ) gy

.1 Y,
0= 3 arctan (Ya—ﬂLo)

with ¢ = 0, guarantees

lim sup |é(t) —0(t)| =nmr+ 0(5%)

t—o0

for n € Z, when wj, > wj} for some wj € Ry, with ¢ = Z—:
Proof: Applying the operator HPF to (6), we have *

HPF[iap] = HPF[iag] + Z—WHPF[D(G)S] +O(?) + &,
h

(13)
with the definition

For the first term of (13), we have
2 OF
= =L L= 4,6 5
(wn £ 5)2 {aiaﬁ (F+ L vgg) +npw

OF oL oF |
= 4= Sy §
. ( 7oL %ﬂ) n ( i )om]

where we have used the assumption |(w,d;,v§ﬁ)| < 4, in
the last term, with

HPF[iap] =

Fliag, 0,w) == LH(0)F(iag, 0, w).

There always exists a constant w; € R such that for wy >

2
2

Gt op W)

Some basic linear system analysis shows ‘% [(9(1)}‘ =
O(1), thus yielding

HPF[iap] = O(e?).

3Indeed, the saliency-tracking-based method has an angular ambiguity
of 7 due to the tan—'(-) operation. It is possible to utilize the saturation
effect in d-axis of machine, as well as y, to conduct the magnetic polarity
identification. The problem is out of the scope of the paper, and we refer
the readers to [9], [11] for more details.

4We omit the exponentially decaying term e; of filtered signals in the
following analysis.
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For the second term in the right hand side of (13), we D. New LTV Filtering Method

have In this subsection, we introduce a novel LTI HPF and

27 2V 1 linear time-varying (LTV) LPF with enhanced steady-state
—HPF[D()S] = ———— t t t . . :

wp, [D(6)S] wp (wp + 5)? a1(t) cos(wnt) + az(t)wn accuracy. The new design is experimentally validated in [20]
with its theoretical foundations reported in [18], [19].

: : 2
X sin(wnt) — ag(t)wn sin(wnt) — wy D(0) cos(wnt) |- Fixing ¢ = 23X, we propose to select the new filters as

: 1
with a;(t) = 4(n,wD'(0)), ax(t) = nywD'(f) and HPF 1 Gy(s) i=e ™ + — (e —1)
as(t) = wpD'(6)n,w, whose derivatives are bounded. When ) 2ds
wy, is large enough, we have LPF — ;(;@) H. (16)
2m 1 . 2 i
EHPF[D(G)S] - ;thD(e) sinfwnt) + O(e7). where H is the single-input single-output LTV filter
Therefore, the currents filtered by the HPFs become 2(t) = —vS2(t)2(t) 4 yul(t)
a7

U = HPFlias] = —ViD(0) sin(wnt) + O(c?). (1) Hlu(®)] = 2(1),
Wh

with d,~y > 0—see Fig. 3.
Multiplying sin(wpt + ¢) on both sides with ¢ = 0, we get

Vi Vi
sin(wpt)yn = —=D(0) — —=D(8) cos(2wnt) + O(£2),
2wy, 2wy,
5)
where we have used the trigonometric identity
sin? g — 1-— cos29.
2
Applying the LPF to (15), for the first term we have
Vi Vi Vi
LeF [ -D(0)| = —~D(6) — —~—>—[D(6)]
2wy, 2wp, 2wp Ae + S Fig. 3. Equivalent block diagram of the proposed estimation method
Vi 3
- mD () +O(e2). The signal processing of the filters described above con-
For the second term, we have sists of the following steps.
v, Step 1) Generate the following filtered signal from the
LPF [2’11)(9) cos(?wht)] = 0(e?), new HPF,
Wh

Yi(s) = Ga(s)ias(s).

Step 2) Apply the operator Gyraq to Yy in order to
generate the estimate of y,, denoted g, that is,

with straightforward calculations and the swapping lemma.
Therefore, the filtered signal satisfies

Ya| . B _ Vi 3 R
[yﬁ:| = LPF[bln(wht)yh] = 2whD(9) + (’)(52 ) G (t) — ggrad[yf(t)]a (18)
Notice the exact form of D(), thus we having where the LTV operator Gg,.q is defined as
[2wp Laly i(t) = —vS%(t)x(t) + vS(t)u(t)
Yol | " v 1 (19)
Yﬂ = 2thqu v ggrad[u(t)] = g.’L‘(t)
L Vi Step 3) Use the relation (9) to get the position estimate.
| Lo — Licos20 1 Regarding the new filters design, we have the following
o —L;sin26 +0(e?). proposition.
3 Proposition 2: For the IPMSM dynamics (1), suppose the
Therefore, when ¢ — co we have control vgﬁ guarantees all states are bounded, with y,, defined
Ys 2 in (8) verifyin
tan20 = ——— 4+ O(e2). ying )
Yo — Lo ( ) |yu| < 4y, (20)
It completes the proof. [ ]

for some constant £, and select with d = <. Then, there exist
constants wj,v* > 0 such that for wy > wj and v > v*, the
estimate satisfies

lim sup |7, © Ga()fiaa ()] — 9 (8)] = O(e).

— 00

with n € Z. Proof: The proof follows directly from Proposition 3
Proof: 1t follows clearly with A\, = 1. H in [18]. |

A corollary at standstill is given as follows.
Corollary 1: For Proposition (1) with w = 0, we have

lim sup |9(t) —0(t)| = nr+ O(e)
t—o0
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E. Discussions

D1 The dynamics (1) is highly nonlinear. It is well-known
that nonlinear systems “mix” the frequencies, making
the superposition law not applicable. Although using
the classical decomposition (4) to estimate position may
work in practice, it fails to reliably provide, neither a
framework for a quantitative performance assessment,
nor guidelines to tune parameters.

D2 It should be noticed that the high frequency term ey, S
in (6) coincides with the one in (5), but the averaging
analysis characterizes all the components in 7,3 quan-
titatively.

D3 To the best of the authors’ knowledge, Proposition 1
provides the first quantitative analysis of conventional
LTI filtering methods with signal injection reported in
the literature.

D4 From Propositions 1 and 2 it is clear that the steady-
state accuracy of the new LTV filters design is higher
than the one of conventional LTI filtering methods.

IV. SIMULATIONS AND EXPERIMENTS
A. Simulations

The proposed estimator is first tested by means of simu-
lations in Matlab/Simulink. We use the parameters of Table
I, the current-feedback controller X~ given below, together

with the proposed estimator.
1) Position estimator in Fig. 2 (LTV and LTI designs).
2) Rotation between a3-coordinates and misaligned dg-
coordinates, namely, iq, = ¢~ %i,5, vap = e7v4,.
3) Speed regulation PI loops

1
’L-zq = (Kp + Kls) (W* — (I})7

where w* is the reference speed, and w is an estimate
of the rotor speed obtained via the following PLL-type
estimator.

i =Ky —m)+ K

e =0—m
Wp = Kp(0 —m) + Kine
1
0 = — . 21
w npwp 21

4) Current regulation loops
1
Vg = (Kp + Kis) (i% — i) — Ln,i,
N . . Ny N
Vg = (Kp + Kis) (i5 — zf;) + Lnywig + npw®,

where iflq are filtered signals of 744 by some LPFs.
We operate the motor at the slow speed of 30 rad/min
with 77 = 0.5 N-m and the parameters ¢ = 1073, v =
1074, V4 = 1, w* = 0.5 and those in Table. II. Fig.
4 shows the simulation results. In Fig. 4(a), we also give
the position estimate obtained from the conventional LTI
filters, denoted as éLTI. Considering the root-mean-square

deviation (RMSD) RMSD = /L [ [0(s) — 0(s)|2ds
with 9,9 € 81, we calculate the RMSDs for two methods
in the interval [5,10] s. They are 0.0872 and 0.1411 for the
proposed design and the conventional LTI filtering method,
respectively. We conclude that the new design outperforms
the conventional LTT filtering method with a higher accuracy.
It is also observed that the sensorless control law regulates
the angular velocity at the desired value.

position [rad]
position [rad]

| | ot . |
0 5 10 15 20 105 " 115 12 125 13
time [s] time [s]

(a) Angle 6 and its estimates (b) Angle 6 and its estimates

1r =

=

0.5M

current [A]

angular velocity [rad/s]

o . J ]
10. " 1.5 12 125 13 0 5 10 15 20
time [s] time [s]

(c) Angular velocity and its estimate (d) Stator currents i,g

Fig. 4. Simulation results

B. Experiments

System Configuration. The scheme developed in this
paper was tested on an interior PMSM platform, shown in
Fig. 5. The test IPMSM is a FAST PMSM, whose parameters
are given in Table I. It has a 72 V line-to-line peak at 1000
RPM. The voltage of DC bus is 521 V, with the frequency
of PWM 5 kHz.

The experimental setup comprises two synchronous mo-
tors with surface-mounted permanent magnets on the rotor.
One of them runs in the speed control mode, and it is used
to maintain the speed at the desired level. The motors are
coupled by means of a toothed belt, which also connects an

TABLE I
PARAMETERS OF THE PMSM: SIMULATION (FIRST COLUMN) AND
EXPERIMENTS (SECOND COLUMN)

Number of pole pairs (1) 6 3
PM flux linkage constant (®) [Wb] | 0.11 0.39
d-axis inductance (Lg) [mH] 5.74 3.38
g-axis inductance (Lg) [mH] 8.68 5.07
Stator resistance (Rs) [Q2] 0.43 0.47
Drive inertia (J) [kg-mQ] 0.01 | > 0.01
TABLE I
PARAMETERS OF THE CONTROLLER AND THE PLL ESTIMATOR

[Kp, K;] in the speed loop [1,5]

[Kp, K;] in the current loop [5,5]

[Kp, K;] in the PLL estimator | [5,0.01]
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inertial wheel. More details on the experimental set-up may
be found in [20].

Fig. 5. Experimental testing setup

Experimental Results. In the experiment, the amplitude
of the test signal is 2 V, with the frequency 400 Hz. The
parameters of the estimator are selected as 7y, = 1.25 x 10*
and v = 2.5 x 10%. ° For such a case, Fig. 6(a) shows
the performance of the proposed position estimator. The test
signal was only injected to the o axis, which is illustrated
in Fig. 6(b) after Clarke transform. The experimental results
show that the new design performs very well.

mm m |

0.004 0.006

YWMM
time [s]

position [rad]
voltage [V]

il

0.008 0.01

(i

0.002

0.2 0.4

time [s]

0.6 )

(a) Angle 6 and its estimates (b) Stator voltage uq

Fig. 6. Experimental results

V. CONCLUSION

This paper addresses the problem of position estimation
of IPMSMs at low speeds and standstill. Although the
salience-tracking-based methods are effective and widely-
studied, the theoretical analysis of the conventional methods,
taking into account the nonlinear dynamics of PMSMs, was
conspicuous by its absence. This paper attempts to fill in
this gap analysing the stator current ¢,z via the averaging
method, with guaranteed error with respect to the injection
frequency wy. Also, with the key identity (6), we develop a
new position estimator, which ensures an improved accuracy.
Moreover, we establish the connection between the new
method and the conventional one, showing that they can be
unified in the HPF/LPF framework from the perspective of
signal processing.

The following extension and issues are of interest to be
further explored.

o For the sake of clarity, we only study the basic case
of signal-injection methods for the IPMSM model (1).
The proposed method can also be extended to other
motor models, for instance, saturated interior (or surface
mounted) PMSMs [10].

If is of interest to couple the proposed method with
some model-based (non-invasive) techniques, for in-
stance the gradient descent observer in [14], in order

5The superscript of the parameter ~ denotes the values for the different
axes.
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to be able to operate sensorless controller over a wide
speed range. Such an approach has been pursued in
[3], [15]. We underscore that the first globally exponen-
tially convergent solution to sensorless observers design
for IPMSMs, applicable to both high/middle and low
speeds, is given in [15].
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