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Abstract 

Alaska is at the forefront of climate change and subject to salient challenges including energy 
consumption. It is important to understand Alaskans’ perceptions and opinions about energy 
consumption in order to solving Alaska’s domestic energy problems and creating a sustainable 
future. However, it is challenging to collect public opinions about energy consumption using 
conventional survey methods, which are often expensive, labor-intensive, and slow. This study 
utilizes information-rich Twitter data to investigates Alaskans’ perceptions and opinions on 
various energy sources and in particular clean energy sources. Using the geotagged Twitter data 
collected in Alaska from 2014 to 2016, a lexicon-based sentiment analysis approach was first 
applied to analyze the polarity in the expressed opinions. Further, a novel fuzzy-based theory is 
applied to derive the sentiment of the opinion in each tweet. The results indicate that there is a 
valuable growth rate for a set of energy-related keywords, such as “sun”, “power”, and “nuclear”. 
The rank of top 20 renewable energy-related keywords shows the word “Tidal” has the highest 
ranking followed by “solar panel”. The attention to various types of energy is increasing 
dramatically among Alaskans. Importantly, Alaskans’ attitudes toward energy and renewable 
energy changed positively from 2014 to 2016, indicating Alaskans’ energy choices are more 
acceptive towards or even favor renewable energy in the future. 
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1. Introduction  



The world is quickly urbanizing, and society depends on food, water, and energy. More than 50 
percent of the world’s population now lives in cities, and they are projected to house approximately 
60 percent of the global population by 2030 [1]. Worldwide energy use is anticipated to increase 
up  to 50 percent by 2035 [2] and total global irrigation water use is anticipated to increase by 10 
percent by 2050 [3]. This condition is projected to be aggravated soon as 60 percent more food 
will need to be produced in order to satisfy the needs of the world’s population in 2050.  
In Alaska in particular, nearly 103,000 Alaskans—roughly 1 in 7—struggle with hunger, and many 
of Alaska’s rural communities lack running water and sewer systems [4]. Total energy 
consumption per capita in Alaska was 809 million BTU in 2016 which ranked third after Louisiana 
and Wyoming [2]. In Alaska, the statewide weighted average residential rate for electricity was 
17.6 cents per kWh, higher than the U.S. average of 11.8 cents per kWh [5]. Not only many 
Alaskans live in energy poverty and pay an average of $800 per month just to electrify and heat 
their homes, but also most communities in rural Alaska depend on volatile and expensive fossil 
fuels for electricity generation. This high price of energy is due to the cost of hauling fossil fuels 
(primarily diesel) by plane or barge to these remote areas. To overcome these challenges, various 
strategies including energy conservation, energy efficiency, and adoption of clean energy should 
be implemented considering this fact that Alaska is uniquely endowed with a full range of 
renewable energy opportunities. Indeed, Alaska has a nonbinding goal to generate 50% of its 
electricity from renewable sources by 2025 [2]. Using these sources to develop practical renewable 
energy solutions will inevitably have effects on the security of food and water systems. The key 
first step in solving Alaska’s domestic energy problems and creating a sustainable future is to 
understand Alaskans’ perceptions and opinions about energy consumption, various energy sources 
in particular renewable energy solutions. However, a key factor that hinders the widespread 
adoption of renewable energy systems, besides its cost, is the lack of proper public information 
about renewable energy systems and lack of “social acceptance” assessment. Social acceptance 
evaluates the “degree of readiness of citizens to invest in renewable energy in their area”. Another 
study defined social acceptance as a “degree of the active or passive attitude of citizens towards 
different clean technologies or products” and willingness to pay for clean electricity [6-9].  
A typical approach to understanding people’s perception is to conduct surveys [7]. However, it is 
very expensive to conduct surveys in rural communities of Alaska; also, trust needs to be gained 
before conducting surveys in Indigenous communities, which would take time. As social media 
platforms are becoming major arenas for communication and information exchange, social media 
data can help detect communities’ changing needs by tracking topical changes and identifying the 
influential factors. The microblogging platform Twitter provides an especially useful venue to 
study people’s interactions with various topics.  
Twitter allows its users to post short, 280-character messages and to follow messages from other 
users. Interactions among Twitter users lead to a network topology characterized by opinion 
leaders followed by average users, placing Twitter in between a purely social network and a purely 
informational network. The information network properties of Twitter simplify and expedite 
information dissemination; its social network properties ease the access to geographically and 
personally relevant information. With the increasing importance of energy efficiency measures, 
availability of energy sources, and the application of clean energy sources, people are likely to 
share their thoughts and sentiments on Twitter.  
To this end, the goal of this study is to exploit information-rich geotagged Twitter data for mining 
Alaskans’ perceptions and opinions about energy efficiency measures, availability of energy 



sources, and the application of clean energy sources. To achieve this goal, we answer the following 
questions related to energy and renewable energy separately: 

1- Research question 1: What is the perception of Alaskans about various energy sources? 
2- Research question 2: Do Alaskans use Twitter to make their voice on various sources of 

energy and renewable energy or lack of proper energy heard? 
3- Research question 3: How do the online public sentiments about various energy sources 

and the application of renewable energy in Alaska change over time? 

2. Background 
Climate change cause substantial environmental, social, and economic risks for current and future 
generations. Recent studies emphasize the key role of human activities on the fast changes 
experienced in global climate during the last several decades which resulted in emissions of 
greenhouse gases [10]. According to data published by International Energy Agency, between 
1971–2014, worldwide primary energy use has increased by 2.5 and carbon dioxide emissions 
have been doubled. Bach [11] reported a rising trend in global population, energy consumption, 
and economic activity which would increase the average temperature by 1.5˚C to 3˚C by 2050, 
due to the increase of anthropogenic CO2 emissions.  
The need for adaptation to, and mitigation of, climate change is identified as a major challenge to 
scientists, decision makers, and the general public. Studies have been done to conduct an 
evaluation and thorough examination of renewable energy technologies and their current and 
potential role in the extenuation of greenhouse gas emissions ranging from technology-specific 
studies, policy, characteristics and technical potentials of different resources, the challenges of 
their integration and social and environmental impacts of their use and cost [12].  The Kyoto 
Protocol and the Paris Agreement have directed some of the courtiers in an extraordinary shift 
towards renewable energy sources [13].  
However, existing studies on public attitudes about energy have primarily focused on an opinion 
poll, interview, and/or survey research of public attitudes at the general level. A substantial amount 
of studies focused on public support for different energy sources. In the 1970s, solar energy and 
energy conservation policies have been used in various public opinion polls as alternatives for oil, 
coal, and nuclear energy [14-17]. Later in 2008, a poll was performed by International Policy 
Attitudes to investigate the application of renewable energy in 21 countries with 20,790 
respondents [18]. The results indicated strong public support (77%) of governmental efforts to 
shift to increase renewable energy sources especially solar. Similar survey poll was conducted in 
the US in 2008 and 90% of the participants were in favor of renewable energy [14]. Another study 
was conducted in Malaysia to understand the views and perceptions of the local population towards 
solar energy and the installation of photovoltaics. The results indicated their lack of information 
about all the potential incentives and the socio-economic benefits of investing in solar panels [19]. 
In a similar study, Eshchanov et al. [20] conducted a closed-form of a questionnaire to examine 
the perception and opinion of rural and urban people of the Khorezm Province, Uzbekistan on 
renewable energy generation. Respectively, 95 and 55 people from rural and urban areas 
participated in this study. Results indicated that the cost of renewable energy facilities and 
incapability to entirely substitute the fossil fuel energy sources can be as a hindrance while the 
availability of crediting and public awareness may serve as an enticement. In India, an interview 
of 1675 homeowners and businesses was performed to understand their awareness and opinion 
about renewable energy and India’s power situation. The interview process took several months, 



and it was found that people still need to be educated about renewable energy sources to make 
more informed decisions. Another survey study was conducted in Canada, the United States, and 
Mexico to understand public perception and policy preferences for renewable energy and its 
relation to global climate change. Three countries had different opinions and perceptions about 
climate change with Mexico indicating the highest levels of concern and the US the lowest.  In 
addition, Mexico strongly supports the application of renewable energy sources [21]. However, 
the sample size was considerably small compare to the population with a total number of 2312. 
The small size sample was one the key barriers to making a more informed decision; hence, we 
need to have larger sample sizes per country to better understand the perceptual differences 
between countries and identify the affecting variables. This considers as a serious challenge that 
all the survey studies face. In addition, such surveys have failed to sufficiently elucidate the nature 
and complexity of people’s perceptions about energy sources, energy efficiency measures, 
renewable and clean energy sources and cannot attain a thorough examination of issues, beliefs, 
perceptions, and attitude as functions of sustainable behavior relating to the public.  
Recently social media technology has become pervasive which encourages researchers to leverage 
the potential value of the massive amount of information posted online about myriad topics. Social 
media is used as a vital communication channel for countless users to exchange information at any 
time and place. With billions of Global Positioning System (GPS)-enabled smartphones in use 
around the world, every single person can perform as an intelligent agent collecting data about the 
environment and shares opinions and feelings on social media in real time and at different 
locations. Researchers used social media data such as Twitter focusing on locational property and 
content. Having access to the enormous Twitter data and due to its real-time feature, large-scale 
and fast-propagation as well as researchers' growing capability to process “Big Data,” Twitter data 
has been leveraged successfully to expedite the knowledge discovery process in a wide variety of 
fields.  
One strand of research in the engineering domain used Twitter as a valuable data source for disaster 
management, emergency information dissemination, situational awareness, and crisis-related 
responses. Goodchild and Glennon [22] used geospatial data to investigate the main issues 
associated with volunteered geographic information (VGI) and its potential role in disaster 
management during the four wildfires that impacted the Santa Barbara area in 2007-2009. In 
another study, Earle et al. [23] compared the potential capacity of Twitter in reporting an 
earthquake and predicting its impacts with traditional monitoring methods. It was found that 
Twitter is a more effective and faster tool in identifying affected areas. Some studies conducted 
textual content analysis to identify whether a tweet is related to the disaster or not. These tweets 
are further utilized to provide information and awareness to people about precautionary measures. 
Another example is the photographs uploaded to Flickr to correlate with physical parameters that 
typify natural disaster. Building on a similar concept, other studies confirm the association between 
the spatiotemporal distribution of tweets and the physical scope of floods [24]. In addition, the 
relation between the occurrence of disaster-related tweets and the distribution of Hurricane Sandy 
damage projected from simulation models was determined [25]. Another strand focuses on the use 
of social media as a communication tool in the different phases of the construction project. Leung 
et al. [26] suggested that social media sites, such as Facebook, can be used to successfully engage 
more public in construction development projects. In a similar topic, Russell et al. [27] 
reinvigorated construction companies to take advantage of social media, including Facebook, 
Twitter, Pinterest, and LinkedIn to present and share what they do in their projects to engage more 



public and how they do it and to shape relationships with current and potential clients. However, 
very few studies focus on the application of social media and in particular Twitter to study energy-
related topics in any form and shape. As an example, Miles et al. [28] [29] analyzed the post-event 
power outage in San Diego County, California in 2011 in which its residents were without 
electricity for up to 12h. They used different data collection tools including interview transcripts, 
content from news and social media, as well as government documents and databases. They 
determined that social media is an effective communication tool during power outages to broadcast 
and find information. Tanielian [30]  found that social media can be used to encourage fundamental 
change in energy-consumption behaviors, exchange ideas, and broadcast theories. 
We believe that perceptions and attitudes about energy-related topics at a public level have not 
been sufficiently studied or analyzed and consequently vital nuances missed. To bridge this gap, 
we analyze the application of social media to understand the general public’s perception and 
opinion about various energy sources and the choices they make at the individual level. The other 
challenge is people’s perception changes over time due to factors such as natural disasters, 
economic condition, media coverage, their knowledge, etc.  in which we need to perform a new 
survey to capture their attitudes and beliefs that are very expensive and time-consuming. In this 
study, we use Twitter data to show how Alaskans’ perception of energy-related topics changes 
over time from 2014 to 2017.  
 
3. Materials and Methods 

The research methodology we applied in the current study is based on sentiment analysis and big-
data. Specifically, in order to analyze millions of tweets published by Alaskan users, we employed 
a lexicon-based sentiment analysis approach [31]. This approach enables the fast and scalable 
analysis of huge volumes of tweets. Moreover, it may be applied to both online and offline 
sentiment analysis of tweets, making the approach usable in applications that need to monitor 
public opinion towards different phenomena. This approach will be described in more details in 
the following subsections but first, a precise specification of the data analyzed in the current study 
has been discussed.     

3.1.Proposed Methodology 

The overall structure of the proposed methodology is depicted in Figure 1. After crawling relevant 
tweets, a geo-filtering is applied to filter out tweets concerning other regions rather than Alaska. 
This step is necessary since the focus of all three research questions is on Alaska.  



 

Figure 1. The overall structure of the proposed system. 

The next phase in the proposed system is pre-processing which is performed with two goals: 1) 
decreasing the size of tweets by removing irrelevant and useless characters, and 2) increasing the 
accuracy of the matching method by removing probable sentiment-bearing words in links. In order 
to achieve these goals, a Natural Language Processing (NLP) approach based on regular 
expressions is employed [32]. In this approach, as illustrated in Figure 2, regular expressions are 
used to find irrelevant parts of tweets. A regular expression is a common language for specifying 
and matching patterns in NLP-related tasks [32] and the designed regular expressions in Python 
programming language was used in this study. The output of the pre-processing module is then a 
Twitter dataset containing user, time, and textual body of tweets. 

The next module in the proposed system, parser, is employed to extract two tweet-related 
information, namely tweet’s text and tweet’s creation time, and two user-related information, 
namely @user messages and user IDs. @user messages are those messages that are directed at, or 
replied to, other users [33]. Text-related information is analyzed in the sentiment analysis module 
and user-related information is used in the user analysis module for further processing. 

 



 
 
 
 
 

 

 
(a) (b) 

Figure 2. The regular expression for pre-processing of tweets and a sample tweet on which the 
regular expression is applied (a), and the railroad diagram of the regular expression (b). The 

figure shown in (a) was generated using an online tool in https://regex101.com and the figure 
shown in (b) was generated using a similar online tool in https://regexper.com. 

 
In order to analyze the opinions of Alaskan in their tweets, a lexicon-based approach [34] is used 
in the current study. The core of each lexicon-based method is the lexicon it employs to assign 
sentiment intensity scores to words [31]. Following the approach proposed in [35], in the current 
study we used a subjectivity lexicon of English adjectives (hereafter called ADJLex) that has been 
enriched with some sentiment-bearing nouns and verbs. ADJLex is used in the TextBlob [36] that 
is a python library for natural language processing tasks. In this lexicon, adjectives have polarity 
score in the range of [−1, +1] and a subjectivity score in the range of [0, +1]. The reason for using 
ADJLex in the current study is that this lexicon, containing about 2900 terms, has a high coverage 
of sentiment-bearing words.  

Words in ADJLex are tagged according to their WordNet [37] sense and this caused to have more 
than one polarity and subjectivity score for some words. In order to take this into consideration, 
an aggregation step is needed to combine scores for each word [38]. To this aim, arithmetic 
averaging is used in the current study. As an example, consider the word “great” that has four 
polarity scores: 1.0, 1.0, 0.4, and 0.8. If this word appears in a tweet, its probability score would 
be 0.8 that is the average of the four above-mentioned values.  

When a lexicon-based approach is employed for sentiment analysis, the role of negation and 
intensifiers must be considered explicitly [34]. In order to apply the effect of such modifiers, we 
considered three possible situations as follows: 

1) Having only negations: in some cases, there is only a negation word such as “not” before 
a word and no intensifier follows it. In such cases, we multiplied the polarity of the word 
by −0.5.  

2) Having only intensifiers: in some cases, there is only an intensifier adverb such as “very” 
before a word and no negation word precedes it. In this case, we multiplied the polarity 

https://regex101.com/
https://regexper.com/


and subjectivity of the word by the intensity of the intensifier (for example, 1.3 for the 
word “very”). 

3) Having both negations and intensifiers: in this case, for example, when a phrase such as 
“not very good” exists, the multiplication by -0.5 is applied to preserve the effect of 
negation. Moreover, the inverse intensity of the modifier is multiplied to maintain the effect 
of the intensifier. For example, consider the phrase “not very good” in which the polarity 
of “good” is +0.7. The final polarity will be: −0.5 × 1

1.3
× 0.7 = −0.27. 

 
3.2. Mapping Polarity Scores to Class Labels 

In order to show the opinion and attitude of people towards energy and renewable energy, we 
employed two–dimensional valence–arousal (VA) space which is a common dimensional model 
of emotion [39]. In this model, valence shows positive versus negative attitude and arousal 
represents low versus a high level of activation. According to this model, different feelings are 
located in different areas on VA space as shown in Figure 3 (adopted from [40]).  

 

Figure 3. Distribution of different fillings in the two–dimensional VA space (adopted from 
[Nemati and Naghsh-Nilchi 2016]). 

In the current study, based on the polarity scores calculated in the previous step, four class labels 
are defined: HP, LP, LN, and HN corresponding to high positive, low positive, low negative, and 
high negative, respectively. These class labels are shown in four regions of VA space in Figure 3. 
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As mentioned in the previous subsection, polarity scores are represented in the range of [−1, +1]. 
Therefore, in order to map this interval into four class labels, we divided it into four equal parts as 
follows: [−1,−0.5] for HN, (−0.5,0] for LN, (0,0.5] for LP, and (0.5, +1] for HP. 

After calculating the polarity of phrases and assigning class labels to them, the next step is the 
fusion of polarity scores of all sentiment-bearing phrases of the tweet. Different strategies are 
proposed for score aggregation in the literature [41]. Although simple fusion methods such as 
arithmetic mean, majority voting, sum, product, and maximum [42] are widely used in different 
applications, it has been shown that more formal fusion methods including Dempster-Shafer (DS) 
theory of evidence outperforms simple heuristic methods [43]. DS theory is an evidential theory 
for addressing the problem of uncertainty and can be seen as a generalization of Bayesian fusion 
rule [40]. This theory was first proposed by Dempster and later developed by Shafer [44]. DS-
based fusion method has been used for aggregating sentence-level sentiment scores into a 
document-level score [42], but it has not been previously used for aggregation of opinion expressed 
in tweets. This theory is exploited in the current study to fuse phrase-level sentiment polarity scores 
into tweet-level scores. The details of the proposed method are presented in the next subsection. 

3.3.Proposed Evidential Fusion Method 

In order to apply the DS theory for the fusion of sentiment polarity scores, the first step is to 
define the frame of discernment, 𝜃𝜃, which is a mutually exclusive set of hypotheses for 
determining the scope of the problem as follows: 

𝜃𝜃 = {𝜃𝜃1,𝜃𝜃2,⋯ ,𝜃𝜃𝑛𝑛}.           (1) 

It is obvious that the power set of 𝜃𝜃 which is denoted as 2𝜃𝜃 has 2𝑛𝑛 elements, each of which 
showing a possible subset of 𝜃𝜃. In the current study, we considered the inclusion of each sentiment-
bearing phrase in one of the possible categories as a hypothesis.  

The next step is to define the mass function, 𝑚𝑚(𝐴𝐴), for assigning a probability to each evidence 
supporting a subset of 𝜃𝜃, such as A ⊆ θ. In the current study, we are interested in special subsets 
of 𝜃𝜃, namely HP, LP, LN, and HN as defined in the previous subsection. It should be noted that 
the mass function must be a basic probability assignment (BPA) having the following properties: 

 𝑚𝑚:𝑃𝑃(𝑋𝑋) → [0,1] (2) 

 𝑚𝑚(∅) = 0     (3) 

      ∑ 𝑚𝑚(𝐴𝐴) = 1𝐴𝐴∈2𝜃𝜃   (4) 

In order to define the mass function, we followed a Fuzzy-based approach. Specifically, we first 
defined fuzzy membership functions as depicted in Figure 4. As shown in the figure, the Gaussian 
membership function is selected. This function has several interesting features including being 
smooth and natural and having non-zero values at all points.  



 

Figure 4. Membership function of sentiment score with four linguistic terms. 

The gaussian membership function is defined as follows: 

 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺(𝑥𝑥, 𝑐𝑐,𝜎𝜎) = 𝑒𝑒−
1
2�
𝑥𝑥−𝑐𝑐
𝜎𝜎 �

2

     (5) 

Where 𝑐𝑐 and 𝜎𝜎 are two adjustable parameters for specifying the center and the width of the 
function.  

Using the membership function defined in the Equation (5), four probabilities are generated for 
each sentiment-bearing term in a tweet. In order to satisfy the condition of Equation (4), the sum 
of these four probabilities for each term must be one. To this aim, the normalized form of the 
membership function is used.   

The final step in the proposed fusion method is to fuse the mass functions of sentiment-bearing 
terms for each tweet. The DS combination rule, also called orthogonal sum, may be used for 
aggregating to mass function as follows: 

 (𝑚𝑚1⨁𝑚𝑚2)(𝐴𝐴) =  �
∑ 𝑚𝑚1(𝑋𝑋)𝑚𝑚2(𝑌𝑌)𝑋𝑋∩𝑌𝑌=𝐴𝐴

1−𝐾𝐾12
     𝐴𝐴 ≠ ∅

0                                   𝐴𝐴 = ∅
        (6) 

 𝐾𝐾12 =  ∑ 𝑚𝑚1(𝑋𝑋)𝑚𝑚2(𝑌𝑌)𝑋𝑋∩𝑌𝑌=∅  (7) 

Where relationship 𝐾𝐾12 is a normalizing factor to ensure that 𝑚𝑚1⨁𝑚𝑚2 remains BPA. Due to its 
commutativity and associativity, the above fusion rule may be applied iteratively when more than 
two m’s should be fused.  

The DS-based fusion function has been proposed for aggregating sentence-level sentiment scores 
into document-level scores [31]. Although this function may also be applied for the fusion of 
phrase-level sentiment scores into a tweet-level score, it has the problem of considering only one 
element in the resulted mass function [40]. This problem is more common in phrase-level 
aggregation than a sentence- and document-level. Therefore, in the current study, we adopted the 
two-point method proposed by Bi et al.[45] which also considers the second most probable 



decision in each step of fusion. Specifically, we specify the first and second most probable classes 
predicted by two mass functions as follows: 

𝐺𝐺 = argmax
𝑥𝑥

(𝑚𝑚1(𝑥𝑥)|𝑥𝑥 ∈ {𝐻𝐻𝑃𝑃, 𝐿𝐿𝑃𝑃, 𝐿𝐿𝐿𝐿,𝐻𝐻𝐿𝐿})                     (8) 

𝑣𝑣 = argmax
𝑥𝑥

(𝑚𝑚1(𝑥𝑥)|𝑥𝑥 ∈ {𝐻𝐻𝑃𝑃, 𝐿𝐿𝑃𝑃, 𝐿𝐿𝐿𝐿,𝐻𝐻𝐿𝐿} − 𝐺𝐺)                    (9) 

𝑤𝑤 = argmax
𝑥𝑥

(𝑚𝑚2(𝑥𝑥)|𝑥𝑥 ∈ {𝐻𝐻𝑃𝑃, 𝐿𝐿𝑃𝑃, 𝐿𝐿𝐿𝐿,𝐻𝐻𝐿𝐿})                  (10) 

𝑧𝑧 = argmax
𝑥𝑥

(𝑚𝑚2(𝑥𝑥)|𝑥𝑥 ∈ {𝐻𝐻𝑃𝑃, 𝐿𝐿𝑃𝑃, 𝐿𝐿𝐿𝐿,𝐻𝐻𝐿𝐿} − 𝑤𝑤)                  (11) 

In the two-point method, in each step of the fusion, only two most probable classes are considered. 
Therefore, the mass function is changed as follows: 

𝑚𝑚𝜎𝜎(𝐺𝐺) + 𝑚𝑚𝜎𝜎(𝑣𝑣) + 𝑚𝑚𝜎𝜎(𝑐𝑐) = 1         (12) 

In other word, 𝑚𝑚𝜎𝜎 is a triplet mass function. Based on the values of u, v, w, and z, there are three 
possible cases as follows: 

1) Two equal pairs: this case happens when 𝐺𝐺 = 𝑤𝑤 and 𝑣𝑣 = 𝑧𝑧, or 𝐺𝐺 = 𝑧𝑧 and 𝑣𝑣 = 𝑤𝑤. 
2) Only one equal pair: this case happens in one of four situations; 𝐺𝐺 = 𝑤𝑤 and 𝑣𝑣 ≠ 𝑧𝑧 

or  𝐺𝐺 = 𝑧𝑧 and 𝑣𝑣 ≠ 𝑤𝑤 or 𝑣𝑣 = 𝑤𝑤 and 𝐺𝐺 ≠ 𝑧𝑧 or 𝑣𝑣 = 𝑧𝑧 and 𝐺𝐺 ≠ 𝑤𝑤. 
3) No equal pairs: this happens only when 𝐺𝐺 ≠ 𝑤𝑤 ≠ 𝑣𝑣 ≠ 𝑧𝑧. 

The combination rule is shown in Equations (6) and (7) should also be changed according to the 
above three cases. In the first case, the following four equations are used for the fusion of two mass 
functions. 

(𝑚𝑚1⨁𝑚𝑚2)(𝐺𝐺) = 𝐾𝐾[𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝐺𝐺) + 𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑐𝑐) + 𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝐺𝐺)],      (13) 

(𝑚𝑚1⨁𝑚𝑚2)(𝑣𝑣) = 𝐾𝐾[𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑣𝑣) + 𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑐𝑐) + 𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝑣𝑣)],       (14) 

K−1 = 1 − [𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑣𝑣) + 𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝐺𝐺)].       (15) 

In the second case, suppose that the equal pair is denoted by 𝐺𝐺, then the following four 
equations are used for the fusion. 

(𝑚𝑚1⨁𝑚𝑚2)(𝐺𝐺) = 𝐾𝐾[𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝐺𝐺) + 𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑐𝑐) + 𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝐺𝐺)],      (16) 

(𝑚𝑚1⨁𝑚𝑚2)(𝑣𝑣) = 𝐾𝐾𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑐𝑐),        (17) 

(𝑚𝑚1⨁𝑚𝑚2)(𝑤𝑤) = 𝐾𝐾𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝑤𝑤),        (18) 

K−1 = 1 − [𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑤𝑤) + 𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑤𝑤)+𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝐺𝐺)].       (19) 

Finally, in the last case the following five equations are used for the fusion. 

(𝑚𝑚1⨁𝑚𝑚2)(𝐺𝐺) = 𝐾𝐾𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑐𝑐),        (20) 



(𝑚𝑚1⨁𝑚𝑚2)(𝑣𝑣) = 𝐾𝐾𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑐𝑐),        (21) 

(𝑚𝑚1⨁𝑚𝑚2)(𝑤𝑤) = 𝐾𝐾𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝑤𝑤),        (22) 

(𝑚𝑚1⨁𝑚𝑚2)(𝑧𝑧) = 𝐾𝐾𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝑧𝑧),        (23) 

K−1 = 1 − [𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑤𝑤) + 𝑚𝑚1(𝐺𝐺)𝑚𝑚2(𝑧𝑧) + 𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑤𝑤)+𝑚𝑚1(𝑣𝑣)𝑚𝑚2(𝑧𝑧)].       (24) 

In all cases the fusion of m’s for c is obtained using the following equation. 

(𝑚𝑚1⨁𝑚𝑚2)(𝑐𝑐) = 𝐾𝐾𝑚𝑚1(𝑐𝑐)𝑚𝑚2(𝑐𝑐).        (25) 

After the fusion step, the class with the highest probability is selected as the label of the tweet.  

4. Results and Discussions  

In this section, the results of implementing the proposed system to answer the aforementioned 
research questions are presented.  

At first, we defined 260 words that were relevant to the subject of energy. Then, the word cloud 
of keywords, the most frequently appearing keywords, for three years is illustrated in Figure 5. 
Word clouds have been used as an effective tool in illustrating textual content, where the font size 
of a keyword could indicate its frequency in the text. As can be seen in this figure, the words with 
bigger sizes represent that they have been used more than words with smaller sizes. For example, 
“power”, “oil”, “dam”, “sun”, “gas”, and “heat” are more repeated words in 2014. According to 
the word cloud of keywords, “power”, “oil”, and “dam” are three more repeated words in 2014, 
whereas, “fuel” and “dam” in 2015 and “sun”, “volcano”, “power” and “wind” in 2016 are repeated 
more than other words. These results show the importance of energy-related discussions among 
Alaskans on Twitter.   

As an example, “volcano” is one of the most repeated words in 2016. Due to Alaska’s location, a 
volcanic arc spinning the Pacific Ocean, several opportunities exist for geothermal energy 
development and investment in the state. Alaska contains more than 130 active volcanoes and 
volcanic fields in the last two million years, and approximately 50 of them have been active within 
historical time. Moreover, more than 100 sites with thermal springs and wells have been 
recognized across the state. All these resources make Alaska as a pioneer state in generating 
electricity from geothermal resources (one of nine states). However, a key issue is most of these 
resources are located in isolated areas which is far from a population center that would use the 
electricity generated. 

 
 



   
(a) (b) (c) 

Figure 5. The word cloud of the year (a) 2014, (b) 2015, and (c) 2016 showing the frequency of 
energy-related keywords in Alaskan tweets. 

With high energy prices distressing many rural areas and lack of proper energy infrastructure entice 
Alaska to become a front-runner in the expansion of renewable energy resources and help local 
communities to produce stably-priced, environmentally responsible energy. Alaska has significant 
potential for renewable energy production. According to the Electric Power Research Institute 
{Institute,  #49}, more than 50% of the nation’s wave energy resources and more than 90% of the 
nation’s river current and tidal energy resources are in Alaska. Moreover, Alaska has some of the 
best wind resources in the United States, a large number of volcanoes and hot springs, significant 
potential for bioenergy and solar energy.   

To investigate the level of discussions about renewable energy sources in Alaska on Twitter, a 
more detailed analysis was performed to identify the most frequently appearing keywords related 
to renewable energy sources. For this purpose, 83 renewable energy-related words were chosen, 
and their word cloud is illustrated in Figure 6. It can be observed that “dam”, “sun”, and “wind” 
are more repeated words in these three years, while “sun” is repeated in all three years and “dam” 
is more repeated in 2014 and 2015. These keywords are aligned with existing renewable sources 
in Alaska.  

   
(a) (b) (c) 

 
Figure 6. The word cloud of the year (a) 2014, (b) 2015, and (c) 2016 showing the frequency of 

renewable energy-related keywords in Alaskan tweets. 
 

The potential for using solar energy in Alaska has long agonized from the belief that the sun 
basically does not offer any hope for Alaskans while there are 230 hours more of possible sunlight 
at the Arctic Circle than at the equator. In addition, the price to harvest solar energy has not only 
decreased dramatically over the last decade but also solar photovoltaic (PV) has minimal ongoing 
maintenance costs compare to wind turbine. This explains why Alaskans have considered solar 



energy as a potential source of energy in recent years. We also found there are more discussions 
about solar energy in 2016 compared to previous years. This can be explained by the report 
published by Department of Energy in February 2016 emphasizing the unique advantages in solar 
energy despite the northern latitude. These include long daylight hours in the summer and “low 
ambient temperatures that improve the efficiency of solar modules and the reflectivity of sunlight 
off of snow cover on the ground.” The same report also showed that for many communities, solar 
power would be less expensive than diesel fuel due to the declining cost of PV cells used to produce 
electricity. The other interesting aspect of this report highlighted that the solar resources in some 
region of Alaska are at least comparable to that of Germany, which is leading the world in PV 
installations with more than 38,500 megawatts (MW) of solar installed as of October 2015.  We 
believe this report brought more discussions in the potential of solar power generation in Alaska 
in 2016.  

More recently, rural Alaskans found that wind turbines could produce power at a cheaper rate than 
diesel generators. Wind energy has been the main goal of public investment in Alaska renewables, 
containing the largest share of grants (35%) under the Renewable Energy Fund because there are 
plentiful wind resources in Alaska, mostly along the coastal regions of the state. In Alaska, wind 
power is a very auspicious resource to generate power in both small and large scales. As of mid-
2012, there were about 30 wind installations in Alaska, and all but three are in rural communities 
outside the Railbelt, the region extending from the Kenai Peninsula to Fairbanks and a similar 
number in the permitting process or under construction. 
The other two most repeated words were dam and water. Alaska has a robust record of developing 
successful hydroelectric projects that deliver clean, reliable energy across the state. Alaska 
produces about a third of its power from hydroelectric dams in the Southeast, Southcentral and 
Southwest parts of the state and hydroelectric power is Alaska’s largest source of renewable 
energy, delivering 21% of the state’s electrical energy in an average water year. This explains why 
Alaskan’s used these words in their tweets and shows the importance of it in their daily life.  

Research question 1: What is the perception of Alaskans about various energy sources?  
To answer this question, the four class systems described in 3.3 was used to categorize the 
perception of Alaskans into four main classes according to the polarity and intensity of the 
sentiment expressed in their tweets in 2014, 2015, and 2016, respectively. The details can be 
observed in Figure 7.  
 

   

   

http://en.wikipedia.org/wiki/Wind_power


 
 

Figure 7. Distribution of four different energy-related sentiments in 2014 (a), 2015 (b), and 
2016 (c). 

 
As can be seen in this figure, in 2014, about one-half (47%) of the tweets are positive, less than 
20% of them are negative, and the remaining are neutral. However, in 2015 and 2016, a significant 
increase is seen in positive sentiment. In order to track the Alaskans’ sentiment toward energy, the 
frequency and change rate of positive, negative, and neutral tweets in three consecutive years are 
compared in Table 1. 

Table 1. Comparison of the frequency and change rate of positive, negative, and neutral 
sentiments toward energy in Alaska in 2014, 2015, and 2016. 

 Positive Negative 
 Frequency Change Frequency Change 
2014 63% 0 37% 0 
2015 68% 7% 32% -16% 
2016 91% 33% 9% -255% 

 
According to Table 1, the frequency of positive sentiments toward energy increased in two 
successive years while the negative sentiments decreased at the same time. This reflects an increase 
in the positive opinion of Alaskans about energy over time. It is worth to notice that in Table 1, 
the change rate of negative sentiment is significantly higher than that of positive sentiment, 
showing a significant change in Alaskans’ percept about energy.    
According to Figures 4, 5, and 6, it can be seen that LP is the most sentiment followed by LN in 
2014, 2015, and 2016 whereas HN sentiment had the lowest value in these three years. An 
interesting point is that the distribution of HN has fallen to 2% from 2014 to 2016. The same 
behavior happened to LN sentiment. Based on findings from our extensive data analysis, it can be 
observed that the distribution of 2-star sentiment in 2014 was 28% while in 2015 and 2016 were 
25% and 7%, respectively. This, besides the results shown in Table 2, justifies a significant change 
in the overall view of Alaskans toward energy.  
 

   

(a) (b) (c) 

 



 
Figure 8. Distribution of five different renewable energy-related sentiments in 2014 (a), 2015 

(b), and 2016 (c). 
 

Table 2. Comparison of the frequency and change rate of positive, negative, and neutral 
sentiments toward renewable energy in Alaska in 2014, 2015, and 2016. 

 Positive Negative 
 Frequency Change Frequency Change 
2014 52% 0 38% 0 
2015 61% 17% 39% 2% 
2016 67% 10% 33% -18% 

 

Research question 2: Do Alaskans use Twitter to make their voice on various sources of energy 
and renewable energy or lack of proper energy heard? 

In order to respond to this question, the distribution of both sent messages in different months and 
number of users who sent messages in different months of three years (2014, 2015, and 2016) are 
presented in Table 3. Note that each user was counted just once even if he/she has sent more than 
one tweet in a month. As can be seen in this table, there are different behaviors in 2014, 2015, and 
2016; however, there is a similarity between 2014 and 2016 regarding the distribution of both 
energy-related sent messages in different months. In 2014 and 2016, more energy-related sent 
messages happened in February, March, June, July, and August. Based on the outcomes obtained, 
the distribution rates for February, March, June, July, and August in 2014 are 10%, 10%, 13%, 
13%, and 11% while in 2016 are 12%, 15%, 8%, and 15%, respectively. In all three years, the 
number of energy-related text messages was high in July. The distribution of energy-related sent 
messages in 2015 is significantly different from 2014 and 2016. As indicated in distribution of 
messages in 2015, most of the messages were sent in the first four months of the year, January 
16%, February 11%, March 19%, and April %17 which is significantly higher than similar months 
in other two years. The same trend can be seen for distribution of a number of users who sent 
energy-related tweets in 2015, January 20%, February 15%, March 23%, and April 21% which is 
noticeably higher than similar months in other two years. This can be explained by exceptionally 

   

(a) (b) (c) 

 



warm winter of that year in Alaska which Alaskans experienced record-setting warmth during its 
cold season in 2015.  
The top 3 distribution rates of renewable energy-related tweets are as follows: 
 

1) 2014: June (13%), July (13%), and August (11%),  
2) 2015: January (16%), March (18%), and April (17%),   
3) 2016: July (15%), August (12%), and September (10%). 

These results show that Alaskans use Twitter as a communication tool to talk about various energy 
sources ensuring their voice is heard.  
         

Table 3. Monthly distribution of message and users in three years 
 Distribution of Messages Distribution of Users 

 2014 2015 2016 2014 2015 2016 
Jan 0.22% 15.82% 8.16% 0.58% 15.58% 6.58% 
Feb 10.77% 11.36% 6.19% 9.89% 12.03% 5.11% 
Mar 11.53% 19.52% 7.85% 10.11% 17.91% 6.9% 
Apr 7.9% 17.03% 8.43% 8.1% 16.52% 8.02% 
May 9.85% 4.96% 9.74% 9.55% 6% 9.26% 
Jun 13.04% 4.93% 5.1% 12.78% 6.67% 7.74% 
Jul 12.6% 0% 14.57% 12.73% 0% 15% 
Aug 11.78% 5.69% 10.47% 11.44% 6.42% 12.37% 
Sep 5.68% 6.05% 10.2% 6.62% 6.15% 9.86% 
Oct 5.15% 4.74% 9.03% 5.8% 4.37% 8.26% 
Nov 4.38% 4% 6.92% 5.51% 4.15% 6.82% 
Dec 7.12% 5.91% 3.34% 6.89% 4.2% 4.07% 

 
Research question 3: How do the online public sentiments about various energy sources and the 
application of renewable energy in Alaska change over time? 

To answer this question, the trend of changing four different sentiments (HP, LP, LN, and HN) of 
users towards energy in 2014, 2015 and 2016 is illustrated in Figures 9, 10, and 11, respectively. 
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Figure 9. Trend of changing four different sentiments in 2014. 

 

Figure 10. Trend of changing four different sentiments in 2015 

 

Figure 11. Trend of changing four different sentiments in 2016 
 

As can be seen, there is a remarkable difference between the number of tweets in 2014, 2015 and 
2016. In 2016, most numbers of tweets were related to HP, however, fewer tweets were LP, LN, 
and HN. As indicated in Figures 9, 10, and 11, the total number of tweets in 2014 is higher than a 
number of tweets in 2015 and 2016. This is due to changes in Twitter.com for enabling geo-tagged 
tweets from the second half of the year 2015 which resulted in a smaller number of geo-tagged 
tweets from the year 2014 or earlier.  
The trend of changing four different renewable energy related sentiments (HP, LP, LN, and HN) 
in 2014, 2015 and 2016 is illustrated in Figures 12, 13, and 14, respectively. 
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Figure 12. Trend of changing four different renewable energy related sentiments in 2014 

 
Figure 13. Trend of changing four different renewable energy related sentiments in 2015 

 

 
Figure 14. Trend of changing four different renewable energy related sentiments in 2016 

 
According to Figures 12, 13, and 14, it can be seen that there are different behaviors in these three 
years. A remarkable point is that users showed more positive (either low or high) sentiments 
towards renewable energy. Figure 12 illustrates people had showed low negative (LN) sentiments 
compared to other sentiments (HP, HN, and LN). As Figure 13 shows, users had high negative 
(HN) and low negative (LN) in the first half of 2015 of renewable energy related sentiments while 
in the second half of 2015 they had higher positive (HP) and low positive (LP) sentiments. 
However, it is obvious that individuals indicated HP and LP sentiments while they had less HN 
and LN sentiments in 2016.   
In the following, more details on sentiment analysis of tweets about keywords chosen are 
discussed. In this regard, the top-20 energy-related keywords and the top-20 renewable energy-
related keywords were identified and their frequency rank and amount of growth were compared 
in 2014, 2015, and 2016 as shown in Figures 15, 16, 17, and 18. As can be seen in Figure 15, 
energy waste had the highest rank in both 2014 and 2015 while words heat and steam had the 
highest rank in 2016. The word sun had the lowest rank in all three years.  
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Figure 15. Comparison of the rank of top-20 energy-related keywords for three years. 
 
Figure 16 compares the amount of growth in the rank of top-20 energy-related keywords in 
successive years. As can be seen, there is a significant growth rate for word “sun” in both 
2016/2015 and 2016/2014 which is about 200%. The growth rate of word “power” was the highest 
in compare with other words (more than 700%) in 2016/2014.  

 

Figure 16. Comparison of the amount of growth in rank of top-20 energy-related keywords in 
successive years. 

 
Figure 17 compares the rank of top 20 renewable energy-related keywords for three years. As can 
be seen Tidal has the highest ranking in all three years and solar panel take the second rank in all 
three years. The amount of growth in the rank of top-12 renewable energy-related keywords in 
successive years is shown in Figure 18. Tidal and Nuclear had the highest growth rate in 
2015/2014 in compare with other keywords and other years. The amount of growth for “solar 
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panel” in 2016/2015 was significantly high in compare with previous years (approximately 
300%). In addition, an increasing trend was seen for word “sun” from 2015/2014 to 2016/2014.  
 

 
Figure 17. Comparison of the rank of top-20 renewable energy-related keywords for three years. 

 

 
Figure 18. Comparison of the amount of growth in rank of top-12 renewable energy-related 

keywords in successive years. 
 
 
 

5. Conclusions 

The goal of this study is to exploit information-rich geotagged Twitter data for mining Alaskans’ 
perceptions and opinions about energy efficiency measures, availability of energy sources, and the 
application of clean energy sources. This study analyzes the application of social media to 
understand the general public’s perception and opinion about various energy sources and the 
choices they make at the individual level. In addition, people’s perception of various energy 
resources and renewable energy over time was investigated in this study. The Twitter data was 
used to show how Alaskans’ perception of energy-related topics changes over time from 2014 to 
2017. The main contributions of this work are as follows: 
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1. This research proposes a new social media-based analysis (here Twitter) to find out the 
opinion of different individuals about both energy-related sources and renewable energy. 

2. The results of this study reveal what is the crowd preference for specific energy resource.  
3. The results of this research can be used by energy companies or government to provide 

proper energy resources to people based on their preference or inform them about the best 
sources of energy for them in terms of cost or other criteria. 

4. In this research, the crowd preference can help to find out the geographic preference of 
users. In other words, we can categorize the preference of users based on their locations. 
This benefits to provide useful services based on the user's needs in their location.   

The results of the energy-related keywords indicated that there is a valuable growth rate for the 
word “sun” in both 2016/2015 and 2016/2014 which is about 200%. The growth rate of the word 
“power” was the highest in comparison with other words (more than 700%) in 2016/2014.  The 
rank of top 20 renewable energy-related keywords for three years show word “Tidal” has the 
highest ranking in all three years and “solar panel” take the second rank in all three years. Both 
Tidal and Nuclear had the highest growth rate in 2015/2014 in comparing with other keywords 
and other years. The amount of growth for the word “solar panel” in 2016/2015 was significantly 
higher than in previous years (approximately 300%). In addition, an increasing trend was seen for 
the word “sun” from 2015/2014 to 2016/2014. As a result, it can be said that the attitude of 
Alaskans toward energy in general and renewable energy, in particular, was changed positively 
from 2014 to 2016. This means that attention to various types of energy is increasing dramatically 
among Alaskans. 
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