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1. Introduction

This paper connects two seemingly distant subjects: the geometry of Hardy norms on finite-dimensional
spaces and the gradient of a harmonic map of the unit ball. Specifically, writing H! for the dual of the Hardy
norm H' on complex-linear functions (defined in §2), we obtain the following description of the possible
gradients of harmonic maps of the unit disk D.

Theorem 1.1. A vector (o, 3) € C? is the Wirtinger derivative at 0 of some harmonic map f: D — D if
and only if |[(c, B)l| s < 1.

Theorem 1.1 can be compared to the behavior of holomorphic maps f: D — D for which the set of
all possible values of f’(0) is simply D. The appearance of H! norm here leads one to look for a concrete
description of this norm. It is well known that the duality of holomorphic Hardy spaces HP? is not isometric,
and in particular the dual of H! norm is quite different from H° norm even on finite dimensional subspaces
(see (3.4)). However, it has a striking similarity to H* norm.
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Theorem 1.2. For all ¢ € C*\ {(0,0)}, 1 < [|€] g2 /€]l e < 1.01.

Since the H* norm can be expressed as [|(€1, )[4 = (|€1]* +4[€162[* +[€4]*)/*, Theorem 1.2 supplements
Theorem 1.1 with an explicit estimate.

In general, Hardy norms are merely quasinorms when p < 1, as the triangle inequality fails. However,
their restrictions to the subspaces of degree 1 complex polynomials or of 2 X 2 real matrices are actual norms
(Theorem 2.1 and Corollary 5.2). We do not know if this property holds for n x n matrices with n > 2.

The paper is organized as follows. Section 2 introduces Hardy norms on polynomials. In Section 3 we
prove Theorem 1.2. Section 4 concerns the Schwarz lemma for planar harmonic maps, Theorem 1.1. In
section 5 we consider higher dimensional analogues of these results.

2. Hardy norms on polynomials

For a polynomial f € C[z], the Hardy space (H?) quasinorm is defined by

2 1/p

I91r = | 5 [ 18P

0

where 0 < p < co. There are two limiting cases: p — oo yields the supremum norm
~ = 1ma et
17l = max | £(e™)

and the limit p — 0 yields the Mahler measure of f:

2T

1 .
1910 =exp | o= [logl ()] a

™
0

An overview of the properties of these quasinorms can be found in [12, Chapter 13] and in [11]. In general
they satisfy the definition of a norm only when p > 1.
The Hardy quasinorms on vector spaces C™ are defined by

s, an)lme = [ flle, f(2) =) ara""
k=1

We will focus on the case n = 2, which corresponds to the HP quasinorm of degree 1 polynomials a1 + asz.
These quantities appear as multiplicative constants in sharp inequalities for polynomials of general degree:
see Theorems 13.2.12 and 14.6.5 in [12], or Theorem 5 in [11]. In general, HP quasinorms cannot be expressed
in elementary functions even on C2. Notable exceptions include

(a1, az)|| go = max(|ai], |az]),

1/2
(a1, a2)ll = = (laa]® + las)?) "2,
i (2.1)

(a1, a2)||gs = (\a1|4 + 4laq [*laz|* + |az|* )

[(a1,a2)|| e = |a1] + |az].
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Another easy evaluation is

2 27
1 . 1 4
L) == [ [1+€e"|dt=— [ 2|cos(t/2)|dt = —. 2.2
Dl = 5 [ 10+ elae =5 [ 2cos(e/2)de = (22)
0 0

However, the general formula for the H' norm on C2 involves the complete elliptic integral of the second
kind E. Indeed, writing k = |as/a1]|, we have

2
a .
s as)lls = lar) (L &) s = %/u T ke dt
0

w/2 2
2 1 2
=|a1|M / 1— ﬂ sin2 t dt (2.3)
™ kE+1

0

2(I<;+1)E(2\/E>.

k+1

Perhaps surprisingly, the Hardy quasinorm on C? is a norm (i.e., it satisfies the triangle inequality) even
when p < 1.

Theorem 2.1. The Hardy quasinorm on C2 is a norm for all 0 < p < co. In addition, it has the symmetry
properties

[(ax, az)ll» = [|(a2, ar) |l = [[(laxl, [a2])|| - (2.4)

Proof. For p = 0,00 all these statements follow from (2.1), so we assume 0 < p < oo. The identities

27 2 27
/|a1 + age™ P dt = /|a167” + azlP dt = / lag 4 are™ [P dt (2.5)
0 0 0

imply the first part of (2.4). Furthermore, the first integral in (2.5) is independent of the argument of as
while the last integral is independent of the argument of a;. This completes the proof of (2.4).

It remains to prove the triangle inequality in the case 0 < p < 1. To this end, consider the following
function of A € R.

1/p

2m
1 .
GO = (1, N[ me = §/|1+>\e”|pdt . (2.6)
0

We claim that G is convex on R. If |\| < 1, the binomial series

) © 2 )
1 it\p/2 _ p/ n  nit
(14 Xe™) ,;)( . A"e

together with Parseval’s identity imply

GO\ = (i (p{l 2)2)\2">1/p. (2.7)
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Since every term of the series is a convex function of A, it follows that G is convex on [—1, 1]. The power series
also shows that G is C°° smooth on (0,1). For A > 1 the symmetry property (2.4) yields G(\) = AG(1/})
which is a convex function by virtue of the identity G”(\) = A~3G”(1/)). The piecewise convexity of G' on
[0,1] and [1, 00) will imply its convexity on [0,00) (hence on R) as soon as we show that G is differentiable
at A = 1. Note that |1 + Xe®|P is differentiable with respect to A when e’ # —1 and that for A close to 1,

%|1—|—)\e”|p <pll+ et P < Clt — Pt (2.8)

for all ¢ € [0,27] \ {w}, with C independent of A,¢. The integrability of the right hand side of (2.8) justifies
differentiation under the integral sign:

2
d 1 0 ;
—G\P = — [ |1 P dt.
DG = o 6/\| + Ae"|P dt
0
Thus G'(1) exists.
Now that G is known to be convex, the convexity of the function F(z,y) := ||(z,y)||gr = zG(y/x) on

the halfplane (z,y) € R?, z > 0, follows by computing its Hessian, which exists when |y| # z:

2

e =G/ (7,4, ).

—sr:_2y T

Since Hp is positive semidefinite, and F' is C* smooth even on the lines |y| = |z|, the function F' is convex
on the halfplane z > 0. By symmetry, convexity holds on other coordinate halfplanes as well, and thus on
all of R2. The fact that G is an increasing function on [0, 00) also shows that F is an increasing function of
each of its variables in the first quadrant =,y > 0.

Finally, for any two points (a1, az2) and (b1, bs) in C? we have

(a1 + b1, a2 + b2)|| e = F(lay + b1, [az + b2|) < F(lai| + [b1], az] + |ba])
< F(laal, laz]) + F(|ba], [b2]) = l[(a1, az) [ ze + [ (b1, b2) || e
using (2.4) and the monotonicity and convexity of F. O
Remark 2.2. In view of Theorem 2.1 one might guess that the restriction of H? quasinorm to the polynomials
of degree at most n should satisfy the triangle inequality provided that p > p,, for some p,, < 1. This is not

so: the triangle inequality fails for any p < 1 even when the quasinorm is restricted to quadratic polynomials.
Indeed, for small A € R we have

A 1, M)l

27
1
o /(1 + 2\ cost)P dt
0

2
1
Py / (14 2Xpcost + 2X°p(p — 1) cos® t + O(N?)) dt
T
0

L+ Mp(p —1) + O(\?)

and this quantity has a strict local maximum at A = 0 provided that 0 < p < 1.
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3. Dual Hardy norms on polynomials

The space C™ is equipped with the inner product (¢,n) = Y7 _, &7 Let HY be the norm on C™ dual
to HP, that is

(&, m)|

necm\(oy Inllme

1€l rzz = sup{[<€,m): lInllmr <1} = (3.1)

One cannot expect the HY norm to agree with H? for ¢ = p/(p — 1) (unless p = 2), as the duality of Hardy
spaces is not isometric [4, Section 7.2]. However, on the space C2 the H! norm turns out to be surprisingly
close to H%, indicating that H' and H* have nearly isometric duality in this setting. The following is a
restatement of Theorem 1.2 in the form that is convenient for the proof.

Theorem 3.1. For all £ € C? we have
1€l < (1€l s < 1.0L[E][ e (3.2)
and consequently
€llzre < 1€l < 1.0L[[E][ e (3.3)
It should be noted that while the H! norm on C? is a non-elementary function (2.3), the H* norm has

a simple algebraic form (2.1). To see that having the exponent p = 4, rather than the expected p = oo, is
essential in Theorem 3.1, compare the following:

2 T
(L, D = ——+— = = ~ 1.57,
@D 2
11, Dl =2, (3.4)
1(1,1)|| s = 6% ~ 1.57.
The proof of Theorem 3.1 requires an elementary lemma from analytic geometry.
Lemma 3.2. If 0 <7 < a and b € R, then
Supb—rsin@ _ab—|—7’\/a2—|—b2—r2. (3.5)

geR @ — T cos 0 a2 —r?

Proof. The quantity being maximized is the slope of a line through (a, b) and a point on the circle 2% +3? =
r2. The slope is maximized by one of two tangent lines to the circle passing through (a,b). Let tana = b/a
be the slope of the line L through (0,0) and (a,b). This line makes angle § with the tangents, where
tan 8 = r/va? 4+ b2 — r2. Thus, the slope of the tangent of interest is

tana +tanfB  bva? 4 b* —r? +ar

1 —tanatanB  avaZ + b2 — 12 — br

tan(a + 3) =
which simplifies to (3.5). O

Proof of Theorem 3.1. Because of the symmetry properties (2.4) and the homogeneity of norms, it suffices
to consider £ = (1, \) with 0 < A < 1. This restriction on A will remain in force throughout this proof.
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The function
1 f it
G\) = [[(L,A)|[gr = =— [ 1+ Xe*|dt
2T
0

has been intensely studied due to its relation with the arclength of the ellipse and the complete elliptic
integral [1,3]. It can be written as

G(A):%ZQE( 1/2,-1/2;1;3%) :i< 1/2 ) Az (3.6)

where L is the length of the ellipse with semi-axes z,y and A = (x — y)/(x + y). The Pochhammer symbol
(2)n = 2(z4+1)--- (2 +n—1) and the hypergeometric function 3 F; are involved in (3.6) as well. A direct
way to obtain the Taylor series (3.6) for G is to use the binomial series as in (2.7).

As noted in (2.1), the H* norm of (1,)) is an elementary function:

F) = [[(1,\)[[as = (144X +AHY%
The dual norm HZ can be expressed as

1+ M

F*(A) :=||(1, A = _— .
where the second equality follows from (3.1) by letting b = (1,¢). Similarly, the H! norm of (1, \) is
14+ At
G*(A) = (1, M) || g1 = sup ——. 3.8
() = LWl = sup s (33)
Our first goal is to prove that
G*(\) < 1.01F(N). (3.9)

The proof of (3.9) is based on Ramanujan’s approximation G(\) ~ 3 — v/4 — A2 which originally appeared
in [13]; see [1] for a discussion of the history of this and several other approximations to G. Barnard, Pearce,
and Richards [3, Proposition 2.3] proved that Ramanujan’s approximation gives a lower bound for G:

4— 22, (3.10)

We will use this estimate to obtain an upper bound for G*.

The supremum in (3.8) only needs to be taken over ¢ > 0 since the denominator is an even function.
Furthermore, it can be restricted to ¢t € [0, 1] because for ¢ > 1 the homogeneity and symmetry properties
of H' norm imply

1+ Mt L4+ A 14+ A7t

= < .
IO (D [0

Restricting ¢ to [0,1] in (3.8) allows us to use inequality (3.10):

G < sup LA

_, 3.11
te[0,1] 3 — V4 — t2 ( )
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Writing ¢ = —2sin 6 and applying Lemma (3.5) we obtain

1 —2sind AL+ 2y -2
G\ <A sup A sin </\3 +2vV5+ A

_r 3—2cosf — 5
bel-m/60] (3.12)
 342V1+ 5N
S —
The function
F(s) = 3+ 21+ 5s
T (14 4s+ s2)1/4
is increasing on [0, 1]. Indeed,
£(s) = 3(6s 42— (s+2)v/1+ 5s)
 2VT+55(1 + 4s + s2)5/4
which is positive on (0,1) because
(65 +2)? — (s +2)%(1 + 5s) = 55*(3 — 5) > 0.
Since f is increasing, the estimate (3.12) implies
G*A) 1, ., 1 342V6
< —-f(A) < =-f(1) = —F— < 1.01.
L < 50N < ) = T <
This completes the proof of (3.9).
Our second goal is the following comparison of F* and G with a polynomial:
G()\)<1+1/\2—|— 1A4+ 1 A< F*(N) (3.13)
- 4 64 128 — ' '

To prove the left hand side of (3.13), let Ty(A) = 1 + A\2/4 + A\*/64 be the Taylor polynomial of G of degree
4. Since all Taylor coefficients of G are nonnegative (3.6), the function

G(A) — Tu(A 1
oy = EOTN L

is increasing on (0,1]. At A =1, in view of (2.2), it evaluates to

1 1 1 4 163
HN-1->-—— —_— =
¢) 4 64 128 w 128
which is negative because 512/163 = 3.1411... < 7. Thus ¢(A) < 0 for 0 < A < 1, proving the left hand
side of (3.13).
The right hand side of (3.13) amounts to the claim that for every A there exists t € R such that

14+ At 1, 1., 1
Y T L LR
Graz ey~ Py Tt T ios
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This is equivalent to proving that the polynomial

1 1 1 4
o = (1 YA 4A2 4+t [1+ A2+ =\ =)\
(A1) = (T+X)* — (144t +t)( +4)\ +64)\ + 753

satisfies ®(\, ) > 0 for some ¢ depending on A\. We will do so by choosing ¢ = 4\/(8 — 3\?). The function
T(N) := (8 = 3AH)1D(N, 40 /(8 — 3)?))

is a polynomial in A with rational coefficients. Specifically,

T(N) 149 209 5375 5 3069 8963

2 4 6 8 10 12
= - A= =)\ = A A A
28 50 + A 24 26 212 213 217 (3.14)
7837 .14 36209 ;5 2049 5 1331 55 45 5,5 81 oy )
T 919 AT - 924 AT = 923 AT = 925 A _QﬁA _2%/\

which any computer algebra system will readily confirm. On the right hand side of (3.14), the coefficients
of A, A%, A% are less than 10 in absolute value, while the coefficients of higher powers are less than 1 in
absolute value. Thanks to the constant term of 50, the expression (3.14) is positive as long as 0 < A < 1.
This completes the proof of (3.13).

In conclusion, we have G(\) < F*(A) from (3.13) and G*(A) < 1.01F(A) from (3.9). This proves the first
half of (3.2) and the second half of (3.3). The other parts of (3.2)—(3.3) follow by duality. O

4. Schwarz lemma for harmonic maps

Let D = {z € C: |z] < 1} be the unit disk in the complex plane. The classical Schwarz lemma concerns
holomorphic maps f: D — D normalized by f(0) = 0. It asserts in part that |f/(0)] < 1 for such maps.
This inequality is best possible in the sense that for any complex number « such that |a| < 1 there exists
f as above with f'(0) = «. Indeed, f(z) = az works.

The story of the Schwarz lemma for harmonic maps f: D — D, still normalized by f(0) = 0, is more
complicated. Such maps satisfy the Laplace equation 9 f = 0 written here in terms of Wirtinger’s derivatives

_1(of Of\ 5. _L(of Of
3f—5(%"a—y>’ 3f—z(ax“ay>'

The estimate |f(z)| < £ tan™" |2| (see [6] or [5, p. 77]) implies that

0£(0)] + |0£(0)] < (4.1)

CHES

Numerous generalizations and refinements of the harmonic Schwarz lemma appeared in recent years [8,10].
An important difference with the holomorphic case is that (4.1) does not completely describe the possible
values of the derivative (9f(0),df(0)). Indeed, an application of Parseval’s identity shows that

0£(0)]> +10£(0)]* <1 (4.2)

and neither of (4.1) and (4.2) imply each other. It turns out that the complete description of possible
derivatives at 0 requires the dual Hardy norm from (3.1). The following is a refined form of Theorem 1.1
from the introduction.

Theorem 4.1. For a vector (a, 3) € C? the following are equivalent:
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(i) there exists a harmonic map f: D — D with f(0) =0, df(0) = a, and f(0) = B;
(ii) there exists a harmonic map f: D — D with 9f(0) = a and Of(0) = B;
(iii) ||(e, B)|| 2 < 1.

Remark 4.2. Both (4.1) and (4.2) easily follow from Theorem 4.1. To obtain (4.1), use the definition of H}
together with the fact that ||(a1,a2)| g1 = 4/ whenever |a1] = |ag| = 1 (see (2.2), (2.4)). To obtain (4.2),

use the comparison of Hardy norms: || - |1 < || - ||g2, hence || - ||g1 > || - [[a2 = || - | m2-
Remark 4.3. Combining Theorem 4.1 with Theorem 3.1 we obtain
1(2£(0), f(0))l| s < 1 (4.3)

for any harmonic map f: D — D. In view of (2.1) this means [0f(0)|* + 4|0£(0)0f(0)|? + |0f(0)[* < 1.
Proof of Theorem 4.1. (i) = (ii) is trivial. Suppose that (ii) holds. To prove (iii), we must show that
oy + B3] < [1(v,0)] 2 (4.4)

for every vector (v, ) € C2. Let g(z) = yz+46z. Expanding f into the Taylor series f(z) = f(0)+az+Bz+...
and using the orthogonality of monomials on every circle |z| =7, 0 < r < 1, we obtain

27 27
074 58] = 5y | [ e < o [lgtre)lar (45)
0 0
Letting » — 1 and observing that
2w 27 2w
or [ Inet +semdt= o [l seiide = oo [+ st at =, D)l (4.6)
0 0 0

completes the proof of (4.4).

It remains to prove the implication (iii) = (i). Let Fy be the set of harmonic maps f: D — D such
that f(0) = 0, and let D = {(0f(0),0f(0)): f € Fo}. Since Fy is closed under convex combinations, the
set D is convex. Since the function f(z) = az + fZ belongs to Fy when |a| 4+ |8] < 1, the point (0,0) is an
interior point of D. The estimate (4.2) shows that D is bounded. Furthermore, ¢D C D for any complex
number ¢ with |c¢| < 1, because Fy has the same property. We claim that D is also a closed subset of C2.
Indeed, suppose that a sequence of vectors (., 3,) € D converges to (o, 3) € C2. Pick a corresponding
sequence of maps f, € Fp. Being uniformly bounded, the maps {f,} form a normal family [2, Theorem
2.6]. Hence there exists a subsequence { f,,, } which converges uniformly on compact subsets of D. The limit
of this subsequence is a map f € Fy with 0f(0) = o and 9f(0) = 3.

The preceding paragraph shows that D is the closed unit ball for some norm ||-||p on C2. The implication
(iii) = (i) amounts to the statement that || - |p < || - ||z2. We will prove it in the dual form

sup{|ya + 68|: (o, B) € D} > ||(7,6)||zr2  for all (v,0) € C?2. (4.7)

Since norms are continuous functions, it suffices to consider (y,d) € C? with |y| # |§]. Let g: D — D be the
harmonic map with boundary values

vz + 90z
o) = EEE
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Note that g(—z) = —g(z) on the boundary, and therefore everywhere in D). In particular, g(0) = 0, which
shows g € Fy. Let (a, B) = (9g(0),09(0)) € D. A computation similar to (4.5) shows that

2m
= 1
ya+68=— /(76” + e~ ") g(eit) dt
27

it —zf 76 + 66 it
— de dt
/ e + |,-)/€zt + de— zt‘

1 7 % —1
o [ et 4 667 dt = 13, 8)
0

where the last step uses (4.6). This proves (4.7) and completes the proof of Theorem 4.1. O

5. Higher dimensions

A version of the Schwarz lemma is also available for harmonic maps of the (Euclidean) unit ball B in R™.
Let S = 0B. For a square matrix A € R"*", define its Hardy quasinorm by

1/p

wwztﬂmww (5.1)

where the integral is taken with respect to normalized surface measure p on S and the vector norm || Az||
is the Euclidean norm. In the limit p — oo we recover the spectral norm of A, while the special case p = 2
yields the Frobenius norm of A divided by /n. The case p = 1 corresponds to “expected value norms”
studied by Howe and Johnson in [7]. Also, letting p — 0 leads to

4l = exp | [ og |4z du(o) (5.2)
S

In general, H? quasinorms on matrices are not submultiplicative. However, they have another desirable
feature, which follows directly from (5.1): [UAV | gr = ||A|la» for any orthogonal matrices U, V. The
singular value decomposition shows that || Al ger = || D||g» where D is the diagonal matrix with the singular
values of A on its diagonal.

Let us consider the matrix inner product (4, B) = % tr(BTA), which is normalized so that (I,I) = 1.
This inner product can be expressed by an integral involving the standard inner product on R" as follows:

(A, B) = /(A:U,B:r> dp(x). (5.3)

S

Indeed, the right hand side of (5.3) is the average of the numerical values (BT Az, z), which is known to be
the normalized trace of BT A, see [9].
The dual norms HY are defined on R"*" by

A B
|l = sup {4, B): | Blaw <1} = sup oD

. (5.4)
BER"X”\{O} ||BHHP



L.V. Kovalev, X. Yang / J. Math. Anal. Appl. 487 (2020) 124040 11

Applying Holder’s inequality to (5.3) yields (A, B) < ||A||gq||B||#r when p~' 4+ ¢~ = 1. Hence ||A| gr <
| Al|zza but in general the inequality is strict. As an exception, we have ||A| g2 = ||Al|g2 because (A, A) =
|Al%:. As in the case of polynomials, our interest in dual Hardy norms is driven by their relation to
harmonic maps.

Theorem 5.1. For a matrix A € R™*"™ the following are equivalent:

(i) there exists a harmonic map f: B — B with f(0) =0 and Df(0) = A;
(ii) there exists a harmonic map f: B — B with Df(0) = A;
(i) [|All gy < 1.

Proof. Since the proof is essentially the same as of Theorem 4.1, we only highlight some notational dif-
ferences. Suppose (ii) holds. Expand f into a series of spherical harmonics, f(z) = Y., ,pa(z) where
pa: R™ — R™ is a harmonic polynomial map that is homogeneous of degree d. Note that p;(z) = Ax. For
any n X n matrix B the orthogonality of spherical harmonics [2, Proposition 5.9] yields

(A.B) = lim [ (7(ra). Ba) duo) < | B,
S

which proves (iii).
The proof of (iii) = (i) is based on considering, for any nonsingular matrix B, a harmonic map g: B — B
with boundary values g(z) = (Bz)/||Bz||. Its derivative A = Dg(0) satisfies

(B.4) = [(Ba.g(a) dute) = | % duz) = | Bl
S

S

and (i) follows by the same duality argument as in Theorem 4.1. O
As an indication that the near-isometric duality of H* and H* norms (Theorem 3.1) may also hold in

higher dimensions, we compute the relevant norms of Py, the matrix of an orthogonal projection of rank &
in R3. For rank 1 projection

the norms are

1
HP1||H1 = /Td?" = i,
0

1 1/4
1
HP1||H4 = /7"4 dr = W ~ 067,
0

P,
( 17P1>:1/_3:gz0.67.
[Pl 1/2 3

[Pl =

For rank 2 projection
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1 0 0
p=[0 10
0 0 O
1

Pl = [ VI=rar =T

47
0

they are

1 1/4

1/4
8
|Poll g = /(1—r2>2dr :(B) ~ 0.85,
0

| Pell e = M = 2/—3 = 8 ~ 0.85.
||P2 || 1 7T/4 3T
This numerical agreement does not appear to be merely a coincidence, as numerical experiments with
random 3 x 3 indicate that the ratio ||Al/z1/
this.
As in the case of polynomials, there is an explicit formula for the H* norm of matrices. Writing o, ..., 0,
for the singular values of A, we find

|A|| g4 is always near 1. However, we do not have a proof of

A% = QZU% + ZﬂZaialz (5.5)
k=1

k<l
where o = [g xf dpu(z) and 8 = [g 2323 du(z). For example, if n = 3, the expression (5.5) evaluates to
1< 2
Al =130t 25t
k=1 k<l

Theorem 2.1 has a corollary for 2 x 2 matrices.

Corollary 5.2. The HP quasinorm on the space of 2 X 2 matrices satisfies the triangle inequality even when
0<p<l

Proof. A real linear map = + Az in R? can be written in complex notation as z + az + bz for some
(a,b) € C2. A change of variable yields

/|az+b2|p: / la + bz|?
|z|=1 |z|=1

which implies || A||g» = ||(a, )| m» for p > 0. The latter is a norm on C2? by Theorem 2.1. The case p = 0 is
treated in the same way. 0O

The aforementioned relation between a 2 x 2 matrix A and a complex vector (a,b) also shows that the
singular values of A are o1 = |a| + |b| and o2 = |[|a| — |b]|. It then follows from (2.1) that

01+O'2

1Al 7o = max(lal, [b]) = ———,

which is, up to scaling, the trace norm of A. Unfortunately, this relation breaks down in dimensions n > 2:
for example, rank 1 projection P; in R3 has || Py||go = 1/e while the average of its singular values is 1/3.
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We do not know whether H? quasinorms with 0 < p < 1 satisfy the triangle inequality for n x n matrices
when n > 3.
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