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Abstract

In this paper, we consider the estimation of break points in high-dimensional factor models
where the unobserved factors are estimated by principal component analysis (PCA). The factor
loading matrix is assumed to have a structural break at an unknown time. We establish the
conditions under which the least squares (LS) estimator is consistent for the break date. Our
consistency result holds for both large and small breaks. We also find the LS estimator’s asymp-
totic distribution. Simulation results confirm that the break date can be accurately estimated
by the LS even if the magnitudes of breaks are small. In two empirical applications, we imple-
ment the method to estimate break points in the U.S. stock market and U.S. macroeconomy,
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1 Introduction

High-dimensional factor models assume that a small number of factors can capture the common
driving forces of a large number of economic variables. This method of dimension reduction is
a powerful statistical tool and has been found useful in forecasting (Stock and Watson, 2002),
structural factor-augmented VAR analysis (Bernanke, Boivin, and Eliasz, 2005), reducing the num-
ber of instruments (Bai and Ng, 2010), and constructing dynamic stochastic general equilibrium
(DSGE) models (Boivin and Giannoni, 2006). The method has also been applied to estimate high-
dimensional variance-covariance matrices (Fan, Liao and Mincheva, 2011, 2013) and to measure the
average treatment effects of policy interventions (Hsiao, Ching and Wan, 2012). While factor models
are useful, practitioners have to be cautious about potential structural changes in high-dimensional
data sets. This concern is empirically relevant because parameter instability is a pervasive phe-
nomenon in time series data (Stock and Watson, 1996; see also Banerjee and Marcellino, 2008 and
Yamamoto, 2016).

Recent studies have developed tests for structural changes in factor models (Stock and Watson,
2008; Breitung and Eickmeier, 2011; Chen et al. , 2014; Corradi and Swanson, 2014; Han and
Inoue, 2015; Tanaka and Yamamoto, 2015; and Su and Wang, 2015). Most of these studies focus
on testing whether the factor loadings have a structural break at a common date.! The rejection of
the null hypothesis of no structural breaks naturally leads to the next question of when the break
occurred. Estimating the break point in factor models is more challenging than in standard time
series regressions because the factors are not observed. Even the consistency of the estimated break
fraction (i.e., the break date divided by sample size) was not established until recently. Cheng et al.
(2016) develop a shrinkage method that can consistently estimate the break fraction. Chen (2015)
considers a least squares (LS) estimator of break points and proves the consistency of estimated
break fractions. Baltagi, Kao, and Wang (2017) propose an estimator and show that the distance
between the estimated and true break dates is stochastically bounded. For the consistency of the
estimated break point, Massacci (2017) studies the LS estimation of structural changes in factor
loadings under a threshold model setup. His convergence rate of the estimated break fraction implies
the consistency of the estimated break date. In addition, Ma and Su (2018) develop an adaptive
fused group Lasso method to consistently estimate all break points under a multi-break setup.
Yet, almost all of these papers consider large breaks, and none of them establishes the limiting
distribution of the estimated break point.

In an influential study in this area, Bates et al. (2013) show that when the magnitudes of
breaks are small, the estimated factors and factor loadings have the same rate of convergence as
the case without breaks, even when the breaks are ignored. This result may have the unintended
consequence of making researchers think they do not have to explore small changes. However, there

are several advantages in studying small breaks. One is that actual changes may indeed be small, or

'Su and Wang (2015) do not assume a common break date; instead, they consider smooth changes in the loadings.
See Bai and Han (2016) for a detailed survey on these tests.



that only a small portion of series have undergone changes. Second, under large breaks, asymptotic
theory implies an exact estimation of the break points as both N and T' (the cross-section and time
dimensions) go to infinity. In practice, we have only moderate sample sizes, so exact estimation
does not hold. Small breaks imply randomness of the estimated breaks even in the limit, providing
a way to characterize the uncertainty about the estimated break points.

In this paper, we contribute to the literature mainly in two ways. First, we establish the
consistency of the break date estimated by the LS under both large and small breaks. We consider
two types of small breaks: (1) the magnitude of the change in each variable’s factor loadings is of
order N“T" for some 0 < a < 1, where N is the total number of variables, and (2) the magnitude of
the change is fixed but only O(N®) variables have structural changes for some 0 < o < 1. When o =
1, these two setups coincide. Almost all existing studies require o = 1 to establish the consistency
of either the break fraction or the break date. An exception is the work by Massacci (2017), who
proves the consistency of the break date estimated by the LS when O(N®) many variables have
breaks for 0.5 < a < 1. In contrast, we establish the consistency of the estimated break date under
both cases (1) and (2) for 0 < a < 1 if N'"%loglogT/T — 0 and loglog(NT)/min(N,T) — 0
as N,T — oo. This is a much stronger result than those in the literature. It implies that the
LS estimator can accurately estimate the break date even when either the break magnitude or the
number of variables with breaks is small.

The second major contribution of this paper is that we establish the asymptotic distribution of
the break date estimated by LS. We show that the difference between the estimated and true break
dates is Op(1) for o = 0 in both cases (1) and (2) addressed in the previous paragraph. In addition,
we derive the asymptotic distribution of the estimated break date under case (1) for & = 0. The
asymptotic distribution would be the same as that obtained by Bai (2010) if the factors were always
equal to one for all periods. In general, the distribution of the estimated break date depends on
the generating processes of the unobserved factors. Thus, we propose a bootstrap procedure to
construct confidence intervals for the estimated break date. The simulation results show that our
bootstrap method has good coverage probabilities in finite samples.

To establish the consistency and distribution results, we have to resolve the challenge that
factors are estimated by principal components (PCs) rather than observed. Note that Bai (2010)
also establishes the consistency and asymptotic distribution of the LS break date estimator with
observed regressors. However, the proofs become much more difficult with estimated factors for
several reasons. First, when the breaks are large, comparing the sums of squared residuals computed
using estimated factors is asymptotically equivalent to comparing those computed based on the true
factors. This trick is commonly used in the literature (e.g., Chen, 2015). However, it does not work
when the breaks are small. The detailed technical reason is explained in the first two paragraphs
of Section 3.2. Second, the factors are estimated by subsample PCs given a potential break date k,
so the estimated factors depend on not only time index ¢ but also the split date k. In contrast, the
values of the observed regressors in Bai (2010) depend only on time index t regardless of the value

of k. Thus, it is more difficult to compare the sums of squared residuals at different split dates



with estimated factors. In addition, when the split date is not equal to the true break date, the
structural change affects the properties of the factors estimated from the subsample that contains
the break point. Lastly, the PC estimation can only identify the factors up to some rotation, which
again depends on the split date. In this paper, we resolve all of these challenges and substantially
generalize Bai’s (2010) results.

In addition to Bai (2010), other researchers study the change point estimation for large panels.
Kim (2011) generalizes Bai’s (2010) result by allowing structural changes in both deterministic
trends and means. Kim (2014) generalizes Kim (2011) by allowing a factor structure in the error
terms of the large panel. Baltagi, Kao, and Liu (2017) extend Bai’s (2010) work by allowing
nonstationary regressors and error terms. Baltagi, Feng, and Kao (2016) show the consistency
of the LS break date estimator in Pesaran’s (2006) common correlated effects (CCE) model with
structural changes on regression coefficients. Baltagi, Kao, and Wang (2015) allow structural breaks
in a heterogeneous large panel with interactive fixed effects (Bai, 2009). They obtain the consistency
of the estimated break fraction and break date under some conditions. Li et al. (2016) consider
the same interactive fixed-effect panel but with multiple breaks on the regression coefficients. To
the best of our knowledge, although some studies allow for an unobserved factor structure in large
panels, they focus only on structural changes in the coefficients on the observed regressors, and do
not consider break point estimation for the factor loadings.

This paper is organized as follows. Section 2 sets up the factor model with a single break on
the factor loading matrix and describes the LS estimator for the break date. Section 3 provides the
assumptions and establishes the consistency and asymptotic distribution of the break date estimator.
A bootstrap procedure for constructing the confidence intervals is also proposed. Section 4 conducts
Monte Carlo simulations and shows that the estimator performs well in finite samples. Section 5

presents two empirical applications. Section 6 concludes the paper.

2 High-Dimensional Factor Models with Structural Breaks

Consider the model for i =1,..., N,

(2.1)

. Noyfe+ei fort=1,2,... ko(T)
it =
Noft +eir fort=ko+1,ko(T)+2,....T,

where f; is the r-dimensional vector of unobserved common factors, ko(7") is the unknown break
date, A;1 and A;2 are the pre- and post-break factor loadings, respectively, and e;; is the idiosyncratic
error. Let x4 = (214, ..., xN¢e), et = [e1ts s ent)s A1 = [Mi1, .., A1), and Ag = [A12, ..., Ano]’. The

vector representation of (2.1) is

A fi + fort=1,2,..., k(T
:ct:{ 1fete for o(T) (2.2)

Aofr +e fort=ko+1, k‘o(T) +2,...,7T.



In our asymptotic setup, we set ko(7') as a sequence depending on 7" such that
ko(T) = [T'mo], (2.3)

where 79 € (0,1) is a fixed constant and [.] denotes the integer part of a real number. Hence, the
ratio ko(7T')/T is held constant as 7' — co. The theory in this paper is developed under (2.3), which
is commonly used in the structural break literature (e.g., Bai, 2010). The dependence of kg on T is
suppressed for notational simplicity in the rest of the paper, unless otherwise specified.

For any given k = 1,...,T — 1, we define X,gl) = [x1, 29, ...,z and X}gz) = [Tks1, Thyo, oy xp)
Thus, the subscript & denotes the date to split the sample, and the superscripts (1) and (2) denote
the pre- and post-k data, respectively. Similarly, we define

Fk(;l) = [fl') -"7f]€]/7 Fk(:2) = [fk+17 ""fT],’

(1) 2) _ |

e, =le1,....ex], € €kt er). (2.4)

To simplify the notation, we use FM) and F@ to denote F, ,2;) and F; ,g), respectively. Hence, (2.1)

can be rewritten in the following matrix format

X}, ‘l O okWHAa o
2 - 2 3
X2 | L0y FO L85 ] | el
=GO +e (2.5)

where
F(l) Oko Xr

G p—
l Or—ko)yxr  F®

Thus, (2.5) is an observationally equivalent factor model, where the number of factors is doubled

e
1 , ©=[A1,As], and e = ’(“3) )

and the factor loadings are time invariant. In this setup, the factor process f; can be viewed as
having a structural change. Baltagi, Kao, and Wang (2017) use this view to estimate the break
date.

2.1 Estimation of the break point

Let 71 > 0 and 75 < 1 be a priori lower and upper bounds for 7y, so that 0 < 77 < 79 < 79 < 1.
The estimation of the break point involves the estimation of unobserved factors. Consider a given
date T < k < mT. The factors are estimated via PCs. Let F,gl) denote vk times the first r
eigenvectors of X ,gl)X ,S,l)/ and F}?) denote /T — k times the first r eigenvectors of X IEZ)X ,?)/, SO we

have



1

(2 (2)y-(2
TRV B = PP, (2.6)

where Vk(l) and f/k@) are r X r diagonal matrices consisting of the first r eigenvalues of X ,gl)X ,il)l kN
and X,El)X,gl)//(T — k)N, respectively.
If k = ko, we define

VO =g PO = B
7O =@ pO = F2) (2.7)

so that the “hat” denotes the case where the break date is correctly specified. Let f; and ft denote
~ ~ I~ Al A A ;A 1!
the transpose of the t-th row of F' = {F,gl) ,FIS) } and F = {F(l) ) } , respectively. Given the
estimator f;, the pre- and post-k factor loading matrices can be estimated using OLS, i.e.,
(1) (1) i(2) 3 (2)

SO S VA S S 4 (2.8)
(4 ) {2 T o k I .
where X,gll.) = |21, Ti2y ooy Tik) X,g) = [Ziks1, Tikpas -, i)' It is important to note that fy, A,
and \jo depend on k; however, for notational simplicity, their dependence on k is suppressed. For

a given k, define the sum of squared residuals as

k . 9 N T s 9
SSRk F E (xit_ft/)\ﬂ) +Z Z (xit—f{/\Q) . (2.9)

i=1t=1 i=1t=k+1

™M=

The estimated break date is given by

k = arg g SSR(k, F). (2.10)
The estimation of k jointly utilizes the information from all N variables. We expect that & benefits
from the large N setup and is more accurate than estimators obtained using information from a
fixed number of cross-sections.
When k = kg, we use 5\1’1 and 5\,-2 to denote the estimated pre- and post-break factor loadings,
ie.,
Ait = % Nig = M (2.11)
ko T — ko

so the sum of squared residuals for k£ = kg is defined as
N ko

A~y A 2 N T ~ A 2
SSR(ko, F) =33 (wa = fida) +3 2 (wa— fid)

i=1t=1 i=1 t=ko+1

These notations are useful for analyzing the asymptotic properties of k.



In a strict factor model where the error terms are i.i.d. Gaussian with cross-sectionally homo-
geneous variances, minimizing the sum of squared residuals follows from the maximum likelihood
principle. Under our approximate factor model setup with weakly correlated, heteroskedastic and
non-Gaussian errors, k defined in (2.10) can be viewed as a quasi-maximum likelihood (QML) esti-
mator. The factors estimated by PCs are not efficient for approximate factor models, but Bai and
Li (2012) provide simulation evidence that the efficiency loss of the PC estimator, relative to the
maximum likelihood estimator, is vanishing as NV and T" diverge. Hence, we expect the LS estimator
k to be increasingly accurate as N and T diverge. The large sample theory for k is presented in the

next section.

3 Theory

3.1 Assumptions

Let k be a sequence that depends on T, i.e.,
k=k(T), and T — oc. (3.1)

For notational simplicity, we suppress its dependence on T and use k to represent the sequence

k(T). This notation is maintained throughout the rest of the paper unless otherwise specified.

Assumption 1 E(fif;) = X is positive definite, fif{ —Xr = 352 a§f)vt({)j, where Vt(f)]
over t with zero mean, E\I/t(f)]2+p < oo for some p > 0, and there exists a constant M < oo such

that Z;’iojlay)\ < M.

is i.4.d.

Assumption 2 For { = 1,2 and i = 1,...,N, E||\y||* < oo, AjA¢/N — 3y —, 0 for some r x r

positive definite matriz Xy and AjAs/N — X192 —, 0 for some nonsingular matriz Xio.

Assumption 3 There exists M < oo such that for all T and N,

(a) Eey) =0, Eley|® < M foralli < N andt <T.

(b) E(ehe/N) = E(NTV SN eiseir) = (s, £), and Y252y [yn (s, )] < M for every t <T.

(¢) E(eiejr) = Giju with [Cjil < |Gij| for some (5 and for all t. In addition, Zj\]:l |Gij| < M for
every 1 < N.

(d) E(eirejs) = Gijess and (NT)™H 320 08 S0 S0 [Giges| < M.

(e) For every (t, s), E ’N‘l/Q N leiseir — E(eiseit)]’4 <M.

Assumption 4 (a) The errors {eit}i<ni<T are independent from the factors { fi}1<7 and the load-
ings {Ni1, Ni2 Ji< -

(b) For each i = 1,...N, fie; = ZJ‘?‘;O aijVii—j, where vy is i.i.d. over t with zero mean,
E|v; /P < 0o for some p > 0, and there exists a fized constant M < oo such that >0 dlaij| < M.



Assumption 5 There exists M < oo such that for all T and N,

k 2
(@) For each t, E |y i T s = Eleuenl]]” < M and B 7y S T
2
fs[eiseit — E(eiseit)]H < M.
2

2
(b) For £ = 1,2, B | A= i, N, fiXen <
M.

(c) For each i and £ =1,2, E H

<M cdeH

1 T N ,
\/ﬁ Zt=k0+1 Zi:l ft)\izeit

ko N 2
Dol D=1 Ajelejseis — E(ejsez‘s)]H < M and
2

< M.

1
v Nko

E H \/ﬁ Zz:koﬂ Z;‘V:l Ajelejseis — E(ejseis)]

Assumption 6 There exists M < oo such that

. N
(a) For each t, lim SUP(<h<ko, N,h—s00 VAT h+1)log10g ™) H ZS ko—h iy fsleiseir — Eleisen)]||| < M

almost surely (a.s.) and imsupy, p<1 N h—soo A ko)loglog NT) | Es ko+1 SV fsleisei—
E(eise)]|| < M a.s.
(b) For £ = 1,2, limsupg<j<j,,

N
Nih—yo0 7N h—l—l)loglog(NT)HZt ko—h 2ai=1 fiXgea| < M as. and
. 1 N
hmsupk0<h§T, N,h—o0 /N (h—Fko) log log(NT) | Zt ko+1 D 1ft zéeZtH <M a.s.
. N

(¢c) For each i and £ = 1,2, imsupg<p,<k,. N h—oo VAT h+1)loglog(NT | Zs ko—h 2j=1 Aje[€js€is—

. N
Eejseis)]| < M a.s. and im supy, <p<7, N 00 NAITE ko)loglog(NT)H POU ko1 g1 Ajelejseis—

E(ejsel-s)]H < M a.s.

Assumption 7 The eigenvalues of r x r matriz (X,XF) are distinct for £ = 1,2.

Assumptions 1-5 are standard in the factor model literature. Assumptions 1 is a strengthened
version of Assumption A of Bai (2003). It implies that E|f||* < oo and f;f/ is strictly stationary
and ergodic (Proposition 6.1(d) of Hayashi, 2000), so T-' S, fif! —p 2 based on the Ergodic
Theorem (Theorem 9.5.5 of Karlin and Taylor, 1975). The linear process setup and summability
condition are sufficient to ensure the applicability of the Law of the Iterated Logarithm (LIL)
on f;f{ — XF by Theorem 3.3 of Phillips and Solo (1992).2 Namely, Assumption 1 implies that
lim Supy, < <7, koo \/W Zf:ko 41(fef{ —3F) is bounded almost surely. This is applied to
provide a uniform bound for the term (k — ko)~'/2 Zf:koﬂ(ftf,f —XF).

Assumption 1 also requires E(f;f/) to be constant over time. As both factors and loadings are
unobserved, a factor model with a change in the second moment of f; is observationally equivalent
to a model with constant E(f;f{), but with a change in the loading matrix (see, for example, the
survey by Bai and Han, 2016). Thus, it is common to assume a time-invariant second moment of

fi for identification purposes in the literature of factor models with structural breaks (e.g., Cheng
et al., 2016; Han and Inoue, 2015).

2The conditions in Assumption 1 are sufficient but not necessary for the LIL. Alternatively, one can assume f; f;
to be strong mixing with certain summability condition on the mixing coefficients to ensure the applicability of the
LIL. See, for example, Theorem 5 of Oodaira and Yoshihara (1971).



Assumption 2 is similar to Assumption B of Bai (2003). Assumption 3 is a combination of
Assumptions C and E of Bai (2003). We show in Theorem 1 that the consistency of k holds when
the errors are weakly correlated in both time and cross-sectional dimensions.

Assumption 4(a) is a slightly relaxed version of Assumption D of Bai and Ng (2004). Although
the errors are assumed to be independent from factors and loadings, we allow for dependence
within each group and dependence between { f: }+<7 and {1, Ai2 }i<n. Hence, the structural change
Ai2 — A;1 does not have to be independent of the factors. Also, e;; can be weakly correlated in both
cross-sectional and time dimensions. The independence condition in Assumption 4(a) is sufficient
but not necessary, and our theory still holds under weaker conditions. Assumption 4(b) implies
that the LIL can be applied to bound the term (k — ko)*l/2 Zf:koﬂ fteir and the Central Limit
Theorem (CLT) holds for the term kg /> %, fie;r by Theorems 3.3 and 3.4 of Phillips and Solo
(1992).

Assumption 5 is a modified version of Assumption F of Bai (2003). Note that all of the summands
in Assumption 5 have zero mean. The inequalities in Assumption 5 are implications of the CLT,
which holds under general conditions for a wide range of stationary mixing random fields.? Also,
Jenish and Prucha (2009) establish CLT for mixing random fields without imposing stationarity.

The limsup bounds in Assumption 6 follow from the LIL, which can be established under more
primitive assumptions for random fields. For example, Wichura (1973) and Li and Wu (1989) es-
tablish the LIL with multiple indices for i.i.d. variables under certain moment conditions. For
dependence cases, Theorem 1 of Jiang (1999) shows that the LIL holds for ergodic and strictly
stationary martingale differences with a bounded (2 + p)-th moment for some p > 0.* In addi-
tion, Schmuland and Sun (2004) establish the LIL for random fields with exponentially decaying
correlations. As the conventional LIL (with a single summation) has been well studied for depen-
dent variables (e.g., Oodaira and Yoshihara, 1971; Petrov, 1984; Phillips and Solo, 1992; Zhao and
Woodroofe, 2008), the LIL for random fields should continue to hold under quite general weak
dependence structures; thus, we make this high-level assumption about LIL.

Assumption 7 is closely related to Assumption G of Bai (2003). It ensures the existence of the
probability limit of the rotation matrix introduced by PC estimation.

We make the following assumptions about the magnitude of breaks, which include both large

and small breaks.

Assumption 8 Let o € [0,1] and 0 < M < oo be a constant that does not depend on N and T.
The breaks take either of the following forms:
(1) Fori=1,...,N,
iz — i1 = % fori=1,...N, (3.2)
Nt

2

where M~ < E||6;||* < M and E|N~Y2 XN, Xidl|| < M for either £ =1 or 2.

3For stationary random fields, the detailed technical conditions for the CLT can be found in Nahapetian (1980),
Bolthausen (1982), and El Machkouri et al. (2013).
4For the definitions of ergodicity and martingale differences with two indices, see Jiang (1999) for details.



(2) Fori=1,..,N,

. fori=1,....[mN®],
)\12—)\1‘1:{5 ot [mN®] (3.3)

0 fori=[mN%+1,..,N,

where M~ < E||3;||* < M and m is a fized constant satisfying0 < m < oo ifa >0 and1 < m < oo
ifa=0.

Assumption 9 There exists M < oo such that for all T and N,

If the breaks take the form in (3.2), then E(SUPyyu<h<iots | Sotmtotu Soret fi0i€it|?) < MN(s —
u+1) for each u, s with 1 <u < s <T — ko and E(supg,_s<p<io—u | Zfiklo_sﬂ SN fldien]?) <
MN(s—u+1) for each u, s with 1 <u < s < ko;

If the breaks take the form in (3.3), then E(Supy, 4 y<k<koss | Zf:k0+u zﬁ{va] fiBieit|*) < MN%(s—
u+ 1) for each u, s with 1 <u < s <T — ko and E(Supg, _s<p<to—u | Zf;r,io_sﬂ EZ{VQ]
f{ﬁieit|2) < MN%(s—u+1)for each u, s with 1 < u < s < k.

Assumption 10 Let A = (AjA1)"A)Ay. There exists a constant ¢ > 0 such that

1 N
]\}gnoop (]VO‘ 7;21()\@2 — A/)\il)/()\z? — A//\il) > C) =1 (3.4)
and )
]\}I_IEIOOP (ft, [M(AQ — AlA)/(AQ — AlA)] ft > 0> =1 (35)

fort = ko and kg + 1, where a is defined in Assumption 8.

The parameter o in Assumption 8 controls the magnitude of the breaks. When o = 1, the setup
is the same as in the literature on the large breaks in factor models (e.g., Chen et al., 2014; Han
and Inoue, 2015; Cheng et al., 2016). When a < 1, the breaks in (3.2) and (3.3) are of different
formats: the size of the breaks is shrinking as N — oo for all i = 1,..., N in (3.2), whereas the size
of the breaks is fixed for a small portion of variables in (3.3), and the majority of variables do not
have breaks. Note that the fraction of variables that have breaks is vanishing as N — oo for a < 1
in (3.3). In this sense, the setup in (3.3) also captures a kind of small break.

The condition that E|N~Y2N, X\jdl|| < M for either £ = 1 or 2 can be satisfied under
various circumstances, e.g., §; has zero mean and is uncorrelated with either A;; or A;. This
condition ensures that ©'(A; — Ag) = Op(N?®) for @ < 1 (Lemma 1(a) in the appendix), where ©
is defined in (2.5).> This condition is not necessary and can be relaxed for the consistency of k for
0 < a <1, but it is needed to obtain the stochastic boundedness and asymptotic distribution of
k — ko for & = 0 in Theorems 2 and 3, which require a sharper bound for the difference between
two rotation matrices caused by the PC estimation (see Lemma 2(c)).

The conditions in Assumption 9 are referred to as the second Kolmogorov type maximal in-

equality for moments in Fazekas (2014). This assumption ensures the applicability of Hajek-Rényi

®Note that ©'(A; — A2) = O,(N) automatically holds for o = 1 under Assumption 2.

10



type inequality (see Theorem 2.3 of Fazekas, 2014; see also Lemma 1(d) and its proof in the sup-
plementary appendix). The inequalities in Assumption 9 can be established for weakly dependent
random fields under more primitive conditions (see, for example, Lemma 3 of Méricz et al., 2008).

The matrix A in Assumption 10 is crucial to guaranteeing the identifiability of the break point

by (2.10). For example, if Ay = A;.A for some nonsingular matrix A, then (2.5) can be rewritten as

1
X’%? = [ r ] 1+
9 | =
X F®A
which is an observationally equivalent model with constant factor loadings. Consider k& > k¢ and

the pre-k subsample. We can represent X lgl) as

, (3.6)

)
Fko+1:k~A

(1)

X,(Cl):l ll—l-ek .

where Fio 116 = [fro+1s - fx)- Let l P ] = G,(gl). Hence, the PCs extracted from the pre-k
Frot1:6A

subsample are just an estimator for GS) up to some rotation. The residuals from the regression of
X ,gl) on G;ﬁl) will be consistent for the pre-k idiosyncratic errors. Also, the post-k subsample does
not have a break for k > kg, so the post-k residuals are consistently estimated by the OLS regression
of X ,(f) (i.e., the post-k data) on the post-k PC estimators. Thus, the break date is not identifiable®
by minimizing (2.9) for data generated by (3.6). We need Assumption 10 to rule out the breaks of
the format in (3.6). This is the price to pay due to the unobservability and multiplicative structure
of factors and loadings. Equation (3.4) ensures that the difference between A;; and \;o defined in
Assumption 8 is genuine in the sense that the sum of squared differences between \;; and ;o is of
order N® even if we account for the possible rotation of As.

Equation (3.4) ensures that the dominant positive term in SSR(k, F) — SSR(ko, F) diverges
at the rate (k — ko)N“ if k — ko is unbounded as N,T" — oo. This condition is applied in the
proof of Theorem 1 to show that k& — ko must be stochastically bounded for & > 0. Equation
(3.5) allows us to show that the dominant positive term in SSR(k, F) — SSR(kg, F) is bounded
away from zero when k # ko and k — kg is bounded as N,T — oo. It is applied to establish the
consistency result that P(k — kg # 0) — 0 in the proof of Theorem 1. The intuition is that it
ensures SSR(k, F') — SSR(ko, F) to be positive even if k has a small deviation from the true break
point ko, so that & has to equal ko to minimize SSR(k, F') — SSR(ko, F'). Equation (3.5) is not
required in Bai (2010) because he considers a constant scalar factor, i.e., fy = 1. We need (3.5) due
to the randomness of factors in our setup, but it is flexible enough to allow various data generating
processes for f;. For example, if f;, and fi,+1 have continuous cumulative distribution functions,
then the probability that either f, or fi,+1 is in the null space of N™*(Ay — A1A) (A2 — AjA) is

SSimulation confirms that % is inconsistent under (3.6) and the results are available upon requests.
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zero, given that N~%(Ay — AjA)' (A2 — A1A) is positive semi-definite and its rank is no less than

one.

3.2 Asymptotic properties of k

Before establishing the consistency of k for o > 0, we point out several important technical chal-
lenges. First, a commonly used trick in the factor model literature is to show the asymptotic
equivalence between SSR(k, F) and SSR(k, F), where SSR(k, F) is the sum of squared residuals
computed using the unobserved (infeasible) f;. This trick has been applied by Chen (2015) to show
the consistency of the estimated break fraction 7. However, it cannot be applied in the context of

small breaks. Note that the consistency of & for ko requires us to show

P(Igléigl SSR(k,F) — SSR(ko, F) > 0) = 1
0

as N,T"— oco. The conventional method is based on rewriting

SSR(k, F) — SSR(ko, F) = (SSR(k, F)) — SSR(k, F)) + (SSR(k, F) — SSR(ko, F))
+ (SSR(ko, F) — SSR(ko, F)) . (3.7)

The usual analysis would then proceed to show that the first and third terms on the right-hand side
are negligible in comparison with the middle term.

However, for an «a close to zero and a k close to ko, ft and ft are so close to each other that
the left-hand side is much smaller than the first and third terms on the right-hand side of (3.7).7
That is, the usual argument does not work, and we have to directly compare the objective functions
computed based on the estimated factors.

Second, when k # ko, say k > ko, the estimator F] ,51) is computed using the pre-k subsample
that contains a structural break at kg. This will affect the properties of PC estimators. We show
in Lemma 2 (see the appendix) that f; is a consistent estimator of f; subject to different rotation
matrices for ¢t < kg and kg < t < k. In addition, the estimated factors ft depend on the split
date k, so f; and ft are numerically different even for the same t. This causes another layer of
technical challenge when we compare SSR(k,F’) and SSR(kO,F ). These problems do not arise
in the conventional setup (e.g., Bai, 2010), where the regressors f; are observed. The following

proposition establishes the result for the difference between f; and f;

Proposition 1 Let 03, = min(N,T). Without loss of generality, consider any k(T) satisfying
ko(T) < k(T) < 1T for all T, where ko and k are sequences defined in (2.3) and (3.1), respectively.

"Under the framework of no structural breaks, Lemma 2 of Bai and Ng (2002) shows that the difference SSR(F)—
SSR(F) is Op(5ynNT), where SSR(F) and SSR(F) denote the sum of squared residuals based on estimated and
true factors, respectively, and 0% = min(N,T). Our theoretical derivation shows that SSR(k, F) — SSR(ko, F) =
Op(N®(k — ko)) which can be much smaller than O, (6% NT) for small a and k — ko.
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If Assumptions 1-8 hold, then fort < ko and t > k

Refi — = VE= 0, (W) + (b= 100, (3 ) + O (lglg(m) 69

and

ko
! fo — fil? log(log T') 2 1 loglog(NT)
o 2o 1 Refi— il —(k—k0>op(T2)+<k_ko> OP(W)wp loglog(NT)

ONT
(3.9)
where f; and ft denote the PC estimators for f: at a given sample-split date k and the true break
date ko, respectively; Ry, is a diagonal matriz consisting of either +1 or —1; and the O, terms in
(3.8) and (3.9) are uniform in k.

The result in Proposition 1 shows that the distance between Ry ft and ft depends on both the
break magnitude (i.e., @) and the extent to which the break date is misspecified (i.e., |k — ko).
Since the rotation matrix does not affect the sum of squared residuals, we assume that the signs
of ft are properly chosen such that R, = I, for notational simplicity in the rest of the paper.
Suppose that both loglogT/N — 0 and loglog N/T — 0, so the third term in (3.8) is op(cS;,lT).
When « = 1 and |k — ko| o< T, (3.8) implies that f; — fy = O,(1), i.e., f; and f; are generally
different even for large N and 7. When either o < 1 or |k — ko|/T — 0, the term Tk”]\?% — 0
as N,T — oo, and f; — ft = 0p(1). In the case of large break (o = 1), for example, we can have

fi— fi = O,(T~1loglogT) + O, (W) if |k — ko| is a fixed number as T' — oo. It is well
known that the distance between the PC estimator ft and f;, up to some rotation, is Op(éjf,;) (see
Theorem 1 of Bai, 2003). Thus, Proposition 1 implies that f; can be in a much closer neighborhood
of ft than the true factor f; (up to some rotation) when the break date is slightly misspecified or
the break size is small (i.e., either |k — ko| or « is small). This again illustrates that one cannot
apply the usual trick that replaces f; and f‘t with the infeasible f; to establish the consistency of &

for an « close to zero.
Theorem 1 Suppose that Assumptions 1-10 hold and 0 < a < 1. If

N'=%loglogT
T
N~tloglogT — 0, T !loglog N — 0 (3.11)

— 0, (3.10)

as N, T — oo, then

N’I%IEOO Pr(k = ko) = 1.

We compare the consistency of k for a > 0 in Theorem 1 with Bai’s (2010) result. Under the
condition 77! N loglogT — 0, Bai (2010) shows the consistency of k in a large panel setup with

observed regressors/factors for a > 0. Compared with Bai’s condition, the rate in (3.10) is less
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restrictive and allows a larger N/T ratio when o > 0. The condition in (3.11) is new compared with
that in Bai (2010); it makes the estimation errors of factors negligible uniformly in the split date k.
Condition (3.11) is rather flexible and likely to hold in most economic data for factor analysis. It
is also remarkable that if & = 1, then (3.10) is always satisfied and k is consistent as long as (3.11)
holds.® Thus, even if N is larger than T in practice, k is still an accurate estimator as long as the
break size is large. Theorem 1 is a substantial extension of Bai’s (2010) result to the scenario with
unobserved factors.
Remark 1: In a conventional time series setup with a fixed N and a large T', it is well known that
k is inconsistent and k — ky = Op(1) even if a = 1 (see, for example, Bai, 1997a). Baltagi, Kao,
and Wang (2017) develop an estimator, denoted as kgxw, using the full-sample PC estimator of F'.
Specifically, they estimate the break point in the factor process F'. Due to the fixed cross-sectional
dimension of F, kg is subject to the same problem as the conventional break point estimator in
a small N setup, i.e., kgxw — ko is only stochastically bounded but does not converge to zero for
large breaks (i.e., &« = 1). In contrast, our estimator is constructed based on the sum of squared
residuals of the entire large panel. The consistency of our k benefits from the large N setup, and it
holds for both small and large breaks (i.e., 0 < a < 1).
Remark 2: An important contribution of this paper is the consistency under small breaks. The
literature shows that the asymptotic properties of the PC estimator of factors depend on whether
the breaks are large or small (see the survey by Bai and Han, 2016). Most studies have focused
on large breaks in factor models (o = 1) (e.g., Breitung and Eickmeier, 2011; Chen et al., 2014;
Han and Inoue, 2015; Baltagi, Kao, and Wang, 2017). The large breaks in factor loadings lead
to an augmented factor space estimated by PC. For small breaks, Bates et al. (2013) show that
under (3.3) with 0 < a < 0.5, the first » PCs converge to the true factors (up to some rotation)
at the same standard rate as in Bai (2003), even if the breaks are ignored in the estimation.
Thus, the convergence rate does not slow down, and the factor space is not augmented under (3.3)
with 0 < a < 0.5. This implies that it is challenging to detect the break date for small breaks.
However, the finding of Bates et al. does not imply that the break point cannot be identified for
0 < a < 0.5.9 Theorem 1 shows that our k is consistent for & when 0 < a < 1, regardless of the
asymptotic properties of the PC estimator for F'. Hence, our estimator provides a unified framework
to consistently estimate the break date for both large and small breaks.

When the breaks are small enough, ignoring the break may lead to better estimation results
under some circumstances (e.g., forecasting) due to the bias-variance tradeoff. However, the small

break setup has the advantage that it implies randomness of the estimated break point even in the

8Bai (2010) shows that k is consistent for & > 0.5 in large panel models with observed regressors regardless of the
N/T ratio. Theorem 1 imposes a restriction on the relative rate between N and T for 0.5 < a < 1. This difference is
due to the estimation of unobserved factors in our setup.

In a recent study, Massacci (2017) shows the consistency of the LS estimator under small breaks as described by
(3.3) with the restriction @ > 0.5. By the result of Bates et al., such a restriction ensures that enough series experience
a regime shift so that ignoring the break is consequential. In contrast, our consistency result under (3.3) only requires
a > 0 and is thus much stronger.
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limit, so that it allows us to analyze the non-degenerate asymptotic distribution of the estimated
break point.
Before we establish the asymptotic distribution of &, we present the following theorem to show

that k — ko is stochastically bounded when « = 0.

Theorem 2 If Assumptions 1-10 hold, « = 0, T~'(NloglogT) — 0 and N~ 'loglogT — 0 as
N, T — oo, then

k — ko = Op(1),
where « is defined in Assumption 8.

The stochastic boundedness of k& — kg for o = 0 in Theorem 2 is a strong result. Under (3.3),
only m variables have structural changes for o = 0. Even if m is fixed and N — oo, k — kg is still
stochastically bounded as long as N and T satisfy the conditions in Theorem 2. To confirm this
theoretical result, we conduct a simulation with a two-factor model where only one variable has
structural changes with A3 — A1 = laxy, N = 100, T" = 2000, and kg = T/2. The factors, the
pre-break loadings, and the errors are generated in the same way as in (4.1). Figure 1 presents the
distribution of k — ko. The simulation result shows that 95% of the mass of |k — kol is less than 20,

which is a quite narrow band compared with the sample size T' = 2000.
Insert Figure 1 about here

Next, we present a result for the limiting distribution for the estimated break point. We impose
additional conditions, which are not needed for consistency and the rate of convergence. Also, we

only consider the type of small breaks in (3.2).

Theorem 3 Let YV, 6;6]/N —, X5 and &y = N~' SN, E(6;00)0? — @ with 0 = E(e2,). Under
Assumptions 1-7, 9, and 10, if f; is strictly stationary, e;; has no serial correlation, the breaks take
the form specified in (3.2) with a = 0, N—1/2 Zf\il dieit —q N(0,®), T1(N -loglogT) — 0 and
N~lloglogT — 0 as N,T — oo, then

k — ko —q arg mzin w*(¢),
where W*(0) = 0, W*(¢) = Wyi(£) for £ >0 and W*(£) = Wy () for £ <0, with
l L
Wl(g) = tr (Z ftft, : Eg) + Qth/Zt, £=1,2,3,..
t=1 t=1
0 0
Woll) =tr | > fifl-Ss|+2 > flzZe, t=-1,-2,-3,... (3.12)

t=0+1 t=0+1

and Z;’s are i.i.d. N(0,®) random variables.
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Note that the rotation caused by PC estimation does not show up in (3.12). The normality of Z;
is from the CLT over the cross-sections due to the use of panel data. The asymptotic distribution of
l%—ko is the same as what we would obtain if f; were observable. Theorem 3 extends the distribution
result of Bai (2010) to a factor model with unobserved factors. Under Bai’s (2010) setup, where he
considers changes in the mean of a large panel with f; = 1, §; reduces to a scalar and the distribution
in Theorem 3 reduces to

k — ko —q arg min|(|; + 2/ DU ()], (3.13)

where U(0) = 0, U(f) = Yy_y Z; for £ = 1,2,3,..., U{l) = X0_p.q Zy for £ = —1,-2,-3, ..., and
Zy’s are i.i.d. standard normal random variables. Compared with Bai’s (2010) result in (3.13), our
result in (3.12) depends on the distribution of f; as we consider random common factors in general.

Theorem 3 focuses on the breaks as specified in (3.2), which is similar to Bai’s (2010) setup for
obtaining the asymptotic distribution of the break date estimator. The large N setup yields the
result that Z; follows a normal distribution rather than the distribution of idiosyncratic noises. If
e is serially correlated, then the result in Theorem 3 still holds except that the normal random
variables Z; are serially correlated. If e;; has cross-sectional correlation, then we need to include
the covariance terms F(6;07)E(eitejt) in ®.

This result shows that the estimated break point can have a non-degenerate limiting distribution.

It provides theoretical basis for constructing confidence intervals for the true break point.

3.3 Confidence bands of k

Using the distribution in (3.12) for inference requires a consistent estimator for ;. Unlike the
conventional panel regressions with observed regressors in Bai (2010), it is challenging to estimate
8 = VN (Ai1 — Ai2) due to the rotations caused by PC estimation. In general, the pre- and post-
break loadings are rotated by different matrices in finite samples even if there is no break. Taking
the difference between v/ N 5\11 and VN :\ig tends to overestimate d; due to the different rotations in
finite samples. In addition, the asymptotic distribution of k& depends on the data-generating process
of fi, which is unknown in practice. To circumvent these issues, we propose the following bootstrap

procedure.

Algorithm 1 (1) For a given data set, we estimate the change point k using the LS method and
obtain Flgl), F]gg), i1, Ni2, and the estimated error é; = (€1, .-y EiT).
(2) Fori=1,...,N, draw the T-dimensional vector e} randomly from (i, ...,€n) with replacement.

Generate the bootstrap data

- ]Zt/;\il +ey fort=1,..k
ftlsza—i—e;‘t fort="k+1,..,T

ot

fori=1,...,N. Estimate the break date k* using the bootstrap data 5.
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(3) Repeat step (2) B times. Obtain the critical values at a desired level from the sorted values of
k*.

The bootstrap procedure in Algorithm 1 requires neither an estimator for >5 nor the distribution
of fi. In addition, the procedure can be applied not only for the case of @ = 0 but also for the case of
a > 0. Resampling the entire T-dimensional vector e; can maintain the serial correlation structure
in the error terms, so this procedure should be robust to limited serial correlation in the errors. The
limitation of this resampling procedure is the lack of robustness to the cross-sectional correlation in
eit. The theoretical validity of this bootstrap procedure is not established and requires a nontrivial
amount of work, so we leave it for future research. The finite-sample performance of Algorithm 1
in simulation is reasonably good and presented in the next section.

There are other resampling schemes in the literature. For example, practitioners may consider
the wild bootstrap developed by Gongalves and Perron (2014) to obtain e,. A grid bootstrap that
imposes the null hypothesis kg = ko across values of ko is another potential option. We do not
consider the grid bootstrap method due to its high computational costs. The theoretical properties
of these resampling schemes are interesting but beyond the scope of this paper. We leave them as

topics for future research.

4 Monte Carlo Simulation

In this section, we conduct Monte Carlo simulations to evaluate the performance of the LS method
in finite samples. For the consistency results, we consider the following data generating processes
(DGPs):
/
vy — )\flft—i-ezt fort =1,2,...,ko (4.1)
XNooft +eir fort=ko+1,ko+2,...,7T

where each factor follows an AR(1) process with unity variance and the AR coefficient is equal to
0.5, A\ ~i.i.d. N(0,1,), and ey ~ i.i.d. N(0,7).10 The post-break loadings \;2 are generated using
two different setups:
DGP1: Ao = Ay + 6;/N=9/2 where &; ~ i.i.d. N(0,1,).
DGP2: Ao = A1+ 8, fori =1, ..., [N¥], where 8; ~ i.i.d. N(0,I); N\ig = N\j1 fori = [N¥|+1,..., N,
and [| denotes the ceiling of a real number.

We set kg = T'/2 and r = 2,3,4. Each experiment is repeated 1000 times. Let k() denote the
estimated break date for the s-th repetition. We define the root mean square errors of the estimated

change point as follows:

1 1000 B ) 9
— - (s) —
RMSE 1000 z:jl (k ko) .

10We also conduct simulations with cross-sectionally correlated error terms. The detailed results are reported in
Tables 4A and 4B in the supplementary appendix.
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We compare our estimator with three other estimators. First, Baltagi, Kao, and Wang (2017)
propose an estimator kpxw, which converts the estimation of the change point in factor loadings
into the estimation of the change point in the second moments of estimated factors. They show
that kggw — ko = Op(1) for large breaks (i.e., @ = 1). The number of factors is set equal to # in
the estimation of kg, where 7 is estimated by applying Bai and Ng’s (2002) ICp1 to the entire
sample. In addition, to make our test comparable with kpxw under the case where r is unknown,
we compute our estimator using 7 — 1 factors, following the suggestion of Chen (2014). We denote
this estimator as kq_;.

The third estimator to compare with is computed based on the model selection method proposed
by Cheng et al. (2016). Their method can consistently estimate the numbers of pre- and post-break
factors and determine the stability of factor loadings if the number of factors does not change.
Given the selected model, Cheng et al. (2016) use the same LS break point estimator defined in
(2.10) except that r is replaced with #; (72) for the pre-k (post-k) subsamples, where 7; and 7 are
the estimated numbers of pre- and post-break factors by their shrinkage method. We denote this

estimator as ];:CLS, which is an alternative to INQLI when the number of factors is unknown.

Remark 3: Although Cheng et al. (2016) consider the LS break point estimator, our theoretical
work is substantially different from theirs in the following aspects. First, Cheng et al. (2016) mainly
focus on the selection consistency of their shrinkage method, and they only show the consistency
of the estimated break fraction, given their model selection result. In contrast, we establish the
consistency of the LS break point estimator. Second, Cheng et al. (2016) consider the large break
setup, i.e., @ = 1. We establish the consistency of &k for both small and large breaks. Note that
the penalty terms in Cheng et al. (2016) are not designed for the small break setup. When « is
close to zero, their shrinkage method cannot detect the instability, in which case their break point
estimator is unavailable. To make a fair comparison, we compute kcrg under the assumption that
the existence of break is known. In other words, the method of Cheng et al. provides an alternative
way to determine how many factors to use when computing the LS break point estimator. The
finite-sample performance of kcpg is studied in our simulation. Its large sample theory for a < 1 is

beyond the scope of this paper and left for future research.

Table 1A reports the RMSEs of different estimators under DGP1. For large breaks (o = 1),
the LS estimator k has much smaller RMSEs than IE:BKW for N < 100 and T < 200. The result
confirms the consistency of k and that kpxyw — ko = Op(1). The RMSEs of the LS estimator based
on 7 — 1 factors are greater than those of k but still smaller than those of lz:B kw for small N and T
For smaller breaks with a < 0.75, the advantage of k over kg Kxw is more evident. The RMSEs of k

shrink as N and T increase.!! In contrast, IZ:B Kw is not consistent and its RMSEs increase with N

1 The results in Table 1A show a pattern that the RMSE of k tends to substantially decrease with a fixed N and
an increasing T for o < 1. For example, when o = 0.25 and r = 2, the RMSE of k decreases from 10.4 to 5.65 as T'
increases from 100 to 200 and N is fixed at 50. However, this pattern does not imply that we can obtain a consistent
estimate by fixing NV and increasing T" only. Additional simulations show that the RMSE of k approximately stays at
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and T for a < 0.5, which implies that kpxw — ko is not stochastically bounded. In addition, the
RMSEs of k;_1 are much larger than k but still smaller than kggw. For @ < 0.5, it turns out that
Bai and Ng’s (2002) estimator 7 is almost always equal to r (i.e., the factor space is not augmented
by the small breaks), so using # — 1 factors means that one factor is missing from the regression and
treated as part of the error terms. The missing factor contributes to the less accurate estimation
by l},z_l. Finally, I%CLS performs well in most cases. For a < 1 and large samples (N > 100 and
T > 200), its RMSEs are very close to those of k and much smaller than those of l;:fcfl' This means
that the shrinkage method of Cheng et al. (2016) can provide the correct estimate for r (in large
samples) even if the break size is small. For small samples with N = 50, ];31271 sometimes has smaller
RMSEs than kcpg. For example, the RMSE of kcrg is 28.63 and the RMSE of ks_; is 23.50 when
r=2 a=0.25 N =50, and T = 100. Our simulation shows that Cheng et al’s method tends
to overfit the number of factors when N = 50 and « < 1, which may cause the deterioration in
performance of l;:o rs- The overall performance of I;:c s implies that the shrinkage method of Cheng
et al. (2016) provides a good estimate for the number of factors to compute the LS break point
estimator in large samples.

Table 1B presents the probabilities of correct estimation of the break date. The results are
consistent with those in Table 1A: the LS estimator & can detect the true break date with higher
probabilities than the other three estimators regardless of the value of a. The probabilities are
increasing with o and the sample size N and T. Even for a = 0.25, k can still detect the true
break date with a moderate probability. For example, the probability of & = k¢ is about 1 /4 for
r =3, N =100, and T = 200. Furthermore, for o < 0.75, the probability of correction estimation
by kpiw is close to zero and consistent with the large RMSEs of kgxw shown in Table 1A. In
addition, the performance of k;_ is again between k and kpgw. The low probabilities of ks_; for
a = 0.25 are due to the same reason discussed in the previous paragraph. Moreover, the probability
of correction estimation by kcors is lower than & but higher than ki_1. The advantage of koLg over
k;_1 is more pronounced for a < 1. These findings are consistent with the results in Table 1A.

Table 2A reports the RMSEs of the three estimators under DGP2. The pattern of the results is
similar to that of Table 1A. For large breaks (o = 1), the RMSEs of k are always less than one, even
for the case with (N, T") = (50,100). Under DGP2, Bates et al. (2013) show that if & < 0.5, the PC
estimators for the factors and factor loadings ignoring the breaks achieve the same convergence rate
as in Bai (2003). However, such a result does not imply that the break date cannot be identified
for a < 0.5. The consistency of k for a < 0.5 is confirmed by our simulation results. Note that
the number of variables with breaks is in fact quite small for & = 0.25 in our experiments. For
example, when r = 2 and (N,T) = (100,500), the RMSE of k is equal to 4.84 with only 4 (out
of 100) variables'? with structural breaks, and the probability of correction estimation is 0.39 (see

Table 2B). This shows that k can detect the break date with high accuracy even when only a small

the same level and does not converge to zero if we further increase T' and keep N fixed. The consistency of k requires
both N and T to diverge.
12Note that both the ceilings of 100°2° and 200%2® are equal to 4.
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fraction of the variables have undergone structural breaks. The patterns of the results for kzxw,
I;:,:,l and /;:CLS are similar to those in Table 1A.

Figure 2 shows the distribution of k& — ky under DGP1 and DGP2 for r = 2, N = 100, and
T = 500. It is evident that the variation of |k — ko| decreases as a increases under both DGPs. This
pattern is consistent with the prediction of our theory.

Table 2B summarizes the probabilities of correct estimation under DGP2. The probabilities of &k
are increasing with the sample size and the value of a. For a = 0.25, » = 2, and (N, T') = (200, 500),
the probability of correct estimation by k is 0.34, given that only 4 = [2000-2] variables have
breaks. Our simulation also shows that this probability increases to 0.45 (not reported in the table)
for (N,T) = (400, 2000), given that [400%2°] = 5 variables have breaks. Thus, this confirms the
consistency of k under DGP2 for o < 0.5.

Remark 4: Our theory for & is based on the assumption that r is known. For unknown r, our
simulation results show that k;_; outperforms kpxw in terms of both RMSEs and the probabilities
of correct estimation, especially for o« > 0.5. The theory of kp_q is beyond the scope of this paper

and an open question left for future research.

Remark 5: For the case of unknown r, using 7 — 1 is not the only choice. If all of the factors
undergo large breaks in their loadings, then the number of factors estimated by full-sample PC
tends to be doubled, i.e., P(# = 2r) — 1 as N,T — oo (see Breitung and Eickmeier, 2011). Thus,
an alternative choice is to use 7#/2 factors in the estimation of k. Which one of these two options
performs better depends on which is closer to the true value of r. The motivation of 7/2 suggests
that it should be a better option when all factors undergo large breaks and r > 2. If fewer than r
factors have breaks in their loadings, then 7 tends to a value less than 2r in large samples. Also,
if the breaks are small enough (i.e., @ < 0.5), then the number of estimated factors by PC is not
inflated, i.e., P(7 = r) — 1, by the results of Bates et al. (2013). Under these scenarios, 7 — 1
can be a better choice than 7#/2. We conduct simulations to compare the performance of k using
7 — 1 and 7/2 (rounded to the nearest integer) factors. Neither of these two choices dominates the
other. Here, 7#/2 tends to perform better when o = 1 and N and T are large, whereas # — 1 tends
to produce more accurate estimators for & < 1 or small N and T. For more details about the

simulation results, see Table 5 in the supplementary appendix.

Next, we investigate the coverage probability of the confidence intervals for k obtained from our
bootstrap procedure. The data are generated by DGP1 for o = 0, 0.25, and 0.5. Each experiment
is repeated 500 times, and for each simulated data set the resampling is repeated 1000 times. The
effective coverage probabilities are reported in Table 3. For a = 0, the length of the confidence
intervals tends to be underestimated, but the coverage probabilities approach the nominal levels as N
and T increase. For a = 0.25 and o = 0.5, the coverage probabilities are better than those obtained
under o = 0. This is because the break date can be estimated more accurately for larger breaks.

For a larger sample size and «, the estimated break date tends to have a degenerate distribution,
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and thus the coverage probabilities are higher than the nominal levels (i.e., the confidence intervals

become more conservative), especially for the case of a = 0.5.

4.1 Multiple breaks

In this subsection, we investigate the performance of k in the presence of multiple breaks. We
consider two setups, both of which may occur in practice. The first setup studies the case where the

entire factor loading matrix undergoes two breaks. The data are generated by the following DGP:

)\glft—i-eit fort:1,2,...,[T/3]
Tit =\ Nigft + e for t =[T/3]+1,...,[2T/3] (4.2)
Mafi +ey fort=[2T/3]+1,..,T,

where f;, \i1, and e;; are generated in the same way as in (4.1), Aj2 is generated in the same way
as in DGP1, and A3 = \ia + 6o/ NU=2/2 where 85 ~ i.i.d. N(0,1,). It is expected that k can
detect one of the common break dates. Indeed, simulation shows that k tends to equal either [T'/3]
or [27'/3] as N and T grow. This is similar to Bai’s (1997b) result that the LS estimator can be
applied to detect one of the break points even if the number of breaks is misspecified in a fixed
N and large T linear regression context. Thus, we expect that P(k = [T/3] or [2T/3]) — 1 as
N,T — oo under DGP (4.2). Large sample theory for k in factor models with multiple breaks is
challenging and beyond the scope of this paper. We leave it for future research. For simulation
results under (4.2), please see Table 6A in the supplementary appendix.

The second setup studies the case where different groups of variables undergo structural breaks

in different periods. The data are generated by the following DGP:

Mofe+ey fort=1,2,...,(ko—3+b(i
J?z't:{ alt ' (ko (@) (4.3)

Nofe + ey for t = (ko — 24 b(3)),.... T,

where f;, A1, and e;; are generated in the same way as in (4.1); A2 is generated in the same way
as in DGP1; and b(i) =¢—5-[i/5]+ 1 for i = 1,...,N, so b(i) € {1,2,3,4,5}. Under this setup,
N variables are divided into five groups. Each group contains one fifth of the variables, and the
b(i)-th group undergoes a break at kg — 3 + b(i). Hence, the second group undergoes a break one
period later than the first group, and so on. This setup is motivated by the structural breaks in
some variables potentially causing a structural break in other variables a few periods later. Note
that (4.3) can be represented by a factor model with a common break date ko by redefining the

error terms, i.e., fori=1,..., N,

Moy fy +uye fort=1,2,...,k
Tt :{ left 1t 0 (44)

Noft +vy fort=ko+1,..,T,
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where uy = ejp— (A1 —Ni2)' fe- 1{ko—3+b(i) < t < ko}, vit = esg—(Nio—Nin) fe-1{ko < t < ko—3+b(i)}
and 1{.} denotes the indicator function. In fact, the common break date can be specified as any
integer in [kg — 2, ko + 2] by redefining the error terms. Apparently, the redefined error terms in
(4.4) do not satisfy Assumption 3 because E(u;) # 0 and Z;-V:l | E(uirujt)| is not bounded for some
t. Hence, the probability of k # ko does not tend to zero as N,T — oo. In fact, simulation shows
that & could equal any of the break dates from kg — 2 to ko + 2, and that the probability ]I% —ko| > 2
tends to zero as N and T diverge. This implies that k& seems able to detect one of the break dates
even when multiple break points are close to each other. The theoretical properties of k under (4.3)
are left as a future research topic. The simulation results under (4.3) are summarized by Table 6B

in the supplementary appendix.

5 Empirical Applications

5.1 Financial asset returns

The first empirical application uses monthly return data for stocks traded on the NYSE, AMEX,
and NASDAQ between January 2005 and December 2012. After deleting all of the missing data,
the sample size is T' = 96 and N = 3716. Bai and Ng’s (2002) IC); detects 7 = 2 for this sample
period. To apply our LS method, we set the number of factors equal to # — 1. The estimated change
point is 2009:03. This result is consistent with most major market indexes (such as the SP500, the
Dow 30, and the NASDAQ composite) reaching their troughs on March 9, 2009 for the post-2005
sample period. The 99% bootstrap confidence interval is a singleton that consists of the estimated
break point. Thus, the estimation uncertainty is considerably small for & in this sample, which

implies that the magnitude of the break is large.

5.2 Macroeconomic data

Our second empirical application focuses on estimating the break date of the U.S. macroeconomy
during the recent financial crisis. We use the data set adopted by Cheng et al. (2016), which
consists of monthly observations of 102 U.S. macroeconomic variables. Since the data are likely to
have multiple breaks, we focus on the subsample period between 2001:12 and 2013:01 (7' = 134, N =
102)%3.

Cheng et al. (2016) find that 2007:12 is the break date, that the pre-break subsample has one
factor, and that the post-break subsample has two factors. We follow their estimation result and
set the number of factors equal to two in our LS estimation. We search the break date between 20%
and 80% of the full sample (i.e., between 2004:01 and 2010:11) and the result is k& = 2008 : 12. The
bootstrap confidence intervals are [2008 : 11, 2009 : 01], [2008 : 11, 2009 : 01], [2008 : 09, 2009 : 06]
at the 90%, 95%, and 99% levels, respectively. Note that the upper bound of the 99% level confidence

13Note that 2001:11 is the NBER trough date for the early 2000s recession, so we focus on the data after this trough
date.
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interval is the same as the NBER trough date of the Great Recession. Our estimation result indicates
that the break did not occur immediately after 2007:12 (the NBER beginning date of the Great
Recession), yet the break date is close to the end of the Great Recession. Thus, it seems that the

factor loading matrix changed to a new regime after the 2008 financial crisis.

6 Conclusion

In this paper, we develop an asymptotic theory for the LS estimator of the break point in high-
dimensional factor models where the unobserved factors are estimated by PCA. We establish the
conditions under which the LS estimator is consistent for the break point and show that the consis-
tency holds even if the breaks are small. The asymptotic distribution of the estimated break point
depends on the data-generating process of the factors. Thus, we propose a bootstrap procedure
to construct the confidence intervals for the estimated break date. The simulation results confirm
that the break date can be accurately estimated for small breaks. The coverage probabilities of the
bootstrap confidence intervals approach the nominal levels as N and T increase. We conduct two
empirical applications with U.S. stock return and macroeconomic data. The estimated break date
is 2009:04 for the stock market, whereas the estimated break date is 2008:12 for the macroeconomic
data.
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Appendix

A Lemmas

The detailed proofs for Lemmas 1 to 8 are provided in the supplementary appendix.

Lemma 1 Under Assumptions 1-4, 8 and 9,

(a) ©'(Az — A1) = Op(N®);

(b) There exists My < oo such that for allT and N, E H\/% SN Niceis
0=1,2;

(¢) For all T and N and t = 1,...,T, ¢j(Agy — A1) = O,(N*/?);

(d) There exists 0 < Cy < oo such that for all T and N, E(Supgsg, s |k*71ko Zf:koﬂ S i —
Xiz)eit|?) < sT'CIMN® and E(supgp<p,—s |55 Do fi1 Sorey (i1 — Aig)e|?) < sTICLMN®.

2
<M fort=1,...,T and

A.1 Properties of ft

This subsection provides several useful lemmas about the properties of the estimated factors ft
when k > kg. The case where k < kg is symmetric and hence omitted.

Consider the pre- and post-k subsamples for k& > kg:

1 1 1
xV=cle +el,
X = p@py 4 e? (A1)

where G,(Cl) denotes the first k& rows of G. Expanding (2.6) yields

1 1 1 1 1) =(1 1 1) (1) &1 ~ (1) (1
L (cPerect Y + 6 ere) B + o oGl F + ol eV V) = VWY
(T_lk)N( FONAFD FD + FONe B + o 0,7 B + oo F?) = FOT.

(A.2)

We will show that f, consistently estimates f; up to some rotation, which depends on whether
t <kg, ko <t<kort>k (see Lemma 2 below).
For each 1 <t < kg, (A.2) implies

1 ;. .
(G ED 1 el D + oGl ED 4 ol EY) = Y. (a9
For each ko + 1 <t < k, (A.2) implies

1 ;. .
— (#1506 B + insel BY + qoc Y + el EY) = v (A
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For each t > k, (A.2) implies

1 !~ /I~ !~ /I~ ~ o~
ToWN (Finha B BD + finsel B2 + eiho Y BD + el BP) = P (A5)

Let

kN ’
1 1 1) &)1
Hyy = 006 FVY
2 1 2)' £(2)77(2)"!
HY = (T_k)NAgAgp,g)F,g AAS (A.6)

Lemma 2 Under Assumptions 1-5 and 8, the following results hold uniformly in k € [1T, 72T).
(a) kg " Sy |1 Fe = H 2 = 0,(655) and (T = )7 Sy 1o = B RI? = 0p(057);

(0) (k= ko)™ Sl I = HY3 AlI? = Op(037);

(c) Hitl = H3 = 0, (N*71).

For notational simplicity, we define

LQNT = lOg log(NT) (A7)

Lemma 3 If Assumptions 1-6 hold, then the following results hold uniformly in k € [1T, T| and
k> k.

(a) S0 Sy Neeafi/kN = Op(LyfpdnpN~Y2) for £=1,2;

(b) For each t, Y*_, elesf kN = Op(LéﬁT(SK,%).

For k > ko, let Fl(l) and F2(1) denote the first kg and last & — kg rows of F,gl), ie.,

A

i(L)
Y =
k F2(1)

(A.8)

The following lemma extends Bai’s (2003) Lemma B2. Note that our rate in Lemma 4(a) is slowed
down by a factor L%\?T compared to Bai (2003) because our bound is uniform in k € [T, 7T]. If k

is fixed at ko, then Lemma 4(a) reduces to Bai’s (2003) Lemma B2 for the setup without structural
breaks.

Lemma 4 If Assumptions 1-6 hold, k > ko and k € [T, moT], then

(a) by FO (FY = FOHX) = 0y (Ly[iron3): and (T—k) " B (B — FPHP) = 0, (Lyirons

(6) (k= ko)™ Sk s ol ] = FLHL) = Op(Lahron3) + (k — ko) ™V20, (Lohronk)

(c) (k = ko)™ Sk y i (it = HYY FifiHL3) = Op(LiigdnT) + (k = ko) 720, (Lyiiront) and
ko_l(f?l(l)/ﬁ'l(l) - HISI)IF(U/F(UH,SI)) = Op(L%\?T(S;fT), where the Oy terms in parts (a)-(c) are uni-
form in k.
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Lemma 5 below extends Bai’s (2003) Lemma B1. Note that our rate in Lemma 5(a) is slowed
down by a factor Léj/\?T compared to Bai (2003) because our bound is uniform in k € [T, 72T. If
k is fixed at ko, then Lemma 5(a) reduces to Bai’s (2003) Lemma B1.

Lemma 5 If Assumptions 1-6 hold, k > ko and k € [T, TQT hen for each i,
~(1 1 1/2 2 1/2

(a) ko' ekg,i (F1( ) Fa )H1£1)> = Op(LQQT‘SNT) and (T—k)~ ( H( )) Op(L25VT5N2T )

(1) (2)

where ey = [€i1, s €iky ) and eni = [€ikits - eir];

(5) (k= ko)™ oy it (f} = FHL ) = Op(Lynpdn) + (k= ko) ™10, (LyNpoyy ), where the O,

terms in parts (a)-(b) are uniform in k.

In the next lemma, we will show that if the signs of columns in FO) are properly assigned, then

W (gL _ pO) V
F (Fl F&) _ MOP <10g(71f)gﬂ> +(k—k0)0p (Tw(lla)> +Op ( L2NT> 7 (Ag)

where the O,(T~!/log(logT)), T-IN*"1) and Op(LéﬁTéﬁ?p) terms are all uniform in k. The
bound in (A.9) is useful to prove Proposition 1. To simplify the notation, we use O,(IIn7 ) to
denote the bound for kalF(l),(ﬁ’l(l) — FM) on the left-hand side of (A.9), i.e

V/ (k — ko) log(log T') k—Fko  ~Lont
T NG TR,

N7 = (A.10)

Lemma 6 Under Assumptions 1-8 and for k > k‘o,

) (D) 1 A1) o D H) / 1/ (1)
F)F FO'F AoG Fy AAlF()F
e o = Op(Hnrk) and ={=—E N e Op(IINT k)5
(D (1) A7 1! B0 -
FO W) At p, FO'F 1 ]
b) %~ Vi =Op(Un1pk);

(c) Vi = VO = 0,(Tyrs);
(d) if the signs of columns in F(Y are properly assigned, then ko_lF(l)l(Fl(l) — FW)y = Op(IInT1),
where Fl(l) denotes the first ko rows of Fél)

Lemma 6 has some implications on H 1211)7 H,SQ), and H,g2). When o = 1, Chen (2015) has
established the consistency of the estimated break fraction and showed that k/T — 79 = Op(dx4),
ie., k — ko = Op(max[VT, TN]). Hence, for any m > 0, |k — ko| < m - max(T%/*, T/N/*) for all
large N and T with probability approaching one. In the proofs for consistency, it is sufficient to
consider k € Dy for the case of a = 1, where Dy = {k, |k — ko| < mg - max (T34 T/N/*)}
for some mg > 0. Note that supgep,,. N7k, — 0 as N,T — oo, so Lemmas 6(a)-6(c) imply

A A F(l) F(l) A/ G(1> F<1)
that L o and N® A are nonsingular uniformly in k£ € Dy as N,T — oo (i.e., their

smgular values are uniformly bounded away from zero for all £ € Dy as N,T — oc). Thus, when
a=1H ,gll) defined in (A.6) is uniformly nonsingular for all k € D7 as N, T — oo. Similarly, H ,92)

is also nonsingular because

oGV B o _ Mg Mvm v Agh Stk fofi
N kK N g N K

Vk 5
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where the second term is o,(1) uniformly in k& € Dyr and the first term is nonsingular under
Assumption 2.

When 0 < a < 1, IIy7,, — 0 always holds under (3.11), so H, ,91) is nonsingular uniformly in
k € [nT,mT] as N,T — oo Lemmas 6(a)-6(c). Also, Lemma 2(c) implies that H 15}2) is nonsingular
for all k € [mT,2T] as N — oo when a < 1.

Lastly, note that the post-k subsample does not undergo a break, H ,g2) is nonsingular uniformly
in kg < k < T by Proposition 1 of Bai (2003).

Lemma 7 Under Assumptions 1-8,

N ko
1 (1) /g loglog T Ny/loglog N
k zz:zz: fs ezsezt Op ( T + Op N + Op 711 7
N  k
1 L N loglog T Ny/loglog N
IPL Y f)ener = O, <\2/A1;T)++Op <,/ o >+op ( Vw:f>
i=1 s=ko+

uniformly in k € [mT, 7T) and k > ko.

Proof of Proposition 1:
Let the signs of columns in £(!) be properly assigned so that Ry, = I,.. For t < ko, (A.3) implies
that

( FMOGY EY + fiatel) Y + oG B + efel) BV = ﬁg@f”,
’ -
v (A M FO PO 4 fintel) B0 4 A P BO 4 efeft) FO) = fi7®). (A.11)
Note that

[C AR

- 70 - 70+ f70) <

S el BRI AR el

Note that ffk(l) is nonsingular for all k£ € [T, T] as N,T — oo because the number of nonzero

(1)

eigenvalues of X; 7 X ,gl)l /TN as N, T — oo is always no less than r by our btep Recall that f/k(l) —

v = Op(Iln7,1) by Lemma 6(c), so it is sufficient to show that ft’vk(l f’ (HNT k). To
show kglzko Ife— fiell? = Op(T3 1), it is sufﬁcient to show that ko Lok 1A OG, (1 hon /kN
NAFO EO [k N) |12, kgt or |1 £ (el B kN —Aell) BD ko N)|12, kg S50, [lep(©GEY FLY JkN —

AP <1> JkoN)||2, and kgt SR lef (el 0y F(l) JkN — e,g /kON)H2 are all equal to O (HNTk)
We consider the terms on the LHS of (A.11). First, by Lemmas 6(a) and 6(d), we have

P Ao GW Y AA OO
\N k N ko

) = fiOp(TnT 1), (A.12)

where the Op(IIn7) term does not depend on ¢.
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Second, Lemma 3(a) implies that
1/2 1 _
TNl B = O, (LoE). Sl PO = f0,(6:4), (A13)

SO fL{(Alle](gl F(l /EN — Aje 1) FW /koN) = Op(L%\?T(SK,T) uniformly in k¥ and

ZHft(’ WD KN — Ml FO kN |

5 ko » W FD L ared p) i
k*ZHftH2 N I+ lljoN 1| = Op(Lonrdyh).

Third,

(1) &) / (1) £(1)
62@ Gk: Fk etAl F F 1 (1 ) ( ) 1 ’ (1) (1)
- - = — | el F A A — ——e MY F
N  k N ko kN | e ? %ﬂf kN

A
N

_62 . (Flgl)/ﬁ}gl) B F(l)/Fl(l) N F(l)lﬁ‘l(l) F(l)/ﬁ’(l)) L ,
B kN

k ~
> [k

k ko ko ko il

=0, () Oulltnra) + 0, (777 ) © (F2) = onlllara) (A14)

where the last line uses Lemmas 1(c), 6(a), 6(d), and the fact that O (W) is dominated by

Op (Tkjgilk_%) The derivation in (A.14) also implies kg * S5 | Q@G /k:N M FW FO /N |12 =
OP(H%VT,k)'

Lastly,

1 1 1/2 1 & 1) #(1 .
m ( ) F,g o) (L21/VT‘5 2.) for each t, /?0; Hege,(€ ) F,é )/kNH2 = 0,(Lan7dn7),  (A15)

by Lemma 3(b) and similar results hold for egeét)/ﬁ’(l)/k:o]\f. Combining (A.12), (A.13), (A.14), and
(A.15), we obtain the desired results.
Q.E.D.

B Proofs for Consistency

We focus on the case k > ko and the proof for the case k < kg is the same due to the symmetry.
Let X,Eli) = [1, ..., ) and X,gi.) = [Ziks1, - 2i7] for k > ko. We can decompose SSR(k, F') —
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SSR(ko, F) into 3 terms:

3
(=}

o

N
Il
i
-
Il
—

SSR(k, F) — SSR(ko, F) (2= Fida)” = (= F0)’]

+
i
M- £0

(xit - ft/S\iQ)Q - (wit - ﬂ5\12)2:|

+
™=

(xit - ftlj\il)z - (xit - ftlj\z2)2:|

.
Il

1t=ko+1
— [ I+ 111 (B.1)

The dependence of terms I, I1, and 111 on k is suppressed in notation. We show that I11 is positive
and dominates the other two terms uniformly in & under certain conditions presented below. The
following two lemmas provide useful results: Lemma 8 obtains the rates for terms I and I1; Lemma

9 analyzes the rate for term I71.

Lemma 8 Suppose Assumptions 1-8 and (3.11) hold.
~ (1) ~ —1 <1y ~ (1) ~ —1 <1y
(a) Let Ai(k, ko) = (Flgl) Fél)) F,El) X,SZ-) - (Fl(l) Fl(l)) Fl(l) XMW Then term I can be repre-

ko,i*
sented as

N

~(1\ ~ N _

1= Ai(k, ko) FVED Ak, ko) + (k — ko)O, (\/JV+ 5NT> O, (T 7),
=1

where SN | Ai(k, ko) FY FY Ay (k, ko) = (k—Fko) [0p(1) + O, (N log(log T)/T)]+(k—ko)20p(N°/T),

the o, and O, terms are uniform in k, and

log(log T") N 1 vV LaonT

HNT = T Nli-a + 512VT (BQ)
) ((2) , _ (p@ @) ! g v @
(b) Let Fy” denote the last T—k rows of F'\¥ and let Bi(k,ko) = (F F ) FOX
A /N -1 . ’

(F2(2) F2(2)> FZ(Q) X,gi). Then term II can be represented as

al ~(2) /(2 N _

IT = =" Bilk, ko) Fy By By, ko) + (k = ko)O, (x/N + 5NT) 0,(Ty7),
i=1

where YN | By(k, ko)'FZ(Q)/FQ(Q)Bi(k:, ko) = (k — ko) [0p(1) + Op (N log(log T')/T')] and the o, and O,

terms are uniform in k.
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Next, we consider term 777 in (B.1). Note that by Lemma 2 we have

~ —1
ftIng,l) Ail + e + (ft/ i1 — ft k 1 )‘il) if t <k

zie = O FHY Mot en+ (e — FLHLS Ao)  ifko <t <k (B.3)
J?{H;gi iz + €it + (ft)\z?_ft ki )\iQ) if t > ko,

where H, IE.? is the rotation matrix for the post-break subsample when we set k = ko, i.e.,

HY = NyAFO FQTO™ N(T — k). (B.4)
For each 1,
k L \2 e N2
> ($it - ft,>\'il) - (l“it - ft/>\i2) }
t=ko+1
k . ) k - )
> {fé)\m — fidi + €it} - > [ft'/\za — fidi2 + ez’t}
t=ko+1 t=ko+1
=21; — Z2i — 223i (B.5)

- 2 A a . .
where z1; = Zzlf ko+1 (ft/ il — ff{ 12) y R2i = Zz]tg k0+1(f£ 27 ft/ 12)2 23i = Zf ko+1 Cit (fé il — ft/)\’LQ)
To prove the consistency of k, the following lemma obtains the stochastic bounds of Z 1 21,
SN 220, and 3L 2.

Lemma 9 Under Assumptions 1-10 and (3.11),

(a) SN 215 < (k—ko) [O (1) + 0, (\/»LQNT) +0, (W)} +4Y N, Zf:koﬂ d3;;, where the

O, terms are uniform in k, doy = ftF1 1( )(ng}l)*l/\il - H,S%il)\ig)/k and "N, Zf:koﬂ d3;,
diverges at the rate N®(k — ko) if k— ko — oo as N,T — oo and at the rate N* if k — ko is bounded
as N, T — oo.

(b) Zz]\;1 z9i = (k — ko) |:Op(1) + 0, (%) + 0, <\/¥>} , where the O, terms are uniform in k.
(¢) S, 255 = (k— ko) [0p(1) + O, ( éf?;f) +0, (55) +0, (32) +0, Wzv*) +0, (%)

+o,(N%)], where the O, and o, terms are uniform in k.

Proof:
(a) Since il = F,El),X]Si)/k, we can rewrite ﬂj\il — f{ia as

f/ (F(l) )y it +Zs _— fsfs 12) +ftF(1) ¢! )

2 - ft i2
~ ~ 1 ! ~ 1 1 71 rs ry 1 71 IR~ /
fi (Fl( ) Fl( )H,Ef Ai1 + Zgzkﬁl fsféngz) Ai?) ft,Flgl) el(cl,z? /
_ i + L - ft)\i2
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~ i ~ -1 f ! -
B0 - BV L S f (£ R )

k ft k‘ 12
0<§{3T62) Op(LYZ1652)
—1 -1 ~ /
AR O ) ”\"27]?/)\, FEY PV HEE 2 - B M) f’ Vefl)
k: £ k k
dgit d3z‘t
dlzt
2 2 _ 1/2
+ [FLOp(Lynrdnz) At + FLOp(Lynydnz)Aial, (B.6)
dait

where the Op(L %\?T‘S]:/%F) terms are uniform in £ by Lemmas 2 and 4 and do not depend on ¢ or
t. Note that >V, z1; is bounded by 4N % kot 1(dis + 35 + d5;, + d3;), so we will obtain the
bounds for SN, Sk fo+1 dﬂt for j = 1,2,3,4. Our analysis below shows that >0 Zf:ko—&-l d3,, is
the dominant term and determines the divergence rate of Z -1 zh

Since F(1 m/k‘ I, the term dy; in (B.6) reduces to (f/H k72 T f1)Ai2. Recall that

/@G(l) F(l)V( )~ + 1y,

where 1y, = fiAbel) FOTI ™ kN 4 erel) EVVD ™ EN = 0,(LL2,6x2.) uniformly in k follows

from Lemma 3. Thus, di;; can be represented as

~ —1 (1) ~ (1)—1 —1 1
diie = (f{ — ft/HIE;IQ))H]E;IQ) Aig = kN é@G( Y F,ﬁ”V,f” HSQ) Ai2 +1/11tH;£’12) A2

1
=0, (\/N) iz + Op(L %\?T(SK,ZT))\Q uniformly in k. (B.7)

Thus, YN, Zf:koﬂ d3;; can be bounded by

£ & €O ? -t 2 2 W2
> [ Bza| + 2| 1zl nalIEE 1+ el
t=ko+1 1=1
VNLYZ NL
=(k — ko) [Op(1)+0p<5221w +0, 542NT , (B.8)
NT NT

where Zj, = kilG(l) F(I)V(l) ,£2)7 = Op(1) and the O, terms in the square brackets are uniform
in k. We can use the definition of H I£2) in (A.6) to further simplify the first term in (B.7) as follows:

! ~ ! ~ _1
0 G BY oo _aeG B (nea "BV
N  k k k2 22 Nk Nk 2
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_ -1
en BV ED . eh(Ag — A1) S8 jpi1 fof L | A2 FO'FO . Ay(Ay — Av) S5 g s f: \
B NE N k Nk N k i2
Op(N~1/2) Op(N—1+e/2) Op(1) Op(1) Op(N—1+e)
e (AAN T 1
where the O,(N~'7%/2) term and O,(N~'*%) term in the second equality follow from Lemma 1.
The term d3;; can be represented as
~ o~ !/ 1 ~
ft/Flgl) 61(4:,2 f/ ( 1 l(co)z + Z =ko+1 fseis)
k k:
1 ’
o (Hlil) F(l) ko it Z =ko+1 H]g,z) fseis>
=f k:
=(1 1
2 (Fl( ) FU)H}&,D eko it Zs k0+1(f sz fS)ezs
+ /i
k
m'_ (1) k Q) _ @\
~ Fy e D ek +1 Hk,z Hk,1 [s€is .
e ( - Vi o b(Linrdyy)  (B.10)

where the O, (L ;J/\?T(S 2.) term follows from Lemma 5 and the fact that

k 1/2 1/2 1/2
k — ko 1 Py ey ) _k—ko Lont 1 Lonr \| _ Lont
k (k: 2 (i ft)ezt> = |2\, ) T m e )| T\ Ry )

t=ko+1

The uniform bound for term ft’H,SI)lF,gl)le,(ig/k in (B.10) is f;0, ( bg(lOgT)) by the LIL under As-

sumption 4(b). The term Z];f:koﬂ (H,gl; - H,ill))/ fseis/k = O, ( y/(b—ko) lop(log T) ) Op (log(logT))

TNI-« \/TNl—a
uniformly in k& by Lemma 2(c), the LIL and the fact that |k — ko| < T. Thus,

kN
Yo > d3y = (k— ko) [Op (W) + Op (%) +Op (LZNTNN ; (B.11)

54
t=ko+11=1 NT

where the O, terms in the square brackets are uniform in k.
In addition, 3, Zf:kOH d3;; can be bounded by

N k _ 9
S [HONER0R N + FLOp(Laron3) M =<k—ko>op<
i=1t=ko+1
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Combining the results in (B.8), (B.11), and (B.12), we obtain

SS O = (R 040, (M)wp &

2
i=1t=ko+1 5NT T

because O, (l;g]\l,?g,(i)) is always dominated by O, (T~ log(log T)N) for a € [0, 1], and O, (L2 NN 5&1})
is dominated by Op(1) for N < T by (3.11) and dominated by O, (T !N log(logT)) for T < N by
(3.11).

Next, we analyze the divergence rate of 2%, Z,’f:ko +1d3;,. Rewrite SN Zf:ko 41 d3;, as

N  k (1) (1) 2
P F D=1, (1) pp(1)"1
> > | Y - )
i=1t=ko+1
k (1) (1) 2
1 IRENY ey 3 1
-3 3 [+ ot I AL 0 - )
i=1t=ko+1
al i 1 1)1t 1 1)1t
=S N (HBGHY At — M) BifofiBe(Hy g HEY Nt — Aiz) + smaller order,  (B.14)
i=1t=ko+1

where B, = H,il%ﬁ‘l(l)'ﬁ‘l(l)ngil/k and there exists by > 0 such that imy 7—00 pmin(BiBj,) > b
for all k£ considered in the arguments below Lemma 6. Note that the leading term in (B.14) is
Op((k — ko)N®) because

N k

1 1 —1 1 -1 2
> > (ftB HOEY (i = o) + () - 1) )/\iz])
=1 t=k‘0+1

N
1 1 1)1
<2 Z \Hzgf H()katftBkaQngzl) 1Y A = Aeall?
t= k0+1 =1

N
1 1 1)1 1)1
+2 Z H By fefiBRH | - 1Y — B2 i)
t=ko+1 1

=(k — ko)Op(N®) + (k — ko) Op(N~1F2) (B.15)

by Assumption 8 and the fact that H,Slrl - H,S%i1 = Op(N~1%) by Lemma 2(c). For the lower
bound, the dominant term in (B.14) reduces to

k
N"‘(k—ko)tr{B,; <k—1ko > ftf{) By,

t= ko—‘rl

By, ( Z ftft> By

t ko+1

-1
LSO 0 - e Aﬂ—w]}

=1

ZNO‘(kJ - kO)p’min

N
i=1
1 k
>N (k = ko) pmin <k—k >k f{) prmin (B By)

N
1
0 No Z()\z? — A/)\il)/(/\ig — A//\ﬂ)
t=ko+1 =1

, (B.16)
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where pp,in, denotes the smallest eigenvalue, the second line uses the inequality that tr(YZ) >
Pmin(Y)tr(Z) for positive semi-definite matrices Y and Z, and the last line follows from the fact
that |Ag — AjA[?2 <|[Az2 — A1 A|2 = SN (A2 — A'Ai1) (Mi2 — A'Nip) for any A by the definition of
A.

If k is a sequence such that k — kg — oo as T — oo, then (k — kg)~! Zf:ko-l—l frfi converges to
Yr a.s. by the Strong Law of Large Numbers (Theorem 3.1, Phillips and Solo, 1992). Thus, for
any € > 0, there exists Mo > 0 such that P{supy-z, 1z, |Pmin ((k: — ko) T S ki ftft’) -
pmin(EF)| < %pmm(EF)} > 1 — €, which implies that

t=ko+1

k i
P( inf [pmin (Zt:ko+1ftft> pmin(Bkag)

k>ko+Mo k— ko

. 1
P {k>lgl£Mo Prmin (k: — ko Z ftft) > pmm(EF)} >1—e€and

N

1
: [NQ D iz = ANin) (Ni2 — A1)
i=1

>Cl> >1—¢€

(B.17)
for N and T large enough, where ¢1 = ppmin(Xr) - bic/2. Hence, there exists ¢; > 0 such that
the leading term in (B.14) is greater than N (k — kg)c; for large enough k — ko with probability
approaching one as N, T — oo.

Next, we consider the case where k — kg is bounded as T" — oco. Since F / k = I,., it follows
that By = I, + O,(T™!) as k — ko is bounded as T — oo. The dominant term in (B.14) can be

represented as

-1
S | San a aat]
t=ko+1 i=1

Zfllgo-i—l
> (A2 fro+1 — MA frg11) (A2 fror1 — MA frg41)

1
_NOfL [NQ(A2 — A (Az = MA) | frosns (B.18)

Ail — )\i2)/] ft

-1/ ’ -1/ ’
(Ao — MHLY HYY (A - MHY HYY) )] frot+1

)

where the second inequality uses the fact that ||[Agfk,+1 — A1.Al[? is minimized by setting A =
(AfA) " A Ao frgr1 = Afkyr1. Hence, for a bounded k — ko, (B.18) is of order no smaller than
Op(N%) by (3.5) as N, T — 0.

(b) Since ft and A are standard PC estimators using the post-kg data, the analysis of the
asymptotics of ft’j\lg — f{Ai2 is standard. For ¢t > ko, we have

Ay A N -1 A, A -1
fidia = fixe = (i = FIHENVHED Mo + fi(Ria — HE M),
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By (2.6) and Theorem 1 of Bai (2003), we obtain for ¢t > kg

e/ Ay P ()

fi— D = T RN VO™ 4y, (B.19)

where 9 = (ft Qek POy ete,(c) P2y 2)” )/(T — ko)N = 0,(6x5%) uniformly in k by
similar arguments in (A.13) and (A.15). (The uniform bound here does not need to be scaled by

%\?T because the split date is fixed at k). For 5\1-2, we have

A / 2 ra 2)/ A 2 (2)—1 (2) 9 ( ) 1
)\‘2 _ F(2) X/E:o?’b _ F( ) |:F( )Hko >‘i2 + eko,i + <F( ) — F( ) ko ))\12:|

~

T — kg T — kg
B )2
(2)71 ko,i
—H o kod i, B.2
o N2 T T ko + YP3Ai2 (B.20)

where 3 = FO'(FQ) - pC )H,S?) )/(T — ko) = Op(65%) uniformly in k by Lemma B3 of Bai
(2003). Thus, combining (B.19) and (B.20) yields

- Ay (MA\h . FE@ D ;
fidi2 = fidia = tNQ ( ?\f 2) Aiz + ﬁ + Y N+ flsio (B.21)

where we use the definition of H,g? in (B.4). Note that ejAs/N = O,(N~1/2) by Lemma 1(b) and

F(Q)/eg)’i ) ngi) F(Q)/eg))’i +(F@ - F(Q)H]ii))/eg))’i _ H( ) p(2) ( ) 4 0,(6:2)
T — k?o T — kO T k:o T

where the O,(dy%) term is uniform in k and follows from Lemma B1 of Bai (2003). Thus,

2

N k N k £ria(2) ,(2)
/Ay [ ALA HFE® e, N
3% =3 3 (e () " T s
i=1 t=ko+1 i=1 t=ko+1 0
2
k 2 k 2 rr(2 12

Sy [ () T (i P

: N N T — ko

=1 t=ko+1 i=1t=ko+1

N k , , -1 £y (2) (2)
exla (A5A, A fiH;) F Cho,i B N
+230 > (N ( 2 Ve | | T |+ = k)0, (
A

0, (J}[) +0, <g> +0, (5%)] , (B.22)

where the first term is (k—k)O,(1) and the O,, ((g) term follows from C-S inequality and the facts
NT

+ (k — ko)

that [ N~LejAz|| = Op(N~2), o, in (B.19) is Op(82) for each t, [|[F?'ef>), /(T—ko)|| = Op(T~1/?),
(B — F(2)H,g ))’e,(j))z/(T — ko) = Op(6y%) for each i, and v3 defined in (B.20) is Op(dy>).
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(c) Consider term Y.V | z3; in (B.5).

(1) 5-(1) (2) v (2)

zk: F Xk:l _ A/F(Q) Xk‘(),i
ET —ky

0

k

‘(1)/ (1) £1(2) v (2)
Z X]” — fidia | — f’iF( i - fidia | |- (B.23)
‘| t T t

i=1t=k

5

The first term in Zij\;l z3; can rewritten as

Z Z €it ft L _ft 2
f)t/ (Fl(l FO), + Zs Fos1 fsf /\12) + ftF(l (1)

N k
:Z Z €it 2 _ft 7,2:|
] k

(1) =(1) (1)1 F 5 ()71 2 (1)
fi (Fl( )F1( )H,ﬁf Ail + Z?—koﬂ fsf;ngg) /\i2> ft,Flil) el(flz)

N k _
:Z Z €it ’ 2 : + Lk ft 12

i=1t=ko+1
k . F(l)’(F(l) _ F(l)H(l)_l Z ot £ (f - JZHIEIQ)A N
+ Z ft, ! L ! it Z)\zlezt ft . (k} . ) Z)‘ﬂeit
t=ko+1 —
\W_/ N—_——
Or(Liry) 0, (V) O(L3iroyT) Op(VI)
~ o~ !~ —1 ~ o~ !~ -1 —1
i AEVEOHY N FENY EO @Y A~ HY M)
=> > e : — fidia | + A
i=1t=ko+1
N ok f/p(l)’e(lz} 112 VN
30 D e (k= ko)Op (”gg) : (B.24)
i=1t=ko+1 NT
LR

here the O
where the p< o

) term is uniform in k by Lemmas 1(b), 4, and C-S inequality. Since
Fél)lﬁél)/k = I, the first term in (B.24) becomes

k _ . N
3 [(f,;—f;H;}g)H,g}g zx]
t=ko+1 i=1
k / / -1 N 1/2
ejA (A2A1) 5 [ 1 LV N
= Z €it\io —|—(k — ko) Op ~12—al2 + Op ——a (B25)
t=ko+1 N N =1 N1/2 /2 5NT

Op(1) uniform in k
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by (B.7), (B.9) and Lemma 1(b). The second term in (B.24) is equal to

~ o~ !~ —1 -1 ~ o~ !~ -1
FE RV - Hy )Aaen N FEY RVHE (i = MaJea
k

o

~ ~ ! ~ -1
e (f - nal) B RV HET a = da)eq

(- 100, (s )+ D —

YL 15/ng12) ~1(1)/F1(1)H1£,12)_ (A1 — Ai2)ea

+ Z > : - : (B.26)

where the O, ( = a) term is uniform in k£ and follows from Lemmas 1(b) and 2(c). Note that the
second term in (B.26) can be bounded by

k (1) (1) N /2
; FVE - N
S (F - fHE) P S (a = Aaden = (k= ko)O, , (B.27)
t=ko+1 7 k i=1 ONT

where the O, (Jy-N/?) term is uniform in k by Lemmas 1(c), 2, and C-S inequality. For the third
term in (B.26), let

th il — A2 ezt (B-28)

Lemma 1(d) implies that £ (sukakOJrl |ﬁ Zf:ko-s-l ft|2) < C1MN* for some 0 < C < oo. Thus,

for any small € > 0

k k

k>kot+1 Kk —ko k>ko+1 Kk — ko

CiMN* 1
<———— =0 — B.2
— 52 N2« ( 7\704) 0 ( 9)

for o > 0 by Markov inequality, so Zf:ko 11 & is uniformly dominated by e(k — ko) N for arbitrary

small € > 0 as N — oo, which means that (k — kg)~! Zf:ko—i-l & is op(N®) uniformly in k. Note
—1

that F( /k: sz) and H,SQ) are uniformly O,(1). Thus, Dy, is also (k — ko)o,(N®) for o > 0

and the op(N @) term is uniform in k, where

w (BB o -
Dy = tr [Hk <k> 0 ]z S (el | (5.30)

i=1t=ko+1

In addition, the third term of (B.24), YN, Zf:kOH eitﬁﬁél),egg/k, can be rewritten as

1 k - N k k
LS Sl fewenst 2 S0 Y (00— HY) fare
t=ko+1 i=1s=1 t ko+1i=1  s=ko+1

37



ki

k N 0 N k ~ ,
D SN AR TU AN S o3 B SR A A

t=ko+11=1 s=1 t=ko+11=1 s=ko+1
=Ww1 + wg + w3 + wy (B.31)
Term wy can be represented as
N 1N

k y 1 k - k ’
w1 = Z ft E Z Z fs €is€it — eiseit)] + Z ft/E Z Z H]i’ll) fsE(eiseit)

t=ko+1 i=1s=1 t=ko+1 i=1s=1
N N
o (\E ) +0,(7)

where the O, (ﬁ) term is uniform in &k and follows from Assumption 5(a) and k/T" € [, 73], and

=(k — ko) , (B.32)

the O, (%) term is uniform in k and follows from the fact that A~ E|| SN, SSF_ | fiE(eseqn)| <
EIN(SR L v (s, 0)))E|| fs]l = O(N/T). Term wy can be represented as

Nk
Z ft (H 712 H;g?) > > Afsleiseir — E(eisei)] + foE(eisei)}-

t ko+1 1=1 s=ko+1

The term k=1 Zf\il Zk_koﬂ fsleiseit — E(eiseir)] = Op (W) uniformly in k£ by Assump-
tion 6(a). The term k' SN ¢ kot1 fsE (ezsezt) ) (N/T) uniformly in £ by the same argument

as the second term in (B.32). Since H]gQ) H( = O0,(N*"1) by Lemma 2(c) and k/T € [r1, 72], we
obtain
_ VN LanT N
Wy = (k? kO) [Op (\/TW) + Op <TW10‘>‘| 5 (B33)

where the O, terms in (B.33) are uniform in k. Next, term w3 can be bounded by

k
Z ft’ ( ZZ H]S;ill) fs)eiseit> H

t=ko+1 i=1s=1
) zk: - 1/2 . zk: if: o o\ 1/2
S(k—kio) HftH Hkl fs €isCit
k= ko t=ko-+1 k= ko t=ko+1 || i=1s=1
B N loglogT Ny/loglog N
=(k — ko) |Op (\/ T) + 0, (\/ N ) + 0, ( VT , (B.34)

where the O, terms in (B.34) are uniform in k£ by Lemma 7. The O, (Nivlj?;g};g]v) term in (B.34) is
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dominated by O,(N/T) in (B.32) under (3.11). By similar arguments to ws, it follows that

w1 = (k — ko) {op (V L%”) +0, (,/bgﬁgT) +0, (NV;%W) } (B.35)

by Lemma 7. The last term in (B.35) is also dominated by (B.32) by (3.11). The O, (\/ bglﬁgT)

term in (B.34) and (B.35) is dominated by O, (Nivl;g\/lzifg]v) for T < N and has the same rate

as the O, (VNLQNT> term in (B.24) for 7" > N. By (B.32)-(B.35), we can bound (B.31) as
NT
(k = k0)[Op(N/T) + Op(v/LantN/T) + Op(057V/N - Lont)].

Lastly, the second term in (B.23) can be rewritten as

N ok N k& -
S ea (ftlj\zz - ft/)\i2) = > [ ))H(2) Aizeit + fi(Niz — H,i? 1)\12)%}
i=1t=ko+1 i=1t=ko+1

’ ’ (B.36)

The term SV, Zf:koH(ft/ - f{H,g?)H,gi)il)\igeit can be represented as

k / / —1 N
etAg A2A2 (2)71
> [ 7 ( 7 ) + Yo Hy izzl)\ﬂeit

t=ko+1
Op(V'N)
k / / -1 N
Ay (ASA N
= > G2 ( §\T 2) > Xiseir +(k — ko) Oy (g) (B.37)
t=ko+1 i=1 NT
Op(1) uniform in k

by Lemma 1(b), (B.19) and the definition of H]gg) in (B.4). By (B.20), the term Y"1V Zl]‘/ﬁ:kO‘Fl Fl(hio—

-1
H Ig) Ai2)eir can be rewritten as

N k P2 N k /F(z)'e(Z).eZt JN
Z Z szo’—i-l/}gAZg eit :Z Z T_ZO’ (k—k:g)O (52>, (B 38)
i=1 t=ko+1 0 i=1 t=ko+1 0 NT

————

uniform in k

where 3 = O,(dy%) uniformly in k is defined in (B.20) and we use Lemma 1(b).
The term YN, Zf:koﬂ ﬂﬁ‘(Q)/e;?,ieit/(T — ko) in (B.38) can be represented as

(2 (2) (2)\ (2
H ko iGit + T — Z Z ft ( Hko ) eko iCit
i=1t=ko+1 i=1t=ko+1

Op(ﬁ)m,,() (- )] )
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The proof for (B.39) is the same as w; in (B.32) and w3 in (B.34). (The uniform bound here does
not involve L;ﬁT because the split date is fixed at kg for the estimation of ft) Thus, combining
the results in (B.24), (B.25), (B.26), (B.27), (B.29), (B.31), (B.32), (B.33), (B.34), (B.35), (B.37),
(B.38), and (B.39), we obtain the bound for SV, z3;.

Q.E.D.

Proof of Theorem 1:
By (B.1) and (B.5), we have

N

1 . - 1 N
L — k‘o [SSR(]{?,F) - SSR(]{J(),F)] = m <I+II+ ;Zh 2221' - 2;23”') 5 (B40)

where Z 21 = Z@']L Zf:koﬂ(dlz't + dai + dsit + dgir)? by (B.6). First, we will show that (k —
ko) oM S A2y for o= 1,3,4, (k — ko) 30, 206, (k — ko)t 3L, 235, and the terms in
(k — ko)1 and (k — ko) ~'1I are 0,(N®) uniformly in k.

We focus on the case of k > ko without loss of generality. Note that the term YN | A;(k, ko)’
Fl(l),ﬁ’l(l)Ai(k, ko) defined in part (a) of Lemma 8 is always non-negative, so we only need to show
that the remaining terms in I of Lemma 8(a) are (k — ko)o,(IN®) and the o,(N®) term is uniform
in k. The remaining term in I is (k — ko)O (\FHNT + HNT) and the O, terms are uniform in

k by Lemma 8(a). The O, (I:INT\/N) term is equal to O, ( Nlog(logT) b YN v ]gngNT> . Note
NT

Nla

that Nlog(logT) N(l_“)/\Q/\%WN*a/Q — 0 by (3.10)

and Y /N® = N=1/2 5 0. For the

\/TNO‘ - Nl «
term O, (VJXQLW) it follows that
NT
l—a
\/]2\7L2NT < N log(2log N) 0.if N>T
O IN® T N
VNLont  +/log(2logT) .
52 Ne < N1/3ta —0,if N<T (B.41)

by (3.10) and (3.11). Thus, the O, (l:INT\/N) term is uniformly o,(N®). The O, (
the same as the O, (ﬁNT\/N) term for N <7T'. For N > T, it reduces to

) term is
NT

o <N\/10g(logT)+ N N\/LQNT>

T VT N1« T3/2
Ny/log(logT) N% N [log(2logN)
<Op | 2t ey
T JT T T

which is uniformly o,(N®) by (3.10) and (3.11).

The analysis for term I is almost the same as that for term I except that Il has a non-
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positive term — SV, Bi(k, ko) FS? F$? Bi(k, ko), which is (k — ko) [0p(1) + O, (N log(log T)/T")] by
Lemma 8(b). Since Nlog(logT)/T is dominated by N by (3.10) as N,T — oo, it follows that
—(k— ko) "N, Bi(k, ko)’ FQ( Y F2(2)Bi(k, ko) is uniformly o,(N®). Thus, the non-positive terms of
(k — ko)~'I and (k — ko) ~'II in Lemma 8 are o,(N®) uniformly in k.

Next, the stochastic bounds of Y2, Zf:kmq d?it for j = 1,3,4, 2N 201, SN, 23; are given
in parts (a)—(c) of Lemma 9 for > 0. It is sufficient to show that all these bounds in Lemma
9 are (k — ko)op(N®) and the o,(N®) term is uniform in k. By checking the terms in part (a)
of Lemma 9, it is straightforward that (k — ko)Op(1) is uniformly dominated by N*(k — ko) for

a > 0. The O, (VNLQNT> term is 0,(/N®) uniformly in k by (B.41). Under the condition (3.10),
NT
the O, (%) term in Lemma 9 is also o,(N®).

Also, va 1 #2; is always dominated by va 1 23; by Lemma 9, so the rest of the proofs will only
focus on YN | z3;. The terms O, (%) and O, (Na/ ) are always o,(N?®) for o € [0,1]. The

Op (7vNL\/7%NT) term is 0,(N®) because for o > 0

VNLong _ | e/ g2s D 0, for T > N;
< 11—
“NoyT \/log %ogN)\/N — 0, for T < N

by (3.10). The term (k — ko)O), (%) is uniformly (k — ko)op,(N®) by (3.10).

Based on the above results, the term in the right-hand side of (B.40) can be rewritten as

N N N
I—I—II—}—ZZM—ZZ%—QZZ&‘
; =1

i=1
N N
_@k+z Z d22t @k)+II_ZZQi_2ZZ3i
i=1t=ko+1 i=1 i=1
N k N L
+20 D (datdsa+du)® +23 0 > daa(duie + daie + dair) (B.42)
i=li=ko+1 i=1t=ko+1

where Qq = SV Ay (k. ko) F{Y F{Y Ai(k, ko) = 0. We have shown that (k—ko) ™' SN, Y8, 11 d2,
for j =1,3,4, (k—ko) " 2N, 204, (k— ko) 2N, 234, and (k — ko)~ (I — Qy) and (k — ko) ' 1T are
op(N®) uniformly in &k for a > 0. In conjunction with (B.15), it follows that the last term in (B.42)
is (k — ko)op(IN®) by C-S inequality and the o, term is uniform in k.

Given the above results, we next prove that k — kg = O,(1). We need to show that for any
€0 > 0, there exists M > 0, n > 0 and S > 0 such that P(k — kg > M) < ¢y, VN > n and VT > §
(note that k depends on N and T'). It is equivalent to show that

P( min  SSR(k, F) — SSR(ko, )<o>
k>ko+M
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N N
=P I+11 i — 2 1 <0
<k>I}301£ [I+11+ Z 21 — Z 29 Z 23]

< ><60, VN >n, VT > S
i=1 i=1

(B.43)
i=1
Recall the results in Eq.(B.16) and (B.17) for the leading term in (k — ko) ' 32N, Zf:koﬂ d3;;
Specifically, there exists k — kg = M, > 0 and ng and Sy > 0, such that
€0
P d3;, < N* < —, VN > ng, VT > Sy, B.44
<k>ko+M k — ko ;t %:H 2t cl) =2 =10 T =20 (B-44)

where ¢; is defined below (B.17).

Also, let Wionr = (I — Qp) + 1T — SN 29, — 25N 2ab SO SO0 1 q (duae + dse + dage)? +
23 im0 2 imkg+192it (diit + d3it + dair). We have shown that (k — ko) Wy N is 0p(N®) uniformly in
k. Thus, there exists nq and S; > 0 such that

1
Pl sup ———|Winrl >N <2 YN >ny, VT > 5 (B.45)
ko<k<mT k — ko 2

and for arbitrarily small ¢ > 0. It is sufficient to set ca = ¢;/2 for our purpose. Let M = My,
n = max(ng,n1), S = max(Sy, S1) and

k =arg min

min (SSR(k, F) = SSR(ko, ),

N

N N
P k>rknoiEM[I+I[+;Z1i _ZIZZL' —2;;;3,-] < 0) — p{
N k ) N
k>121012M (Qk t Z Z diie + Wi NT) <0, -

so k—ko > M by its definition. Hence, for any N > n and T > S, the probability in (B.43) becomes

i=1 t=ko+1

N k
i 2
k>IIIflolEIM (Qk + Z Z dai + Wk,NT> < 0}

k
DSBS
i=1 t=ko+1 k — ko i=1 t=ko+1
N k 1 N k W |
min Qr + daiy + Wi, NT > ds;s > N%c1 sup BT - o N S 4o
k>k0+M< mzlt:;.-i—l ‘ k— ko i:zlt=§q ! " ko<k<rsT k—ko
N k 1 N k W
d2' W, <0 _ d2' >Na f k,NT > Na
k> kot M (Qk * ;t ;H 2t k’NT> = k—ko ;t ;H 2 = €L k0<k<7-2T k—ko — . T
=1 t=ko =1 t=ko
N k N 2
. Iilln]\l (Qk + Z Z dQn + Wi NT) <0, > N Cl1, —— Wk NT CQNa €0
Zkot i=1 t=ko+1 i=1 t=ko+1 k — ko
N k N k {
i IknlﬂM (Qk + Z Z d3ie + Wi NT) <0, Z Z d3i + Winr | 2 EN + €0
Zkot i=1 t=ko+1 i=1 t=ko+1
2607

where the second line uses (B.44), the third line uses (B.45) with co = ¢1/2, and the last line follows
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from the fact that the probability of the event in the large brackets is zero by the definition of k.
This completes the proof for k — kg = O,(1).

Lastly, we show that P(k = ko) — 1 as N, T — oo, based on the result that k — ko = O,(1).
Recall that SSR(k, F) — SSR(ko, F') = Qp + 3001 Sy 41 A3 + Wi for k > ko, so

Pk > ko) = (Qk + Z Z Ay + Wi nr < 0) (B.46)

=1 t=ko+1

where Qy, is Q evaluated at k. By similar arguments for (B.45), Wiy is less than cs N for arbitrar-
ily small c3 > 0 as N, T — oo, given that k — ko = Op(1). Also, Qx >0 and N~* SN, Zf:ko-u d3;,
is greater than f; ., [limNﬁoo = (Mg — AA) (Ag — AlA)} fro+1 > 0 as N, T — oo by (3.5) and
(B.18). Thus, 2%, Zf}:ko 41 d3;, dominates Wi, yr and the probability in (B.46) tends to zero as
N, T — oo.

Q.E.D.

C Proofs for the asymptotics of k — ky when a = 0

Proof of Theorem 2:
To show that k — kg is Op(1) when o = 0, it is sufficient to show that for any e > 0, there exists
S < oo such that
< 0) <e€

for all large N, T with T~*(Nloglog T) — 0 and N~!loglog T — 0. We will show that SSR(k, F')—
SSR(ko, F') > 0 for all |[k—ko| > S and k € [1 T, 72T]. Note that the leading term SN, 3% kot 1 @33t
in (B.42) is no smaller than O,(k — ko) by (B.16) and (B.18) for a« = 0. Also, the term Q; =
N Ak, ko)’Ffl)/Ffl)Ai(k‘, ko) is always non-negative. The terms in [ — Qj and I7 in (B.42) are
(k — ko)op(1) for a = 0 by the same arguments in the proof of Theorem 1.
We use Lemma 9 to bound Y%, zj; for j = 1,2, 3 in (B.42). The O, (fL?NT> 0, (M)’

Op (%), Op <7”NL\/%NT), O, (N1/12—a) and O, ( o ) terms in Lemma 9 are all 0, (1) for o = 0 under
the condition that N loglog(T)/T — 0 (which implies N < T') and loglog T /N — 0. By summariz-
ing the results from (B.6) to (B.39), only the following terms are (k—ko)O,(1): SV, Zf:koﬂ d3;, in
(B.8), i]il Zf:ko—kl dyitdais in (B.42),'* the leading term Zfil Zf:ko—&-l [N_legAg(A’QAg/N)_l)\ig]Q
in (B.22), X4l gy41 (A1 /N)(A5A1/N) T 2L eiedin in (B.25), gy 41 (e4M2/N) (542 /N) 7 0 Niseis
n (B.37), and the third term of (B.26).

First, we show that Efvzl Z,’f:koﬂ diitdair can be further bounded by (k — ko)o,(1). By the

P([ min SSR(k, F) — SSR(ko, F)
|k—ko|>S

YAl other cross-products are o,(k — ko) by C-S inequality due to the fact that Zf\;1 Zf:,m“(d?,it +di) =
Op(ki — ko)
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definitions of dy;; and dg;; in (B.6), i]il Zf:ko-kl di;+doir can be represented as

N k
. —1 —1 -1 ~ (1) ~ ~
SN GEST = vl [ N - B Ny (B RO ) 7
k

i=1 t=ko+1

) N (1) &(1)
1 1)t = AF f
= > Y -8 (Z &-%)(Hé,% i ) (k) g
t=ko+1 —/_’ i=1 oo

Op(N~V/2) Neee~—— Op(N71)

Op(N) '

o P )
- (F R .
+ Z ftH]gl; ) [ZM 11—&2)1}1&; <1k1> 7

i=1

0, (1)

=(k — ko)O, <\/1N> , (C.1)

where the O, terms are uniform in k, the O,(N~'/2) term in the second line follows from (B.7),
the O,(N~1) term follows from Lemma 2(c) for o = 0, and the O,(1) term follows from Lemma
1(a) for a = 0.

Next, note that the (k — ko)O,(1) term in 3~ Zf:koﬂ d3,, and term N, Zf:kOH[N*IegAg
(A5A2/N)~1N;2)% in (B.22) are of the opposite signs. We show that the difference between them is
(k—Fko)op(1). Note that the (k—ko)O,(1) term in 3, Zf:koﬂ 3 is YN, Z?:koﬂ [N_leéAl (AGA/N)7!
by (B.9). Thus, the difference of these two terms is given by

2 ([ O ] [ >‘*&T)
:i Xk: KetA1 (A%\/fh) etAQ A2A2 )

i=1 t=ko+1

Op(N—2) uniform in k

k -1 N —1\ '/
(& A2 A/ A2 (& A1 A A1 (& A2 A/ AQ
) A (A v [ <2 ) ¢iha ( )
" t%—&-l[ ( N ) Z)\z)\ N N N

where we use the fact that ejA2/N = O,(N'/2) by Lemma 1(b) and the fact that

e A1 (ASA T €Ay (ALAS\ TN .

()-SR (RR) —ow (©2)
because €;(A1 —Ag)/N = Op(N1), AL(A1 —A2)/N = Op(N~1) by Lemma 1 for o = 0 and AjAs/N
is asymptotically nonsingular by Assumption 2.

Similarly, the difference between terms Zf:koﬂ(e;Al/N)(A’zAl/N)_l N Aizeir in (B.25) and
Zf:kOH(egAg/N)(A’QAg/N)’l SN Nizes in (B.37) is also (k— ko)op(1) uniformly in & by (C.2) and
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Lemma 1. Hence, except the third term of (B.26), all above terms are (k — k)op(1) and dominated
by Zf\; Zf:koﬂ d%it'

Lastly, we show that the third term of (B.26) is also dominated by the leading positive term
SN Z,’f:koﬂ d3; for k > ko + S and for large S. By (B.44), there exists S > 0, N, and T, > 0,
such that for a =0

€
P f 2. < | <S YUN>N., VT >T. C.3
(lc>k:o+S k — ko ZZM %ﬂ it cl) =2 = (C3)

Also, Lemma 1(d) implies E(Supysp,ts, |5 S kos1&tl?) < Sy 'CIM for v = 0 and for some
0 < C} < oo, where & is defined in (B.28). Thus, for any small € > 0

< OM 5 (1) <t (C.4)
1

as long as Sy is large enough. Define S = max(S,, S2), so for any given ¢ > 0, we have

k>kots kK —ko Pl

Zt ko+1 gt in
P oswp [Z ]2 k>ko+Sk k:oz Z Tt

k>kot+s Kk —ko k>kot+s kR —ko

Sk, € Shmn by LA
=P | sup |L+lt| >eci, sup | T t’ k>k0+s k— /fo Z Z St
=1t=ko+

Y 3 .
+P |ec1 > sup | 1=k 1] t| k>k +sk koz Z dw)

k>ko+S k — ko i=1t=ko+1

§P< sup |ka°+1€t|>sc>—|—P< inf ! g: > d2zt<cl)<e
k>kot+s kR —ko k>ko+S k — ko e
where the last line uses (C.3) and (C.4) and S = max(S,, S2). Thus Z A Sl k,0+1 fiha— zg)eit is
dominated by e YN, SF kot 143 for arbitrary small e. Since F1 F1 /k Hk 5 and HIEQ) are all
0,(1) uniformly in k, it follows that N, S5, fHO(ED ED k) H) (At = A)eir in (B.26)
is also dominated by SN, Zf:ko +1d3;,. Since >N Zf:ko 41 d3;; is positive and dominates all other
terms, SSR(k, F) — SSR(ko, F) is positive for k — kg large enough. This completes the proof for

Theorem 2.
Q.E.D.

Proof of Theorem 3:
Under (3.2) with o = 0, we have A2 — A\j1 = &/\/N Since we have shown that k — kg is 0,(1)
by Theorem 2, we examine the behavior of SSR(k, F) — SSR(ko, F) for |k — ko| = Op(1). First,
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the non-negative term SN | A;(k, ko)’ﬁ’l(l)/ﬁ’l(l)Ai(k, ko) in Lemma 8(a) becomes o, (1) because the
(k — ko)?0p(N®/T) term reduces to O,(T 1) as k — kg = Op(1) and the O,[N loglogT)/T] term is
op(1) by assumption.

Next, by the proof of Theorem 2, we only need to consider two Op(k — ko) terms, the leading
term in (B.14) and the third term in (B.26). First, note that the leading term in (B.14) is O, (k — ko)
when o = 0. Since |k — ko| = Op(1), it follows that the leading term in (B.14) is also Op(1) and

m/kz = I, + O,(T71). Thus, the leading term in (B.14) reduces to

Nk (1)’15() s 2 Nk ()1 2
Z > [T (Ai1 = 1 =3 > [All + 0T IH (i — i)
i=1t=ko+1 1=1t=ko+1
N k 3 9
=> > [t i1—Ni2) + (ff — f{H kz))Hzilz) 1()\1'1_)\1‘2)} +op (1)
i=1t=ko+1

Nk k N
=3 > HOa =P +2er | > A(f - ft’HS%) HSQ)_ > (it = Ai2) (At — Aiz)’

i=1t=ko+1 t=ko+1 =1
Op(l)
: LY 7 (1) 01 w
b | S0 (17 G- B 00— 1)) 00 - Ae) = ) | +0,(1)
t=ko+1 =1
L Op(537)
k
_>ptr Z ftftlzts 5

t=ko+1
where the o0p(1) term in the second line follows from the fact that 2 Zf:ko 11 flo,(T~YH 12’12)_1
-1 ~ —1

(NS 80D fo = Op(T™Y) and N7V S S [fOp(T ) iy 6% = Op(T72) by
(3.2) with @ = 0, and the 0,(1) and O,(J57) terms in the second equality follow from Lemmas 4(b)
and 2(b), respectively.

Second, the third term in (B 26) is Op(k — ko) when o = 0. Hence, it is also O,(1) given that
k— ko= O,(1). SlnceF /k—I + Op(T~1) and N/T — 0, we have

(1) ~ 1
ft/ngl2) 1(1) Ffl)nglz) (Ai1 — Ai2)est
k

M=
R

~
I
—_
~+
x
S
I
—

1
FHL + Op(T_l)]H;E,lg) (Air — Ai2)ea

)

NE

+1

M= 1=
1l
ol

@
Il
—

M=

ft(Ai1 — Ni2)esr + op(1)

t=

=

0+1
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k | X k
=- f/< 5ii>—> 1iZ,
VT 0 S R S

t=ko+1 t=ko+1

where Z; ~ N(0,®) and ® = limpy_,0o N * Zj-vzl E(8;0%)0F. Therefore, for k > ko

k k
SSR(k,F)— SSR(ko, F) —=qtr | > fufl-Ss|+2 > flZ. (C.5)
t=ko+1 t=ko+1
Similarly, for k < kg,
~ ~ ko ko
SSR(k,F) — SSR(ko, F) —atr | > fufl-Ss|+2 > fiz. (C.6)
t=k+1 t=k+1

The result in Theorem 3 follows from (C.5), (C.6), and the strict stationarity of f;.
Q.E.D.
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Figure 1: The distribution of k£ — ko when only a single variable has a break point with N = 100
and T = 2000

Figure 2: The distribution of k — kg under DGP1 and DGP2 for N = 100 and 7' = 500
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Table 1A: RMSEs under DGP1

r=2
a=0.25 a=0.5 a=0.75 a=1
N,T k kpxw kici kews | k kprw kici kers | k koxw  kioi kers | k ksxw ki1 kcrs
50,100 11.04 27.45 23.62 28.39 | 2.24 26.66 21.45 22.44 | 0.87 24.35 16.55 13.05 | 0.46 7.39 4.22 7.02
50,200 6.21 52.94 46.08 6.21 1.79 52.81 40.17 1.79 | 0.80 42.50 27.43 0.89 | 047 4.13 3.87 0.50
100,200 | 6.84 55.11 47.72 6.84 1.30 54.06 42.17 1.30 | 0.49 42.44 28.39 0.49 0.29 0.47 0.34 0.29
100,500 | 3.51 136.93 119.99 3.51 1.05 128.49 98.73 1.05 | 0.48 67.17 41.74  0.52 | 0.27 0.45 0.30 0.27
200,500 | 3.26 138.39  118.93 3.26 | 0.88 135.77 108.75 0.88 | 0.37 23.99 14.83  0.37 | 0.22 0.25 0.25 0.22
r=3
a=0.25 a=0.5 a=0.75 a=1
N, T k kexw ki1 kers | k kexw kioi  kers | k kexkw ki1 kews | k ksxkw  ki—1 kovs
50,100 13.28 28.76 21.17 8.62 | 3.09 28.06 16.91 4.57 | 0.87 25.40 9.43 1.62 | 0.41 13.60 3.99 0.82
50,200 8.95 55.92 42.03 8.95 1.86 52.49 30.21 3.86 | 0.77 43.09 13.20 3.31 0.37 13.84 2.50 2.53
100,200 | 9.37 56.46 41.77 9.47 1.23 54.38 34.59 1.23 | 0.42 47.02 16.21 0.59 0.21 1.31 0.27 0.39
100,500 | 3.41 137.60 106.41 3.41 1.12 126.70 66.47 1.12 0.42 85.01 18.23  0.42 0.21 0.35 0.27 0.23
200,500 | 3.98 140.69 112.30 3.98 | 0.71 134.68 88.43 0.71 | 0.25 96.06 23.10 0.25 | 0.12 0.14 0.15 0.12
r=4
a=0.25 a=0.5 a=0.75 a=1
N, T k ksxw kioi kews | k kpxw kioi  kers | K kpxkw  kioi  kews |k ksxkw ki1 kcrs
50,100 | 15.18 28.73 18.15 9.68 | 3.85 28.23 12.95 4.65 1.02 25.02 6.07 1.37 | 0.30 16.48 2.10 0.59
50,200 11.93 56.86 36.58  38.81 | 2.12 53.33 19.62 12.59 | 0.73 43.46 5.69 3.82 | 0.34 19.39 1.35 6.42
100,200 | 13.19 58.19 38.95 15.31 | 1.57 56.38 27.76 1.59 | 0.39 46.91 6.84 2.59 | 0.14 7.85 0.40 2.96
100,500 | 4.71 137.23 94.16 4.71 | 0.95 127.92 45.89 0.96 | 0.34 80.37 6.58 0.42 | 0.14 0.77 0.34 0.18
200,500 | 5.13 140.77  101.45 5.13 | 0.77 134.83 67.45 0.77 | 0.24 94.31 11.06 0.26 | 0.05 0.07 0.08 0.05

Note: k is our LS estimator with a known T, kpxw is Baltagi, Kao, and Wang’s (2017) estimator with 7 factors, ks_; is the LS estimator using
7 — 1 factors, where # is the full-sample estimator for r using Bai and Ng’s (2002) IC)1, and kcps is the LS estimator using 71 pre-break factors
and 79 post-break factors, where #; and 75 are determined by the method of Cheng et al. (2016).
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Table 1B: Probability of correct estimation under DGP1

r=2
a=0.25 a=0.5 a=0.75 a=1
N, T k ksxw  kio1 kers | k Esxw kit kers | k ksxw  kio1 kors | Kk ksxw  kio1 kors

50,100 | 0.21 0.02 0.02 0.02 | 0.48 0.02 0.03 0.10 | 0.74 0.05 0.13 0.35 | 0.87 0.66 0.81  0.60
50,200 | 0.29 0.01 0.02 0.29 | 0.57 0.01 0.04 0.57 | 0.76 0.07 0.17 0.76 | 0.88 0.76 0.84  0.88
100,200 | 0.27 0.01 0.01  0.27 | 0.64 0.01 0.02 0.64 | 0.87 0.12 0.21  0.87 | 0.94 0.92 0.92 0.94
100,500 | 0.39 0.00 0.00 0.39 | 0.67 0.01 0.03 0.67 | 0.86 0.26 0.40 0.86 | 0.94 0.92 0.93 0.94
200,500 | 0.33 0.00 0.00 0.33 | 0.73 0.00 0.01 0.73 | 0.92 0.75 0.87 0.92 | 097 0.96 0.96 097

r=23
a=0.25 a=0.5 a=0.75 a=1
N,T k ksrw  kioi kers k kprw ki kers k ksxw  kio1 kers k kexw  kio1 kers

50,100 | 0.17 0.01 0.03 0.10 | 0.48 0.01 0.08 0.30 | 0.75 0.04 0.27  0.60 | 0.90 0.42 0.74  0.80
50,200 | 0.24 0.00 0.02 0.24 | 0.55 0.01 0.08 0.55 | 0.79 0.05 0.30 0.78 | 0.91 0.55 0.80 0.86
100,200 | 0.22 0.00 0.01  0.22 | 0.66 0.01 0.03 0.66 | 0.88 0.03 0.23 0.86 | 0.96 0.88 0.94 0.90
100,500 | 0.35 0.00 0.01  0.35 | 0.68 0.01 0.06 0.68 | 0.90 0.04 0.29 0.90 | 0.96 0.94 0.94  0.96
200,500 | 0.34 0.00 0.00 0.34 | 0.77 0.00 0.02 0.77 | 0.94 0.06 0.27  0.94 | 0.99 0.98 0.98  0.99

r=4
a=0.25 a=0.5 a=0.75 a=1
N, T k Eprw kiv kcrs k kprw kiv kers k kexw ki1 kers k Eprw kEiov kers

50,100 | 0.10 0.01 0.03 0.10 | 0.43 0.02 0.13 0.32 | 0.76 0.06 0.38 0.65 | 0.94 0.30 0.75  0.85
50,200 | 0.20 0.01 0.03 0.12 | 0.51 0.02 0.11 0.43 | 0.80 0.05 0.44 0.72 | 0.92 0.36 0.77  0.80
100,200 | 0.19 0.00 0.01  0.18 | 0.60 0.01 0.08 0.60 | 0.90 0.03 0.37 0.86 | 0.98 0.72 0.95 0.93
100,500 | 0.32 0.00 0.01 0.32 | 0.69 0.00 0.10 0.69 | 0.91 0.04 0.42 0.88 | 0.98 0.89 0.97  0.98
200,500 | 0.31 0.00 0.00 0.31 | 0.77 0.01 0.03 0.77 | 0.95 0.02 0.33 0.94 | 1.00 1.00 0.99 1.00

Note: k is our LS estimator with a known r, kpxw is Baltagi, Kao, and Wang’s (2017) estimator with 7 factors, ks_; is the LS estimator using
7 — 1 factors, where # is the full-sample estimator for r using Bai and Ng’s (2002) IC}1, and kcrs is the LS estimator using 7 pre-break factors
and 79 post-break factors, where #; and 75 are determined by the method of Cheng et al. (2016).
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Table 2A: RMSEs under DGP2

r=2
a=0.25 a=0.5 a=0.75 a=1
N,T k kpxw kici kews | k kprw kici kers | k koxw  kioi kers | k ksxw ki1 kcrs
50,100 13.66 27.97 23.50 28.63 | 3.49 26.61 20.75 21.90 | 0.86 23.46 16.30 13.94 | 0.46 7.39 4.23 7.02
50,200 13.57 54.33 45.53  13.56 | 1.96 49.98 38.42 3.06 | 0.80 40.27 25.82 0.80 | 047 2.30 3.66 0.48
100,200 | 12.38 54.86 46.35 12.38 | 1.66 54.73 43.20 1.66 | 0.48 38.50 26.99 0.48 0.24 0.43 0.31 0.24
100,500 | 5.69 136.32 116.69  5.69 1.24  127.95 99.69 1.24 | 0.49 65.47 39.04 049 | 0.29 0.38 0.38 0.29
200,500 | 12.13 137.53 122.01 12.13 | 0.94 132.28 103.18 0.94 0.33 23.29 18.32 0.33 0.18 0.19 0.23 0.18
r=3
a=0.25 a=0.5 a=0.75 a=1
N, T k kexw ki1 kers | k kexw kioi  kers | k kexkw ki1 kews | k ksxkw  ki—1 kovs
50,100 14.19 28.33 20.98 891 | 3.33 26.80 15.78 4.48 | 0.86 24.26 9.18 1.80 | 0.41 13.78 4.00 0.82
50,200 14.03 55.47 38.09 14.21 | 2.11 51.11 27.54 3.18 | 0.70 42.19 12.02 2.67 | 0.33 11.29 3.31 0.45
100,200 | 10.71 56.15 4096  10.71 | 1.76 55.20 33.70 1.78 | 0.52 44.45 13.49 0.67 | 0.17 0.81 0.24 0.19
100,500 | 6.71 137.57 98.23 6.71 1.14  124.90 66.78 1.17 | 0.42 85.08 19.62 0.42 0.19 0.30 0.21 0.18
200,500 | 10.39 138.13 109.74 10.39 | 0.89 133.20 84.40 0.89 | 0.24 83.62 21.88 0.24 | 0.11 0.11 0.15 0.11
r=4
a=0.25 a=0.5 a=0.75 a=1
N, T k ksxw kioi kews | k kpxw kioi  kers | K kpxkw  kioi  kews |k ksxkw ki1 kcrs
50,100 16.22 28.64 18.21 9.92 | 4.89 27.08 11.97 4.54 | 0.98 24.00 5.15 1.59 0.34 16.51 2.11 0.59
50,200 17.47 55.71 34.42 37.89 | 3.28 50.57 18.99 16.51 | 0.68 40.74 5.64 5.89 | 0.37 19.58 1.45 5.05
100,200 | 13.01 56.88 36.60 13.13 | 1.74 54.15 26.23 1.84 | 0.43 46.23 7.01 2.59 0.16 5.65 0.41 2.38
100,500 | 6.16 136.25 88.31 6.16 1.24 124.41 46.62 1.28 | 0.33 77.71 6.32 0.53 0.11 1.40 0.19 0.15
200,500 | 7.27 141.48 104.82 7.27 | 0.81 134.30 61.25 0.81 | 0.19 93.13 10.15 0.30 | 0.09 0.09 0.12 0.09

Note: k is our LS estimator with a known T, kpxw is Baltagi, Kao, and Wang’s (2017) estimator with 7 factors, ks_; is the LS estimator using
7 — 1 factors, where # is the full-sample estimator for r using Bai and Ng’s (2002) IC)1, and kcps is the LS estimator using 71 pre-break factors
and 79 post-break factors, where #; and 75 are determined by the method of Cheng et al. (2016).
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Table 2B: Probability of correct estimation under DGP2

r=2
a=0.25 a=0.5 a=0.75 a=1
N, T k ksxw  kio1 kers | k Esxw kit kers | k ksxw  kio1 kors | Kk ksxw  kio1 kors

50,100 | 0.21 0.01 0.02 0.03 | 0.48 0.01 0.05 0.11 | 0.75 0.08 0.16 0.36 | 0.87 0.66 0.81  0.61
50,200 | 0.25 0.01 0.02 0.25 | 0.55 0.01 0.05 0.55 | 0.76 0.12 0.22 0.76 | 0.88 0.77 0.84  0.88
100,200 | 0.29 0.00 0.01  0.29 | 0.59 0.01 0.02 0.59 | 0.85 0.20 0.32 0.85 | 0.94 0.92 0.92 0.94
100,500 | 0.35 0.00 0.01  0.35 | 0.61 0.01 0.03 0.61 | 0.86 0.38 0.54 0.86 | 0.93 0.92 091  0.93
200,500 | 0.34 0.00 0.00 0.34 | 0.73 0.00 0.01 0.73 | 0.91 0.73 0.85 091 | 0.97 0.97 0.96 097

r=23
a=0.25 a=0.5 a=0.75 a=1
N,T k ksrw  kioi kers k kprw ki kers k ksxw  kio1 kers k kexw  kio1 kers

50,100 | 0.19 0.02 0.03 0.13 | 0.46 0.02 0.10 0.29 | 0.73 0.05 0.25 0.54 | 0.90 0.41 0.73  0.80
50,200 | 0.25 0.01 0.03 0.25 | 0.54 0.03 0.10 0.54 | 0.80 0.06 0.29 0.79 | 0.92 0.57 0.82  0.88
100,200 | 0.29 0.01 0.01  0.29 | 0.58 0.01 0.06 0.57 | 0.87 0.06 0.28 0.84 | 0.98 0.89 0.96  0.97
100,500 | 0.36 0.00 0.02 0.36 | 0.68 0.01 0.05 0.68 | 0.89 0.08 0.32 0.89 | 0.97 0.94 0.96 097
200,500 | 0.32 0.00 0.01 032 | 0.76 0.00 0.02 0.76 | 0.95 0.21 0.43 0.95 | 0.99 0.99 0.98  0.99

r=4
a=0.25 a=0.5 a=0.75 a=1
N, T k Eprw kiv kcrs k kprw kiv kers k kexw ki1 kers k Eprw kEiov kers

50,100 | 0.13 0.01 0.04 0.12 | 0.38 0.03 0.15 0.31 | 0.73 0.05 0.39 0.58 | 0.93 0.30 0.74  0.85
50,200 | 0.20 0.01 0.04 0.14 | 0.53 0.03 0.16 0.40 | 0.78 0.06 0.42  0.65 | 0.92 0.34 0.74  0.79
100,200 | 0.24 0.01 0.02 0.24 | 0.57 0.01 0.09 0.56 | 0.89 0.04 0.37 0.85 | 0.98 0.72 0.95 0.92
100,500 | 0.34 0.00 0.02 0.34 | 0.66 0.01 0.11 0.66 | 0.92 0.04 0.44 0.87 | 0.99 0.88 0.97  0.98
200,500 | 0.31 0.00 0.01  0.31 | 0.78 0.00 0.05 0.77 | 0.97 0.03 0.35 0.96 | 0.99 0.99 0.99  0.99

Note: k is our LS estimator with a known r, kpxw is Baltagi, Kao, and Wang’s (2017) estimator with 7 factors, ks_; is the LS estimator using
7 — 1 factors, where # is the full-sample estimator for r using Bai and Ng’s (2002) IC}1, and kcrs is the LS estimator using 7 pre-break factors
and 79 post-break factors, where #; and 75 are determined by the method of Cheng et al. (2016).



Table 3: Coverage probabilities of the bootstrap confidence intervals

r=2

a=0

a=0.25

a=0.5

N, T

90%

95%

99%

90%  95%

99%

90%

95%

99%

50,100
50,200
100,200
100,500
200,500

0.856
0.890
0.886
0.882
0.918

0.930
0.946
0.956
0.942
0.970

0.988
0.994
0.988
0.994
0.992

0.898 0.956
0.898 0.950
0.910 0.966
0.928 0.968
0.904 0.942

r=3

0.992
0.996
0.992
0.992
0.988

0.924
0.950
0.956
0.940
0.984

0.956
0.964
0.980
0.970
0.990

0.990
0.996
0.994
0.998
0.996

o =

a=0.25

a=0.5

N, T

90%

95%

99%

920%  95%

99%

90%

95%

99%

50,100
50,200
100,200
100,500
200,500

0.742
0.822
0.840
0.862
0.868

0.856
0.924
0.926
0.932
0.936

0.968
0.984
0.992
0.986
0.992

0.814 0.888
0.868 0.934
0.850 0.950
0.914 0.958
0.928 0.962

56

0.978
0.986
0.992
0.996
0.992

0.898
0.926
0.950
0.936
0.958

0.950
0.958
0.968
0.978
0.984

0.992
0.998
0.994
0.994
0.992



