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ABSTRACT. Stemming from the stochastic Lotka-Volterra or predator-prey
equations, this work aims to model the spatial inhomogeneity by using stochas-
tic partial differential equations (SPDEs). Compared to the classical models,
the SPDE models are more versatile. To incorporate more qualitative features
of the ratio-dependent models, the Beddington-DeAngelis functional response
is also used. To analyze the systems under consideration, first existence and
uniqueness of solutions of the SPDEs are obtained using the notion of mild so-
lutions. Then sufficient conditions for permanence and extinction are derived.

1. Introduction. The predator-prey models or Lotka-Volterra equations have a
long history and have been widely studied because of their importance in ecology.
Such models have also been used in for example, statistical mechanics and other
related fields. In 1925, the model was first introduced in [22] as follows

%f) =[Ut)(a—bV(t))],
%it) =[Vt)(—c+ fU®))].

To improve the model, the prey and predator self-competition terms have been
added to the original model while different types of functional responses such as
Holling types I-III [17], ratio-dependence type [4], and Beddington-DeAngelis type
[5, 13], etc., have also been considered. Recently, Li et al. studied a predator-prey
system with Beddington-DeAngelis functional response in [20], in which the density
functions are spatially homogeneous. The model is represented by

d%t) = [U) (@ ~bU() - — ;;%%szlgv (t)}, t>0,
dv (t) UV (1)
T = VO bV O) ) 2O
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where a;, b;, ¢;, and m; are positive constants. Although significant progress has
been made, it is well recognized that noise effect often needs to be taken into consid-
eration and that allowing spacial inhomogeneous variation could improve the model
further. To take environment noise into consideration, one considers a stochastic
differential equation model as follows

UMV ()
mi + mgU(t) + m3V(t)

dv(t)= [V(t)( —az = bV (1) + my + 7222((]](8)V+(t2n3v(t)

dU(t):[U(t) (a1 — byU (1)) — }dt o U dB (1), > 0,

}dt—l—UgV(t)ng(t),t >0,

where Bj(t) and Ba(t) are independent and real-valued Brownian motions, and oy
and o # 0 are intensities of the noises. Such a problem has been studied in [15].
In fact, the study is related to what is known as Kolmogorov systems, which has
a wide range of applications in ecology [14], epidemiology, as well as other fields
such as social networks. The long-time behaviors have been characterized by pro-
viding a threshold between extinction and permanence. To make the model more
suitable for a wider class of systems, it is natural to include spatial dependence.
In the deterministic setup, it has been shown that not only is the spatial inhomo-
geneity mathematically interesting, but also it is crucially important for practical
concerns. Taking the spatially inhomogeneous case into consideration, a predator-
prey reaction-diffusion system takes the form

%U(t, z)=d1AU(t, ) + U(t, x) (al(ac) — b1 (2)U (%, x))
B c1(2)U(t, )V (t,x)
5 my(z) + me(2)U(t,x) + ms(z)V (¢, x)
aV(t, z) = o AV (t,x) + V(t,2)( — az(z) — ba(z)V (¢, 7))
co(z)U(t, 2)V (¢, )
my () + me(x)U(t, x) + ms(z)V (¢, x)
0,U(t,x) =9,V(t,z) =0 on Rt x 90,
U(z,0) = Up(x),V(z,0) = Vo(x) in O,

inR* x O,

inRt x O,

where A is the Laplacian with respect to the spatial variable, O is a bounded smooth
domain of R! (I > 1), 8, denotes the directional derivative with the v being the
outer normal direction on 00, and d; and ds are positive constants representing
the diffusion rates of the prey and predator population densities, respectively. In
contrast to the previous cases, in lieu of constant values, a;(x), b;(z), ¢;(z), and
m;(x) € C?(O,R) are allowed to be positive functions. Recently, spatially hetero-
geneous systems have been widely studied; see [2, 16, 19, 18, 23, 29] and reference
therein. It has been demonstrated that including spatial inhomogeneity has pro-
vided better models with high fidelity. As argued in [24], a fundamental problem
faced by ecologists is that the spatial and temporal scales at which measurements are
practical. Much evidence demonstrates the importance of interactions and disper-
sal, and the importance of including spatial dependence in the formulation. In the
aforementioned paper, the authors proposed a specific spatially dependent model.

This work presents our initial effort in treating random environmental noise, as
well as taking into consideration of spatial inhomogeneity. In view of the progress
to date, this paper proposes and analyzes a predator-prey model under stochastic
influence and spatial inhomogeneity. We consider a stochastic partial differential
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equation model with initial and boundary data as follows
dU(t,z) = [dlAU(t, ) + Ut,7) (a1 (z) — by (2)U (¢, 7))
61(1')U(t,.’£)‘/(t,1’) .
- dt t,x)dWi(t R*
(@) + ma @)U (6 7) + mg(x)V(t,x)} + Ut 2)dWi(t @), inRT <O,

dV(t,z) = [dQAV(t, 2) + V(t,x)( — as(x) — ba(2)U(t, )

n co(x)U(t, x)V (E, x)
my(x) + me(x)U(t, ) + ms(x)V (¢, x)
A,U(t,x)=08,V(t,z) =0, on RT x90O,

}dt FV(t2)dWal(t, ), inR* x O,

U(z,0) = Up(x),V(z,0) = Vy(x), for z€O,

(1.1)
where Wy (¢, z) and Wa(t, x) are L?(O, R)-valued Wiener processes, which represent
the noises in both time and space. We refer the readers to [11] for more details on
the L?(O, R)-valued Winner process.

The rest of the paper is arranged as follows. Section 2 gives some preliminary
results and also formulates the problem to be studied precisely. Section 3 establishes
the existence and uniqueness of the solution of the associated stochastic partial
differential equations as well as its positivity and its continuous dependence on initial
data. Section 4 introduces a sufficient condition for the extinction and permanence.
Finally, Section 5 provides an example.

2. Formulation and preliminaries. Let O be a bounded domain in R! (I > 1)
having a regular boundary and L?(O,R) be the separable Hilbert spaces, endowed
with the scalar product

<U1,1)1>L2(07R) Z:/ Ul(l')’l)l(l')di[,
(@]

with the corresponding norm /(-,-). We say u; > 0 if uj(z) > 0 almost ev-
erywhere in O. Moreover, we denote by L?(0,R?) the space of all functions
u(x) = (u1(z),uz(x)) where uy,up € L?(O,R) endowed with the inner product

(u,v)L2(0,R2) ::/O<u(x),v(x)>R2dx:/O(ul(x)vl(x)+u2(x)v2(x))dx

= (u1,v1)12(0,R) + (U2,V2) L2(0O R),

where u(z) = (ui(r),us(r)) and v(x) = (vi(x),v2(z)). Then L?(O,R?) is also a
separable Hilbert spaces. In addition, for € > 0,p > 1, denote by W&P(O,R?) (as
well as WeP(O,R)) the Sobolev-Slobodeckij space (the Sobolev space with non-
integer exponent).

Let {Q,f, {]—'t}tZO,IP’} be a complete filtered probability space, LP(Q2;C([0,¢],
L?*(0O,R?))) be the space of predictable processes u that takes values in C([0,1],
L?(0O,R?)), P-a.s. with the norm

lulf,  ==E sup [u(s)[72(0pe) -
s€[0,t]
Assume that {By1(t)}72, and {Bg 2(t)}72, are independent sequences of {F;}¢>0-
adapted one-dimensional Wiener processes. Fix an orthonormal basis {ex(x)}72
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in L?(O,R) and assume that it is uniformly bounded in L>(O,R), i.e.,

Cy := supesssup |ex(x)] < co.
keN zeO
We define the infinite dimensional Winner processes W;(t), the driving noise in
equation (1.1) as follows

Wi(t) = Z VAkiBgi(t)er, 1=1,2,
k=1

where {A;,;}32,, (i = 1,2) are sequences of non-negative real numbers satisfying
(o)
A= Mg <oo, i=1,2. (2.1)
k=1

To proceed, let A; and Ay be Neumann realizations of d;A and dpA in L*(O,R),
respectively, where the Laplace operator is understood in the distribution sense; see
[11, Appendix A]. Then, A; and As are infinitesimal generators of analytic semi-
groups €'t and et42 respectively. In addition, if we denote A = (A;, Ay), then
it generates an analytic semigroup et = (ef41 et42). In [12, Theorem 1.4.1], it is
proved that the space L'(O,R?) N L>=(O,R?) is invariant under e!“, so that e**
may be extended to a non-negative one-parameter semigroup e4(®) on LP (O;R?),
for all 1 < p < oco. All these semi-groups are strongly continuous and consistent
in the sense that etA(P)y = 4@y for any u € LP(O,R?) N LI(O,R?); see [7].
Henceforth, we suppress the parameter p and denote e'4(®) as e*4 whenever there
is no confusion. Finally, we recall some well-known properties of operators A; and
analytic semi-groups e*4¢ for i = 1,2 as follows

e Vu € L?(O,R) then fg e*4iuds € D(A;) and Ai(fg esAiuds) = etdiu — u.
e By Green’s identity, it is possible to obtain Vu € D(4;), [, Aju(x)dz = 0.
e The semigroup e'4 satisfies the fowling properties

A A
| €] o0 2y < €l (o mey and [€ 0 2 oy < €l a0 g2y - (2.2)

e For any t,e > 0, p > 1, the semigroup e/ maps L?(O,R?) into WeP(O, R?)
and Vu € LP(O,R?)

|etAu}g7p <c(t A1)7E/? ule (o R2) - (2.3)

for some constant ¢ independent of wu, t.

For further details, we refer the reader to the monographs [3, 12, 26] and references
therein.
We rewrite (1.1) as a stochastic differential equation in infinite dimension

dU(t):[AlU(t) FU) (1 = U ()~ 732UU((tt))V_|Et7)n 3V(t)]dt+U(t)dW1 (t),
WV O=[A42V O+V (O~ a2 82V (0) +—— ;2;{](3)‘/4%3‘/ 0 Jat+v (@aws ),

U(0) = Us, V(0) = V.
(2.4)
As usual, we follow Walsh [28] to say that (U(¢), V(¢)) is a mild solution of (2.4) if
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U(t) = e Up+ /0 elt=9)4 {U(s)(al — b U(s))
3 aU(s)V(s
. my + maU(s) + msV (s)
V(t) = e 2V + /0 elt=)4z2 {V(S)( —az — b V(s))
caU(s)V (s
my + maU(s) + msV (s)

]ds—l—WU(t),

]ds—l—WV(t),
(2.5)
where
Wo (t) = /O (=DM ()dWy(s) and Wi (t) = /0 =022 () AW (s),

or in the vector form

Z(t) = e Zy + /t EDAR(Z(s))ds + Wy (t), Zo= (Uo, Vo),  (2.6)
0
where Z(t) (U(t) V (1), €42y := (e Uy, e2Vy), Wz (t) = (Wy (t), Wy (t)) and
2)), et=IAR(Z) = (e~ NF(Z), et =942 Fy(Z)) where

e
N
'H'
N

ClUV

Fl(Z) = U(a1 — blU) — ma + sz + m3V,

CQUV
mi1 +moU + m3V.

FQ(Z) = V(—a2 — bgV) +

Remark 1. The first integrals on the right-hand sides of (2.5) are understood as
Bochner integrals while Wy (t), Wy (¢) are the stochastic integrals (stochastic convo-
lutions); see [11]. Moreover, U(s) and V (s) in the stochastic integrals are understood
as multiplication operators. The calculations involving vectors are understood as
in the usual sense.

For many problems in population dynamics or ecology, an important question
is whether an individual will die out in the long time. That is, the consideration
of extinction or permanence. Since the mild solution is used, let us modify some
definitions in [25] as follows.

Definition 2.1. A population with density u(¢, x) is said to be extinct in the mean
if
lim sup]E/ u(t, z)dx = 0,
o

t—o0
and that is said to be permanent in the mean if there exist a positive number 3\, is
independent of initial conditions of population, such that

limsupE/ u?(t, x)dr > 5.
t—o0 O

In what follows, for convenience, we often suppress the “in the mean” when we
refer to extinction and permanence in the mean, because we are mainly working
with mild solutions.
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3. Existence, uniqueness and positivity of the mild solution. Since the co-
efficients are non-Lipschitz and faster than linear growth, the existence and unique-
ness of the mild solutions are not obvious. Although the existence of the mild
solution of reaction-diffusion equations with non-Lipschitz term were treated in [8],
we cannot apply directly the result in this paper since our coefficients do not satisfy
the conditions in [8]. However, we can follow the method in [8] by considering the
coeflicients in each compact set so that they are Lipschitz continuous and therefore
we will define the solution using these solutions. In what follows, without loss of
the generality we can assume |O| = 1 for simplicity. Moreover, we also assume that
the initial values are non-random.

Theorem 3.1. For any initial data 0 < Uy, Vo € L=(O,R), there exists a unique
mild solution (U(t),V(t)) of (2.4) belongs to LP(Q;C([0,T],L?(O,R?))) for any
T > 0,p > 1. Moreover, the solution is positive, i.e., U(t),V(t) > 0 for any t and
depends continuously on initial data.

Proof. In this proof, the letter ¢ denotes positive constants whose values may change
in different occurrences. We will write the dependence of constant on parameters
explicitly if it is essential. First, we rewrite the coefficients by defining

c1(z)uw
mi(x) + ma(z)u + mz(x)v

fl(l',U,’U) = u(al(l') - bl(CC)U) —

)

=v(—as(x)— z)v Cz(l‘)uv
falw,u,v) = v( = a2(@) = ba(2)o) + o e

where f; : O x R x R — R. For each n € N, we define

fi(x,u,v) if |(uav)|]1{2 Sn,

Fni = filz n o if  |(u,v >n
(o o o) 1wk

For each n, fn(z,,-) = (fa1(z,), fr2(z,-,-)) : R — R? is Lipschitz continuous,
uniformly with respect to « € O, so that the composition operator F,(z) associated
to fn (with z(z) = (u(z), v(z))),

Fo(2)(@) = (Fa1(2) (@), Fr2(2)(2)) = (fa(@,2(2), faz2(z, 2(2))), 2 € O,
is Lipschitz continuous in both L?(0,R?) and L*>°(0O,R?).

We proceed to consider the following problem

dZn(t) = [AZn(t) + Fn(Zn(t))] dt + Zn(t)dW(t)a Zn(o) = (U07 V0)7 (31)

where Z,,(t) = (Un (1), Va(t)), AZn(t) := (A1Uy(t), A2V, (t)) and
Zn()dW () := (Up (£)dW1(t), Vi (8£)dWa (2)).

Since the coefficient in (3.1) is Lipschitz continuous, by contraction mapping ar-
gument (see [25, Proof of Theorem 3.1] or [11]), we obtain that the equation (3.1)
admits a unique mild solution Z, (t) = (Un(t), Vi (t)) € LP(Q; C([0,Tp], L*(O, R?)))
for some sufficiently small Tj. Therefore, for any finite 7' > 0, there is a unique
mild solution of (3.1) in LP(; C([0,T], L*(O,RR?))). To proceed, we will prove the
positivity of U, (t), V,,(t).

Lemma 3.1. For any initial condition 0 < Uy, Vo € L*(O,R), U,(t), V,(t) >
0, V¢t €0, T].
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Proof. Let (U (t

AU (t) [AlU*(t + Foy (U£(t) V0, ViE(E) V )}dtJr(U:;(t)\/O)dWl(t),
AV (1) [sz*(t + Fo(UE(E) V0, VA(t) V o)]dt+(vg(t)vo)dW2(t),
UZ(0) = Uy, V*(0) = Vp.

n

), V¥(t)) be the mild solution of the equation

(3.2)
For i =1,2, let A\; € p(4;), the resolvent set of 4, and R;(\;) := A\;R;(\;, A;), with
R;(\;, A;) being the resolvent of A;. For each small € > 0, A = (A1, \2) € p(A;) X
p(Az), by [21, Theorem 1.3.6], there exists a unique strong solution U, » (¢, ),
Ve (t, z) of the equation

AU e (t) = [A1Un e (8) + By () Pt (50( ™ Un e (1)), 2@ Vi 2 (1)) |
+Ry(A)e®(e 71Un)\s( ))dW1(t),
W (1) = [A2V e (1) + Ro(02) P2 (e0(e™ U e (1), (=™ Vi o (1)) |

+R2()\2)5@(E_1Vn))\’5( ))dWQ( ),
Une(0) = Ri(AM)Uo , Vire(0) = Ra(A2)Vo,

(3.3)
where ® : R — R is a function satisfying
® e C2(R), ®(&) =0if £ < 0and B(€) > 0if £ > 0,
eP(e7¢) - €V0 ase — 0.
For example,
0 if¢<o,
D(E) =365 -84 +66% if0< €<,
£ ifeE>1.
Combining with the convergence property in [21, Theorem 1.3.6], we have
Unee () Ve (t) = (U (1), Vi (1)) in LP(;C((0,T], L*(O,R?)))

for some sequences {Ax} C p(A1) X p(Az2) and as € — 0.
Now, as in [27], let

e-Ll <o,
p(§) = 7%,? if —1<&<0,
0 if¢&>0.

Then ¢”(£) > 0 V€ and @' ()@(&) = ¢"()P(E) = 0 V&€ Because R(\;, A;) is
positivity preserving, by virtue of It6’s Lemma ([9, Theorem 3.8]), we obtain

/ ©(Unre(t, ) dm—dl// Une(8,2)AUp A (8, x)dzds
= —dl/ / Unae ))|VUn,,\,5(s,x)\2d:ﬂds

Since @(&) > 0 for all £ < 0, we conclude that ¥n € N,e > 0,\ € p(A;) x p(Asz)
and Uy, xc(t) > 0 for all ¢ € [0,7]. Similarly, we obtain the positivity of V,, x(¢).
Hence, U(t), V.5 (t) > 0 for all t € [0,T] a.s. Since (U}(t), V,¥(t)) is the solution of
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(3.2) and is positive, U} (t) = U,(t), V,*(t) = V,(t). As a consequence, we obtain
the positivity of U, (), Vi, (). O

We are in a position to show that the sequence {Z,,}22; is bounded by the
following lemma.

Lemma 3.2. For alln € N then

E Sl[t)pt] |Zn(5)|ioo(o,m2) < Cp(t)(l + ‘ZO|Loo(o7]R2) ), (3.4)
sg|0,

where cp(t) is a positive constant that may depend on p,t but is independent of n.
Proof. Without loss of the generality, we need only consider p being sufficient large
such that we can choose simultaneously 3, > 0 satisfying

1 1 l 1

—<fB<z and -<e<2(B--).

P 2 P P

By the definition of mild solution, we have

t

Unt,) = 4 Un(o) + [ el By (U (5,2). Vs, 2))ds + W, (8.2),
0

where Wy, (t) = fot e(t=9)A17],, (5)dW, (s). Thus, since e’ is positivity preserving

and U, (t), V,,(t) are positive, by definition of F,, ; and (2.2), we obtain

|Un ()| e (0,r) = esssup [Un(t, )| = ess sup Un(t, z)
zcO zcO

t
= ess Sug [etAon(x) + / e(tfs)Aan,l(Un(s, x), Va(s,x))ds + Wy, (¢, x)]
S 0
' (3.5)
< ess sup {etAon(x) + / =AY, (s, 2)ay (x)ds + Wy, (t, :17)}
zeO 0

Un(s)‘ ds + ]WU,,, (1)

t
< C(t)(|UO|L°°(O,R) +/O

where c¢(t) is a constant depending only on ¢ and independent of n. By using a
factorization argument (see e.g., [11, Theorem 8.3]), we have

L (O,R) ‘LW(O,R)>,

. t
Wy, (1) = 3278 / (t — 8Pty (s)ds,
0

™

where
i, (o) = [ (s =0 Bele 00U, )i o).
0
It is easily seen from (2.3) and Hoélder’s inequality that
‘WUn (t) ‘s,p

t
_ —e/2
< ¢s / (t= )51 ((t = 5) A1) Y, (5)] oy 5

p—1

t b a o = t i
gcﬁ,p(t)(/o (= s) A1) 77O ) (/0 Yo ()1E 0. 5)

t 1
< Cﬁ,p(t)(/o Yy, (s)\ip(oyR) ds) " as.

(3.6)
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where cg ,(t) is some positive constant, independent of n. On the other hand, for
all s € [0,t], almost every z € O, we have

s oo
Yu, (s,z) = / (s —7)7 " Z Vi Mi(s,r k,x)dBy 1(r),
0 k=1

where

M (s,r, k) = eC™IN0, (r)ey.
Therefore, applying the Burkholder inequality, we obtain that for all s € [0,¢],
almost every z € O,

p
2

E|Yy, (s,z)" < cpE[/ (s —r)~2° Z)"“l |Miy (s, r, k,z)|” dr}
0 k=1

As a consequence,

t
E/ |YUn(3)‘Z£p(o,R) ds
’ t s (37)

< cp(t)/ IE(/ (s — )2 Xy sup | My (s, 7, k)&w(o R) dr) ® ds.
0 0 keN ’
Moreover, since the uniformly boundedness property of {ex}72; and (2.2), we have

Zlelg [Mi(s,r, k)|Loo(O,]R) <c |Un(7”)|Loo((9’R) ) (3.8)

for some constant ¢ independent of n, s, r, u,v. Combining (3.7) and (3.8) implies
that

pa
2

t t s
E / Yo, (5) 2 o 5 < (1) / E sup [Un(r)fs o ( / (s — vy 2ar) s
0 0 r€l0,s] 0

¢
SCB’p(t)/O E sup |Un(r)|7eor) ds.

rel0,s]
(3.9)
Since € > [/p, the Sobolev inequality, (3.6), and (3.9) imply that
t
E sup |WU7L(5)|Z£OC(O,R) < cp(t)/ E sup |Un(r)|IL’W(O,R) ds. (3.10)
s€[0,t] 0 relo,s]
Hence, we obtain form (3.5) and (3.10) that
¢ P
E sup |U,(s)|? - < e, |Uol? o +/Esup Unr‘ ds),
38 U6 0.) < o) Vol + | B sup [0}, ds)
(3.11)

for some positive constant ¢,(t) that is independent of n. Therefore, we obtain from
Gronwall’s inequality that

E Sl;)p] |Un(3)‘113;ao(o,11§) < Cp(t)(l + ‘U0|I£oo(o,]R) )’
s€|0,t

for some constant c,(t), is independent of n. Similarly, we have the same estimate
for V,,(¢t). Thus the Lemma is proved. O
Completion of the Proof of the Theorem. For any n € N, we define

G i=1nf{t 2 0: |2, ()] (0 r2) = N} (3.12)
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with the usual convention that inf ) = co and define ¢ = sup,,cy ¢». Then we have
P{¢ < o0} = lim P{¢ < T},
T—o00
and for each T >0
P{¢ < T} = lim P{¢, < T}.
n— oo
For any fixed n € N and T > 0, it follows from Lemma 3.2 that

1
P{(, < T} = IP{ SUp [ Zu ()] w022 > np} < —E sup |Zu(t)f o)
t€[0,T) ne tefo, 1) ’

< ep(T) (1 + | Zo o (0,2 )

npbP

It leads to that P{¢, < T} goes to zero as n — oo and we get P{{ = oo} = 1.
Hence, for any ¢ > 0, and w € {¢ = oo}, there exists an n € N such that ¢ < ¢, (w).
Thus we can define

Z(t)(w) = Zn(t)(w).
To proceed, we need to show that this definition is well-defined, i.e., for any ¢t <

Cn A Cm then Z,(t) = Zp,(t), P-a.s. For n < m we set (m,n = (o A (- By definition
of F,,, Fy,

if |2l eoprey S0 then Fy(2)(z) = Fin(2)(x) almost everywhere in O.

Therefore, we have
Zn(t A Cmn) — Zin(E A Cn)

tACm,n
_ / I (Fo(Za(5)) = Fun(Zn(9)) ) ds + W, 7, (£ o)
0

t
=zt (FZals o)) = o5 7 ) ) s
0
+ WZn_ZnL (t /\ Cmﬂl)’

where

Wao 2 0)i= ([ €O = U DAWi(6), [ eV (6) = V() Wa(s)).

0
Using a similar argument for getting (3.10), we obtain

E sup |VVznfzm (S A Cm,n)|zl)/oo(O7R2)
s€[0,t]

t (3.13)
< Cp(t)/ E sup |Zn(s' A Cnm) — Zm (s A Cmn) im(aRQ) ds.
0 s’€[0,s]

Therefore, combining with property (2.2), the Lipschitz continuity of F,,, and (3.13)
yields

E sup ‘Zn(s A Cm,n) - Zm(s A Cmm)'ioo(@,ﬂp)
s€0,t]
t
< Cpﬂn(t)/ E Sl[lp | 1Zn(8" A Gnn) = Zin(8" A Gnyn) iw(o,m) ds.
0 s’€[0,s

Gronwall’s inequality implies that Z,,(t A Gmon) = Zm(t A Cm,n) VE or
Zo(t) = Zin(t),  YE< Cn Ao (3.14)
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It is clear that the process Z(t) defined as above is a mild solution of (2.6). Indeed,
for any t > 0, w € {¢ = oo} then there exists n € N such that ¢t < ¢, and

Z(t) = Zy(t) = e Zy + / t AR (Z,(s))ds + W, (t)
0

t

=7+ / e=IAR(Z(s))ds + Wy(t).
0

Next, we prove that such solution is unique. If there exists an other solution Z (t) of

(2.6). By the argument in the processing of getting (3.14), it is possible to obtain

Z(tAC) = Z(ENCG), YneNt>0.
Since ¢, — oo as n — oo P-a.s., we get Z(t) = E(t) Finally, we show that Z(t) €
LP(Q;C([0,T], L2(O,R?))). Indeed, for any p > 1,T > 0,

sup |Z(t)|]z2(o,R2) = nlggo Sup |Z(t)|1[7,2(O,R2)1{T§Cn}
t€[0,7] t€[0,T]

= i sup 1 Z0Oliom Lrsey-
Hence, by the boundedness of Z,,(t) in Lemma 3.2, we obtain that the equation (2.5)
admits a unique mild solution Z(t) = (U(t),V(t)) € LP(;C([0,T], L*(O,R?))).
The positivity of U(t), V(¢) follow positivity of U, (t), V, ().

To complete the proof, we prove that the solution depends continuously on initial
data. For convenience, we use superscripts to indicate the dependence of the solution
on initial values. Let Z*1(t), Z*2(t) and Z?'(t), Z72(t) be the solutions of (2.6) and
(3.1) with initial conditions Z(0) = Z,,(0) = z; and Z(0) = Z,(0) = 29, respectively.
As in the proof of the first part, since the Lipschitz continuity of F,, it is easy to
obtain that

|Z2 — 72 ZZT < epp(T) |21 — ZQ\ZQ(O’RQ) . (3.15)
Consider the stopping times ¢Z' and (?? as in (3.12), we have
|z — 7%}, =E sup 127(8) = 22(s) 120 L ac2>T)
S

+E sup |Z7(s)— Z%(s )‘L2(O,R2) 1{(21/\C?ST}
s€[0,T]

z z z z z ¥4 1/2
<\zp-z2p, v o (11270, +1271, ) )Pl A < T
(3.16)
Moreover, it follows from (3.4) that

PIGH NG ST) S Py (235 miome) 2 PHPL S 173200 0 2 1)
s€[0,T s€[0,T)
ca(T) 4 4
< A (1 + |Z1‘LOO(O,R2) + |22|LOO(OJR2) )

Therefore, by applying (3.4) once more, we obtain from (3.16) and (3.15) that

z z C(T) 2 2
‘Z 1 _ g 2|P S Cn, (T) ‘Zl _22|2£2(O,]R2)+F<1+|Z1|€1(0,R2)+|22‘it°(0,R2))'
(3.17)
Hence, for any fixed z; € L>(O,R?) and ¢ > 0, we first find 7 € N such that

C(T)

+2 +2 £
(1 + |21\IL}0<> (or2) (1+ |21 poe (0, r2) )p ) <35
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By determining 0 < 6* < 1 such that
€
cnp(T) 21 = 22lL20 pey < 5 Whenever |21 = 2|20 pey < 37
the continuous dependence of the solution on initial values is proved. O

Remark 2. We have following observations

(i) As the above proof, we note that the results in Theorem 3.1 still hold if we
replace the space LP(Q;C([0,T], L*(O,R?))) by LP(Q;C([0,T], L1(O,R?)))
for ¢ > 2 (with ¢ = co is allowed).

(ii) From now, the solution Z,(t) of (3.1) is called as “truncated solution” of
equation (2.6). By the same argument in the processing of obtaining (3.17),
we conclude that

t
Z = Zuly, , < %}Zz# for some constant ¢, z,(t) being independent of n.

As a consequence
nhﬁngo |Z — Zn|Lt,p =0.
4. Sufficient conditions for extinction and permanence. In this section, we
investigate the longtime behavior of system (2.4) by providing sufficient conditions
for extinction and permanence. Because we can not apply It6’s formula to the mild
solution as usual, it is very difficult to calculate and estimate. Following our idea in
[25], we approximate the mild solution (U(t),V (t)) of (2.4) by a sequence of strong
solutions (see [11] for more details about strong solutions, weak solutions, and mild
solutions). Consider the following equation

k=1

(4.1)
Denoted by E the Banach space C(O,R?) and by Ag the part of A = (A1, A) in E.
Since we assumed the domain O has regular boundary in our boundary condition,
D(Ag) is dense in E; see [11, Appendix A.5.2]. Moreover, we use the following
notation:

Vu e C(O,R), |ul" :=supu(x), |ul,:= inf u(z),
€O zeO

1/p
Yu € LP(O,R), u >0, \u|p::</up(m)dx) ,p=1,2,...
o
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Proposition 4.1. Assume that for each k € N, e, € C?(O, RL. For any 0 <
(Uo, Vo) € D(Ag), equation (4.1) has a unique strong solution Z(t) = (Un(t),

Va(t)). Moreover, the solution is positive, i.e., Up(t),V,(t) > 0 and for any finite

T'> 0, (Ua(t), V2lt) € 2(92,C(0,T), B)).
Proof. We apply the results in [10] or [11, Section 7.4] by verifying certain condi-
tions. Define the following linear operators in L?(O,R?)

B (u,v) := («/)\k,leku, \//\kgekv),D(Bk) =L*(O,RH),1<k<n,

1= o
c;:Afﬁkz;lkaL D(C) = D(A).

First, the operators By generate mutually commuting semi-groups and all above
operators and their restrictions on E generate strongly continuous and analytic
semi-groups; see [11, Appendix A.5.2] or [3, Chapter 2]. As a result, the conditions
H,, Hy(a), Ho(b') in [10] are satisfied. Moreover, by the arguments in [11, Example
6.31], we can conclude that the condition Hs(c) in [10] is also satisfied. Second, it
follows from [10, Proof of theorem 2 and Appendix A] or [1] that we can modify
the condition Hy(e) in [10] by an alternative one, namely, Fg(X%) C X% for
some 01,0, € (0,3), where X? := D(—Cg)? is the domain of the fractional power
operator (—Cg)?, (—Cg) is the part of (—C) in E and Fg is the part of F in E

61W
mi + TI’LQU + mgv
By [11, Proposition A.13], we have for all ; > 65 € (0,1)
D((—CE)Ol) C DCE (917 OO) C D((—CE)GQ),

where D¢, (01,00) is defined as in [11, Appendix A] and by [11, Appendix A.5.2,
p. 399

UV }

F(U,V)=|U(1+a;—b,0) — — .
( ) |: ( au=nsy my + moU +m3V

,V(l—ag—bQV)—‘r

_ 1
D¢, (01, 00) = C*1 (O, R?) if 6, € (0, 5),

where C?%1(O,R?) is a Hélder’s space. Since the space C2%1(0O,R?) satisfies that
u,v € C?1(O,R?) implies wv € C?%1(0,R?), we obtain that Fr(X%) c X0
for some 0y < 6, € (0, %) Finally, it is needed to verify the monotonicity type
hypothesis Hs(d'), namely, there exists 7 € R such that for any @ > 0, s € R and
Z = (U,V) € E then

where B = Z By,. (4.2)
k=1

’7|E < |7 - a(e_BSFE(eBsf) —nZ) |E ,
It follows from [10, Proof of Theorem 2|, this condition is needed to guarantee
the strict solution of abstract problem (6) in [10] does not explode in finite time.
Although reference [10] only focused on the existence and uniqueness of the strict
solution of equation (6), substituting coefficients in the system we are considering
into (6) of [10], a similar proof as in Lemma 3.1 leads to the positivity for the
solution of (6). Hence, we need only verify the condition (4.2) for Z = (U,V) € E
with U(z),V(z) > 0 almost everywhere in O or U(z),V(z) > 0 Vz € O. As a
consequence, by choosing 7 > max {1 + [a1|",1+ ‘7%“2 ’*}, (4.2) is clearly satisfied.
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Therefore, the existence and uniqueness of strong solution are obtained by applying
the results in [10]. It is similar to Lemma 3.2, we have for any finite 7' > 0, p > 1,

(Un(t), V(1)) € LP(,C((0, T), E)).
O

Proposition 4.2. For any t > 0, p > 2 and non-negative initial data (Uy,Vy) €
D(Ag), we have

Jim EJU(6) = Ta(205) = 0, (4.3)
and
Tim E[V(t) = V()] }2 05 = 0, (4.4)

where Z(t) = (U(t),V(t)) is the mild solution of (2.6) and Z,(t) = (U, (t), V()
is the strong solution of (4.1).

Proof. In this proof, the letter ¢ still denotes positive constants whose values may
change in different occurrences. We will write the dependence of constant on pa-
rameters explicitly if it is essential. It is similar to Lemma 3.2, we can obtain

E sup |Zn(s)|ioo(o R2) < Cp,z,(t) for some constant ¢, z,(t), is independent of n.
s€[0,t] ’

Therefore, as in part (ii) of Remark 2, we also obtain a similar convergence for the
solution Z,(t) of (4.1) and their truncated solutions. Moreover, this convergence
is uniform with respect to n. So, without loss of the generality, we can assume the
non-linear term F' is Lipschitz continuous in this proof since we can approximate
solutions of (2.6) and (4.1) by their truncated solutions.

First, we still assume that each k € N, e;, € C%(O, R). Because a strong solution
is also a mild one, we have

t
Zn(t) = e Zy + / IR (Z(s))ds + Wy (t), Zo = (Us, Vo), (4.5)
| ,

where W5 (t) = (W (t), Wy (t)) and

n t
t) :ZAM/O e =M, (s)dBy.1(s),
k=1

n t
H=3 Ao /0 DA (5)dBy o (s).
k=1

By the same argument as in the processing of getting (3.10), we obtain
t [e’e)
Wz =Wy |, gcp(t)/ Z = Z,|, ds+cp(t) Y (et +Me2) 2], - (4.6)
L,p 0 P :n
Subtracting (2.6) side-by-side from (4.5) and applying (3.4), (4.6) allows us to get

t
|Z_7"|Lt,p < CZLZU( )(Z(/\k 1 +)\k2 / |Z Zn d3>7

for some constant ¢, z,(t) independent of n. Hence, it follows from Gronwall’s
inequality that

oo

Z — Zn ’Lt CP,ZU()[Z(/\k,lJF)\kQ)] (4.7)

k=n
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By (2.1), it is seen that

Tim Y (A + Akp) =0, (4.8)
k=n

Thus, we obtain from (4.7) and (4.8) that

lim |Z—Z,|,, =0.

n—oo

As a consequence, for all t > 0,p > 2

lim E|Z(t) - Zn(t)|1;2(o’R2) =0.
Now, as the above proof, by the fact C>°(O, R) is dense in L?(O,R), we can remove
the condition e, € C%(O,R). To be more detailed, we will first approximate the
mild solution of (2.6) by a sequence of mild solutions of (4.1) without the condition
er € C%(O,R) and then these solutions are approximated by the strong solutions of
(4.1) with condition e € C?(O,R) V1 < k < n. Therefore, from now, to simplify
the notation, we will approximate directly the mild solution of (2.6) by the strong
solutions of (4.1). Equivalently, without loss of the generality, we may assume that
er € C%2(O,R) Vk = 1,2, ... as far as the approximation is concerned. O

Remark 3. Combining Remark 2 and the above proof, the convergence in Propo-
sition 4.2 still holds in the space LP(Q; C([0,T], L>°(O,R?))). In more details, by
the same arguments, it is possible to obtain that for any finite 7> 0, p > 1

. oa p —
Jm B sup |2(5) = Zn(5) 1o ) = O

Now, for each m € N,m > |Ui0 ) (if they are finite), let

’LOO((’),R)’ |Vio ’LOO(O,R

1
7 = inf {t > 0 : there exists 1 <P < oo such that / ———dr > m? Vp > ]3},
oU,(t )
. . _ 1 2 _
nr = inf {t > 0 : there exists 1 <P < oo such that / ———dx >mP Vp > p}.
oV, (t,x)

It is easy to see that for any fix n € N, the sequences 7}, and 7;,, are increasing in
m. Hence, we can define

n : n n : n
" = lim T = lim .
o0 m m 7700 m—s nm

Lemma 4.1. If ’ULO < o0, then for all n € N,

n _ N _—
To = 15 = 00 a.8.

‘LN(O,R) < o and ’V%)‘Loo(a]&)

Proof. First, we prove that Vn € N, 720 = oo a.s. Indeed, if this statement is false
then there exist ng € N and two constants Tp > 0 and g € (0, 1) such that

P{r2° <Tp} > eo.
Therefore, there is an integer mg such that P(Q5") > &9, Vm > mg, where

O = {0 < Tyl (4.9)
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Using It6’s Lemma ([9, Theorem 3.8]) and by direct calculations, we have
1
o U, (tATD, )

B 1 ) tAT —p
a /O Ug(x)d " /0 /O UZH(S,JU)
x (dlAUn(s,x) + Unls,2) (a1 (x) — by (2)T (s, ))
B cl(x)@(s,x)vn(s,x) _
my(x) + me(x)Un(s,2) + mg(z)V (s, x
LTS [ op DA @, (s2)
*y /0 Z/O Up+2(s,x) ded

k=1 n

Jrzn:/wz,; [\/H/ W(lz]dm,l(s) (4.10)

- A
/U,, dx+/ / pdy Unl )dxds

) dxds

t/\T
/ / K1 +pKs + |b1|*Un(s,x))dxds
+Z/W [W/ pek(m)dm}dB (s)
/o "o Th(s,x) o

k=1 n(S,$
where Ky = <]+ 280 g, = M8 and Ky(p) = p(Ky + pKa + [bi]"). In the
above, we used the followmg facts
—pd1 AU, VU (
/o pU;Jr(())d p—i—ld/’ (5,2) d <0 as.,
and

p * 77

= —pL (Kl + pKy + |b1]" Un(svx)>1{U(s,z)21}dx
o Ul (s, )

p * 77
+A m(Kl —I—ng + |b1| Un(S,,’L‘))l{U(S@)Sl}dQT

p(K1 +pKs + |b1]")
U, (s, )

Sp(Kl +PK2+|b1|*)+/ dz a.s.
o

Hence, (4. )) leads to

dx+tKs(p)+ Ks(p / /7da?ds
/U (tATR, /Up 3(p) + Kalp Ub (s ATh,x)
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Thus, Gronwall’s inequality implies that

1
E / < / L _du+ tEKs(p)] @)
o T (EAT 2) { (@) )]

Therefore, for each fixed t > 0 and Vn € N,

1 1/p
sup [E/ fpidx}
p>1 o U, (t AT, x)

1 /0 | Kitib*
gsup[/ Up( )dz+(pK1+p|b1| +p Kg)} (T 1K)

p=>1
= M(t) <
In particular,
1 1/p°
sup [E/ ﬂ,—dx] < M(Tp) ¥n € N. (4.11)
21t Jo U, (To AT, )

On the other hand, for all m > my,

1 1/p* 1 1/p
sup [E / fp—dx} > sup [Elgan / = dm}
p>1 OUnO(To AT, ) p>1 oUnO(TO/\Tﬁzo,x)

> mey.
(4.12)
We deduce from (4.11) and (4.12) that
M(Ty) > meg Vm > my.
This is a contradiction when m — co. Therefore
T =00 a.s. Vn € N.
Similarly, we obtain that
no, =00 as. Vn € N.
O
To proceed, we introduce following numbers
MC2 MC2
Hy = ‘al _a) 3G := inf [al(x) — c1(2) ] _3 100,
msg i« 2 z€0 m3(1‘) 2
A2 1
Ro=—laz|, — — + * . 12
20 | i g oy [ D )2 )

Theorem 4.1. The following results hold.
(i) For any initial values 0 < Uy, Vy € L=*(O,R). If

= inf {ag(x) _ @) }> 0,

* z€O

C2
ag — —
ma

then V(t) is extinct.
(ii) If Ho, Ro > 0 and non-negative initial values (Uy, Vy) € E satisfying

— < A e <
’ Uy ‘L“’(O,R) > ‘ Vo ‘L“’(O,R)

the individuals U(t) and V (t) are permanent.
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Proof. The proof for the first part is similar to [2

[
follows (2.5) and properties of stochastic integral
Proposition 2.9]) that V¢ > 0,

O<]E/Vtmd:c</V0 dx—i—/ / — ax(z )+cg(m)v(”))dms

ma(x)
§/ ()da:—ag—— / / V (s, z)dzds.
mo Ix
As a consequence, we have

Proof of Theorem 4.1]. It

5,
([11, Proposition 4.15] and [9,

(4.13)

E/ V(t,x)dx < —‘ag -
o

ma

t
*/ (/ V(S7$)d$> ds, Y0 < s <'t.
s O

Hence, it leads to that lim; . E fo V(t,x)dx = 0 with exponential rate or the class
V(¢) is extinct. Now, we move to the second part. Since the density of D(Ag) in E
and the continuous dependence on initial values of the solution, we can assume that
(Uo, Vo) € D(Ag). By Itd’s formula ([9, Theorem 3.8]) and by a similar argument
as in the processing of getting (4.10), we have

Ho(t/\r,"”)/ _ 1 da
1) Un(t/\T" {E)
+H0—CL1(1')

/Uol(il7 dx—i_/ ( o To(s.2) dx—i—/oln(x)dx)ds
+Z/ /O \/; dz|dBy (s)

n

< —dw+/ " 1by|, eHosds
/o Up(x) baly

n

+Z/MT}S e [/o \émek }dBk,l(S)-

i—Jo n(s, )

Therefore, taking expectations on both sides and letting m — oo, we obtain

E/;d < —Hof/ LI, + b1 -1 vVt >0,¥Yn €N
Oﬁn(t,x) Tr e OUO({E) X 11 H06H0t7 = U, Vn .

As a consequence,

. . 1 |b1|1
lim sup limsup E = dr < . 4.14
p p /OUn(t’x) <5 (4.14)

t—o0 n— oo 0

The convergence (4.3), the Holder’s inequality, and (4.14) yield

— H
limsup]E/ U(t,x)dx = limsuplimsupE/ U,(t,z)dx > =0
(@] (@]

t—o0 t—o0 n— 00 |b1|1
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So, the individual U(t) is permanent. Similarly, we also obtain from Itd’s formula
([9, Theorem 3‘8]) that

/ dJ; < e_QHot/ U2(z d
c1(z) 3)\1C' .
+6—2H0t]E/t o2Hos (2/ ma@ T o+ Hy—ay(z )dx
0 1)

Ui(s,x)
" 1
+21b1] /fidx>ds
o Up(s,x)

t
1
§€72H0t/ dr + 2 by |" 672H0t/ 62H°SE/ ———duxds,
o Uj(z) 0 o Un(s,x)

which implies that

1
hmsupE/ de < 672H0t/ 2
n—00 o Un(t’x) @] UO :,C)

. _ 1
+2|b1]7 e QHOt/ QHOS hmsupE/ fid:c}ds.
(@] Un(S,l’)

n—oo
(4.15)
Applying (4.14) to (4.15), we obtain
1 b1l b
limsuplimsupE | ———dz < % (4.16)
t—o00  n—o0o0 o0 Un(t7 gj) H
Since the definition of Ry and Ry > 0, there exists a § > 0 such that
A
|azl, ?2 —0
n 1
22" min {7 by ]y |20 |" + 05 & [bily/? (b [)/2] 28], + 6} + 6
s fo.
-2
(4.17)
~ ) 52 HZ§? .
Put § = mm{ 5 o 3 } By a contradiction argument, we as-
4lbaly A2 )2(10a]7)
sume that
limsup E / V2(t,x)dw < 5, (4.18)
t—o0 O
which means
limsup lim v Lt r)de < 5. (4.19)

t—oo N Jo

It follows from (4.19) that

— _ 1/2
lim sup lim supE/ ba(z)V iy (t, z)dx < \bgbhm sup lim sup (E/ Vi(t,x)dx)
o o

t—o0 n—00 t—o0 T—00
3
< |bol, 62 < <.

It implies that there exists a T such that

n—roo

limsupE/ bo(x)V,(t,x)de <5 Vi >T. (4.20)
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On the other hand, it follows from Hoélder’s inequality, (4.16), and (4.19) that

Valt,
lim sup lim sup E/ K ( x)d:c
(@] Un(t,llf)

t—o0 n—00
_ 9 1/2
< lim sup lim sup (E/ Vn(t,x)dx>
o

t—o00 n—00

1 1/2
X lim sup lim sup (]E / = da:)
t—o00 n—00 @) Un(t>$)

1+ w1y 1/2 )
S(F36|b1|1|b1| ) §w~

c2

Therefore, there exists To such that

* V,
limsup |2 IE/ Vulh®) <5 vis . (4.21)
n—o0 C2 U ( )
Moreover, it is clear that
1

Jr =——dx,
© Unlta) (4.92)

L E s, —w)")

Combining (4.14),(4.16) and (4.22) obtains

mq(x) . m
E/@Cg(iﬁ)(i'n(t,x)dx Smln{ ‘C—l

limsuplimsupE/ mii() x
o CQ(CU)Un(t ac)

t—o0 n— 00

m *
' gl ()

)
622-

1
< min{ — |b
_mln{H0| 1)y -

Thus, there exists T3 such that for all ¢ > T3
1
I hmsupIE/ mii(x)dx < min{— b1, ’ml ’ +9,
o e Hy (4.23)

o Il (el iz o)

Now, by Itd’s formula ([9, Theorem 3.8]) again we have
/ InV,(tAn:, z)dx
o

A dy VTV (
/anO der/ /deds>\22(t/\nfn)

V(s @)

/ / ~ as(w) — ba(a)Vn(s,2) (424)

ca(2)U, (s, 7)
* my(x) +ma(2)U,(s,2) + ms(x)V, (s, x) )dxds

+AtAnlim(/@ek(z)dx>d3k,2(5)-

k=1
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Taking expectation on both sides and letting m — oo imply

/mV (t, x)dx>/ In Vo(x)dz — (|a2|1+%)t

/ / V(s z) (4.25)

céx)U (s,2) _
m () + ma(x)Up(s,2) + ms(z)V (s, )

) dxds.

By Jensen’s inequality, we obtain

ca(2)U (s, )

E/ — — dx
omi(x) + me(x)Up(s,z) + ms(x)V (s, )
1
>E — d
o |me 4 — Mo [ma| Valen) ‘ (4.26)
c2 co(z)Uyp (s,2) c2 U, (s,x)
1
= (x) Vo (s,x)
| Z2|" +E [, Sty e+ 2 1°E [, U”(”)dx
Applying (4.26) to (4.25), we have
_ A
limsupIE/ InV, (¢t z)dx > / In Vo (z)dz — (|az|, + —Q)t
n—oo @) (@) 2
t
—/ [lim supE/ bg(x)vn(s,x)dm} ds
0 n—oo0 o
t
1
-I—/ " " v ds.
O |ma| 4 limsupIE/ 7mi(a:) dx + ‘% limsupE/ 77,”(5@) dz
2 n—00 o c2(x)Un(s,x) C2 n—00 o Un(s,x)
(4.27)

Let T = max{T1,T5,T3}. We obtain from (4.27),(4.20), (4.21), (4.23), and (4.17)
that V¢ > T

limsupE/ InV, (¢, x)dx
o

n— oo
Z/ InVo(x)de — (|a2\1+%)T—/ hmbupIE/ ba(2)V (s, z)dx|ds
O

n—00
Ro(t—T
0( )

2
(4.28)

Since Ry > 0, we have

lim sup limsupE/ InV,(t,x)dx = oo.
o

t—o0 n—00

Therefore, it follows from the convergence (4.4) and Jensen’s inequality that

t—o0 t—o0 n—r 00

limsuplnIE/ V(t,z)dz = limsupln hmsupE/ Valt, o) dx

© (4.29)

> lim sup limsupE/ InV,(t,z)dr = co.
o

t—o00 n—00
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However, combining (4.18) and (4.29) leads to a contradiction. This implies

limsup/V t,x)d. 23

t—o0

Thus, the individual V' (t) is permanent. O

5. An example. In this section, we consider an example when the processes driv-
ing noise processes in equation (1.1) are standard Brownian motions and the coef-
ficients are independent of space, as following

aU(t,z)V(t, ) ]dt
m1 + maU(t, z) + msV (t, x)
+01U(t, x)dBl(t) in RT x O,

cU(t, )V (t, ) ]dt
m1 + maU(t, ) + msV (¢, x)

—|—O’2Vv(t7 Ql)dBQ(t) in R+ X O,

O U(t,x) =0, V(t,z) =0 on R* x 00,
U(z,0) = Uo(z),V(x,0) = Vo(x) in O,

dU (t, )= [d1AU(t, z)+ U(t,z)(a1 — biU(t, x)) —

dV(t,x):[dQAV(t, 2) =V (t,2)(as + b2V (t, 7))

(5.1)
where a;, b;, ¢;, m; are positive constants, and By (t), Ba(t) are independent standard
Brownian motions. As we obtained above, for any initial values 0 < Uy, Vy €
L>(O,R), (5.1) has unique solution U(t,z),V (t,x) > 0. Moreover, the long-time
behavior of the system is shown as the following theorem.

Theorem 5.1. Let U(t,x),V(t,x) be the mild solution of equation (5.1).
(i) For any non-negative initial values Uy, Vo € L= (O,R), if az > ci, then the
mo

individuals V' (t) is extinct.
(ii) Assume that non-negative initial values (Uy, Vo) € C(O,R?) satisfy

— < d ‘—‘ <
‘UO‘LOO(O R) o an Vo L= (0,R)

3 d 2
Ifd—al—%—%>0 andm>a2+7 then the classes
U(t),V(t) are permanent.
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