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Abstract Reservoirs emit large amounts of methane (CHy) to the atmosphere relative to their small
surface area globally. Among the different pathways of reservoir CH, emissions, bubbling from the
sediments (ebullition) and diffusion from the water surface are major contributors of CH, efflux. The
magnitude of ebullition and diffusion can vary substantially over space and time in large reservoirs.
However, it is unclear how the drivers of ebullition and diffusion vary along a reservoir's longitudinal
gradient, particularly in small reservoirs. We measured ebullition, diffusion, and eight environmental driver
variables at four transects along a longitudinal gradient within a small, eutrophic reservoir. We used time
series modeling to examine how the drivers of ebullition and diffusion varied among transects.
Sediment-water interface temperature, inflow discharge, and wind speed were the most important drivers of
CH, ebullition in upstream transects of the reservoir, while phytoplankton biomass was the most important
driver of ebullition in the downstream transect closest to the dam. Strikingly, CH, ebullition dynamics
were extremely well captured by the time series models, as the modeled rates for the furthest upstream
transect closely matched the observed rates throughout the monitoring period. In contrast, CH, diffusion
dynamics were harder to model, with phytoplankton biomass as the primary driver of diffusion across all
transects. Our results indicate that multiple drivers affect CH, emissions along a small reservoir's
longitudinal gradient and should be considered when upscaling site measurements to reservoir-wide CH4
emissions and ultimately regional or global estimates.

Plain Language Summary Freshwater reservoirs release large quantities of methane into the
atmosphere. However, accurately estimating total methane release from a reservoir is challenging because
the upstream area of a reservoir functions differently than the downstream area closer to the dam, likely
resulting in different methane emission rates along this gradient. We measured two pathways of methane
emissions, bubbling from the sediments and diffusion from the water surface, for 6 months at multiple sites
in a reservoir. We also measured potential drivers of methane emissions at each site and used statistical
modeling to determine how the importance of the drivers varied across different areas in the reservoir.
Methane bubbling from the sediments was best predicted by physical factors such as water temperature,
inflow, and wind speed in upstream sites and by phytoplankton biomass in downstream sites. Diffusion was
overall best predicted by phytoplankton biomass across all sites. Our work highlights how the drivers of
methane emissions can vary along the upstream-downstream gradient of a small reservoir, which can
improve our understanding of how much methane is released from these ecosystems globally.

1. Introduction

Freshwater reservoirs disproportionately emit large quantities of greenhouse gases, especially methane
(CH,), to the atmosphere relative to their small surface area globally (Deemer et al., 2016). Because CH,
has 34X the global warming potential of carbon dioxide (CO,) over a 100-year time horizon (Myhre et al.,
2013), there is growing interest in determining the magnitude and drivers of reservoir CH, emissions
(Gunkel, 2009; Saunois et al., 2016). As reservoir construction increases globally (Zarfl et al., 2014), improv-
ing our understanding of the drivers of variability in CH4 emissions from freshwater reservoirs is crucial for
resolving global carbon emission estimates.
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There are three primary pathways by which CHj, is emitted to the atmosphere from reservoirs: bubbles
released from the sediments (also known as ebullition), diffusion of dissolved CH,4 in the water through
the air-water interface, and emergent plant-mediated transport through aerenchyma pores from the sedi-
ments (Bastviken et al., 2004). In the absence of emergent plants, the dominant processes are ebullition
and diffusion. Ebullition rates depend on the production and release of CH4 bubbles from the sediments,
and diffusion rates depend on the difference in the CH, concentration between the water and the atmo-
sphere and the physical rate of gas exchange (Bastviken et al., 2004). The relative proportion of diffusion ver-
sus ebullition can vary widely in reservoirs, ranging from a CHaqis:CHaeby ratio of 0.01 to 18 (Deemer et al.,
2016), and thus, quantifying both pathways is needed to estimate total reservoir CH, emissions.

Within reservoirs, CHy4 ebullition and diffusion rates can vary substantially along a longitudinal gradient
from the upstream areas near the major inflows to the downstream areas near the dam (Beaulieu et al.,
2014, 2016; Huang et al., 2017; Sobek et al., 2012; TuSer et al., 2017). Ebullition is generally highest in shallow
areas upstream, with much lower (but still detectable) rates in downstream areas (Beaulieu et al., 2016,
2018). Similarly, studies have also demonstrated that the highest diffusion rates occur in shallow upstream
sites and decrease toward the deeper sites in larger reservoirs (Beaulieu et al., 2016; Yang et al., 2013). This
longitudinal heterogeneity has been well documented in large reservoirs (surface area > 0.5 km”; DelSontro
etal., 2010; Demarty et al., 2011; Marcelino et al., 2015; Soumis et al., 2004; Tuser et al., 2017), but it remains
unknown how variable CH4 emissions are on a longitudinal gradient within small reservoirs (surface area <
0.5 km?), which may exhibit less predictable reservoir zonation because of their size.

In addition to their spatial variation, ebullition and diffusion rates can also vary temporally. In temperate
reservoirs, ebullition is generally low in the early spring and increases from midsummer into early autumn
and then decreases before fall turnover (Martinez & Anderson, 2013; TuSer et al., 2017). Likewise, elevated
diffusion rates in reservoirs have been observed in early spring after ice-off and then decrease or remain
stable into the summer and early autumn (Huttunen et al., 2002). At or shortly before fall turnover, diffusion
rates in both naturally formed lakes and reservoirs reach their annual peak as dissolved CH, that accumu-
lates in the hypolimnion during the thermally stratified summer period is mixed into the epilimnion and
brought to the surface (Bastviken et al., 2004; Huttunen et al., 2002).

Studies of CH, emissions in naturally formed lakes and reservoirs have suggested that ebullition and diffu-
sion rates are controlled by both physical and biological variables (West et al., 2016), with the relative impor-
tance of these drivers likely varying spatially (Beaulieu et al., 2016; DelSontro et al., 2016; Hofmann, 2013;
Natchimuthu et al., 2016; TuSer et al., 2017; Yang et al., 2013). For example, CH, ebullition rates have been
shown to be related to shear stress at the sediment-water interface (SWI) caused by bottom currents (Joyce &
Jewell, 2003; Yang et al., 2013), elevated wind speeds (Joyce & Jewell, 2003), changes in barometric pressure
(Casper et al., 2000; Mattson & Likens, 1990; Peltola et al., 2018; Tokida et al., 2005; Yu et al., 2014), and vary-
ing depth (TusSer et al., 2017), all factors that may vary along a longitudinal gradient in a reservoir. Similarly,
increases in temperature at the SWI during the summer, particularly in shallower sites, increase ebullition
rates (Aben et al., 2017; DelSontro et al., 2016). In addition to these physical drivers, recent meta-analyses
show strong positive associations between primary productivity and ebullition (Deemer et al., 2016;
DelSontro et al.,, 2016; DelSontro et al., 2018). Prior studies conducted at the microcosm to
whole-ecosystem scale have revealed that increased chlorophyll a concentrations increase ebullition rates
by providing labile substrate available for methanogenesis from autochthonous production (Schwarz
et al., 2008; West et al., 2012, 2016; Zhou et al., 2019).

Similar to ebullition, diffusion rates are also influenced by multiple factors that can vary spatially (Beaulieu
et al., 2016). For example, increasing near-surface turbulence and increasing winds can increase the magni-
tude of CH, diffusing across the air-water interface (Bastviken et al., 2004; Poindexter et al., 2016; Poindexter
& Variano, 2013; Yang et al., 2013). In addition, elevated epilimnetic autochthonous production can increase
CH,4 diffusion by providing labile organic matter to the sediments, which can stimulate pore water metha-
nogenesis (Peeters et al., 2019), as well as providing labile material for oxic CH4 production and generating
anoxic microniches that produce CH, in the water column (Bizi¢ et al., 2020; Bogard et al., 2014).

Quantifying ecosystem-scale CH, emission rates in combination with their drivers is difficult because of spa-
tial heterogeneity in environmental variables, which necessitates extensive spatial sampling to avoid biased
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estimates (Beaulieu et al., 2016; Wik et al., 2016). Previous studies that
have estimated spatial variation in the drivers of CH 4 emissions in reser-
voirs have primarily been conducted in larger reservoirs (Deemer et al.,
2016). While these past studies have consistently documented longitudi-
nal variability in the magnitude of CH4 emissions (DelSontro et al.,
2010; Demarty et al., 2011; Marcelino et al., 2015), there remains a limited
understanding of how the drivers of CH 4 emissions may also vary longi-
tudinally, as well as whether these spatial differences exist in
small reservoirs.

Transect 1(T1)

37.308

Transect 2 (T2) To address this gap, we simultaneously measured ebullition and diffusion
and potential environmental predictors at multiple sites along a longitudi-
nal gradient in a small temperate reservoir throughout an ice-free period.
We used time series modeling to examine if the drivers of both CH 4 emis-
sion rates varied among sites during the monitoring period. Our goal was
to improve our understanding of how the rates of CH 4 ebullition and dif-
fusion vary spatiotemporally and how different environmental variables
interact to regulate the magnitude of CH,4 ebullition and diffusion emis-
sions in small reservoirs (<0.5 km?), which encompass 88% of the
~87,000 monitored reservoirs in the conterminous United States
(National inventory of dams, 2018).

37.306

Latitude

Transect 3 (T3)

2. Materials and Methods

Transect 4 (T4) 2.1. Site Description

37.304 We studied CH, emission rates and their drivers in Falling Creek

Reservoir (FCR), a eutrophic drinking water reservoir located in south-
west Virginia, USA (37.30°N, 79.84°W). FCR is a small (surface area =
0.119 km?) and shallow (Z.x = 9.3 M, Zpean = 4.0 m) reservoir with
one primary inflow stream from an upstream reservoir (Figure 1). FCR
CC o  —== is dimictic and thermally stratified between late April and mid-October
okm  0.05km  0.1km (Gerling et al., 2016; McClure et al., 2018). The reservoir was constructed
in 1898 and is owned and managed by the Western Virginia Water
-79.839 ~79.838 -79.837 ~79.836 Authority. The Western Virginia Water Authority managers maintain

Longitude the reservoir at a constant depth of 9.3 m throughout the year. FCR has
limited emergent plant abundance, motivating our focus on ebullition
and diffusion as the primary CH 4, pathways from the reservoir.

Figure 1. Falling Creek Reservoir's bathymetric map. We deployed 16 ebul-
lition traps denoted by the red dots along the longitudinal gradient for the
2017 monitoring period. CH, diffusion was measured at each ebullition site 2 2. CH, Emissions
during the same period. Four traps were deployed on four transects 2.2.1. CH, Ebullition
(T1-T4) that extended along the open-water fetch axis of Falling Creek

Reservoir's longitudinal gradient. We sampled ebullition rates in FCR weekly from 15 May to 23 October

2017 using ebullition traps (Keller & Stallard, 1994). Four transect lines

were deployed in the reservoir to capture the longitudinal gradient of
FCR. Each transect line had four evenly spaced inverted funnel traps (n = 16 traps total; Figures 1, S1,
and S2 in the supporting information). Transects T1 and T2 represented shallower areas of FCR and cap-
tured conditions typical of upstream reservoir sites near inflow tributaries with warmer SWI temperatures
(Figure 1). Transects T3 and T4 were deeper than T1 and T2 and exhibited characteristics typical of down-
stream areas of reservoirs that are more lacustrine in nature (Figure 1). The T4 transect was placed at the
deepest site of FCR that was still located on the same fetch axis as the other transects to capture any organic
matter deposition from upstream (Figure 1).

Each 0.26-m” ebullition trap was placed 0.5 m below the water surface to capture CH 4, bubbles that were
released from the sediments underneath the trap (Figures S1 and S2). A sealed tube extended from the bot-
tom of the funnel to 0.1 m above the water surface through a foam float that kept the trap in place. The top of
the inverted funnel's tubing was fitted with a 25-mm plastic threaded ball valve that was sealed with a rubber
septum stopper (Suba-Seal Septa, MilliporeSigma, St. Louis, MO, USA). The valve and the septum prevented
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ebullition gas from escaping out of the top of the funnel (Figure S2). When the traps were first deployed,
reservoir water was siphoned to the top of the traps using a syringe and needle through the septa. When ris-
ing CH, bubbles were caught in the funnel trap, the siphoned water at the top of the tube was displaced with
gas, which stayed in the top of the tube until the gas was sampled weekly.

We collected ebullition gas from every trap each week during the monitoring period. Before sampling, the
small space between the ball valve and the septum stopper was preevacuated, ensuring that only gas that
entered the funnel from the reservoir was collected in the trap. After the space was evacuated, the ball valve
was opened, and ebullition samples were extracted across the septum stopper using a needle attached to a
10-ml syringe. Up to 10 ml of gas was injected into a 12-ml crimp top glass vial that was prefilled with salt
brine solution. A secondary exit syringe extracted the salt brine solution as the sample was injected to gen-
erate 10 ml of gas headspace in the vial. If enough gas sample was available, two replicates were collected
from each trap. The vials were stored upside down until analysis, so the remaining 2 ml of salt brine solution
acted as a barrier to prevent any gas from escaping. We extracted any remaining gas in the trap using a 30-ml
syringe and summed the total volume of gas collected each week.

The gas samples were analyzed using a gas chromatograph coupled with a flame ionization detector within
24 hr of collection (following McClure et al., 2018). We determined the ebullition rate as follows:

Daily CH, ebullition rate (mg CHy m™? day ') = %, ®
4)AF

where Vg, is the volume of gas in the trap (L), [CH,4] is the CH, concentration of the gas (mg CH, LY,
Ty is the duration of time the trap was deployed (in days), and A is the cross-sectional area of the funnel
(0.26 m?). The calculated ebullition rate therefore represents an integration of the total gas captured per
unit area during T4. We calculated the daily ebullition rate separately for each trap every week and then
averaged the rates from the four traps within each transect (T1-T4) to determine a mean daily transect
ebullition rate for each week. We then determined the seasonal ebullition rate for each trap during the
monitoring period by summing all of the weekly V,s[CH,] masses collected throughout the monitoring
period and dividing this sum by the Ar and the total number of days the traps were deployed (n = 161
days in total from May to October). We averaged the seasonal ebullition rate of all the traps in a transect
to calculate the mean seasonal transect ebullition rate and calculated the reservoir-wide mean seasonal
ebullition rate by averaging each individual trap's seasonal ebullition rate.

2.2.2. CH,4 Diffusion

We measured CH, diffusion rates across the air-water interface at each of the sampling sites (Figure 1)
using the floating chamber method (Galfalk et al., 2013; Podgrajsek et al., 2014). We deployed the cham-
ber ~1 m from each ebullition trap from a boat at the same time the ebullition traps were being sampled.
The chamber was constructed using an inverted opaque bucket with a volume of 0.02 m’ and an area of
0.15 m> The trap was fitted with foam so that the lip of the chamber sat ~3 cm below the water surface to
seal the inside of the chamber from the surrounding air. We prevented internal heating within the cham-
ber while it was deployed by wrapping the outside of the chamber with reflective aluminum tape. Two
airtight gas ports were fitted at the top of the chamber and connected to two separate 3-m sections of
0.635-cm Tygon PVC tubing, which were in turn connected to the inlet and waste valves of a Los
Gatos ultraportable greenhouse gas analyzer (UGGA; Los Gatos Research Inc., San Jose, CA, USA).
The UGGA circulated air through the chamber at ~405 ml min~" and recorded moisture-corrected CH,
(ppm) on 10-s intervals.

We allowed the chamber to float freely on the water surface and collect data for at least 5 min at each
site before it was vented to the atmosphere. We used a short incubation time because we were inter-
ested in instantaneous diffusion rates and did not intend to parse out ebullition from diffusion. If ebulli-
tion bubbles were observed when the chamber was deployed, we removed the chamber from the water
surface, held it open to the atmosphere, and waited 1 min to allow any CH, from the ebullition bubble
to circulate out of the chamber before placing it back onto the surface. The daily diffusion rates were
calculated as follows:

MCCLURE ET AL.

40f 18

‘[0z02/90/22] 38 [S0TS00Dr6102/6201°01/3Pdd/10p/ = £80 1T1°€00°SH0 - YOIL BrurSuA ] Aq pajutig



A . . .
IV Journal of Geophysical Research: Biogeosciences 10.1029/2019JG005205
Daily CH, diffusi -2 gay~1) = SX Ve in day~!
ly CH 4 diffusion rate (mg CHym™ > day™ ') = = X 1,440 min day ™", (2)
ch

where s is the slope of a linear regression of the concentrations of CH, in the chamber plotted over time (mg
CH, L™ 'min™1), V, is the total volume of the chamber (including the chamber, tubing, and volume inside
the UGGA in L), and Ay, is the area of the chamber at the opening to the water surface (0.15 m?). We then
scaled the instantaneous diffusion rate for each site to a daily rate by multiplying the instantaneous diffusion
(in units of mg CH, m™>min~") by 1,440 min day ™' (the number of minutes within 1 day). We averaged the
rates (in units of mg CH, m~2 day™") from the four sites within each transect (T1-T4) to determine the mean
daily transect diffusion rate for each week.

To compare the diffusion rates with the mean seasonal ebullition rates for each transect, which integrated
week-long ebullition collection, we scaled the daily diffusion rates from each site to the week by multiplying
by the number of days between measurements. We then summed the weekly diffusion from each site
throughout the monitoring period (in mg CH4m?) and then divided by the total number of days sampled
(n = 161) to calculate the seasonal rate. We averaged seasonal diffusion rates from the four sites within a
transect to calculate the mean seasonal transect diffusion rate. Finally, to compare the reservoir-wide diffu-
sion rates to ebullition rates, we averaged all seasonal site rates (in units of mg CH, m™2 day ') over the
monitoring period to calculate the reservoir-wide mean seasonal diffusion rate. Fluxes from all 16 sites were
measured during the daytime period between 10:00 and 16:00 throughout the May-October monitoring per-
iod. Itis important to note that diffusion rates were possibly underestimated because of the assumption that
diffusive rates between 10:00 and 16:00 were representative of the total diel period, which excludes the
higher diffusion rates that can occur outside this time due to convective mixing (Anthony & Maclntyre,
2016). The CH, ebullition and diffusion data sets are available through the Environmental Data Initiative
repository (McClure et al., 2019).

2.3. CH4 Emission Predictors

We selected candidate driver variables by identifying previously published predictors of CH4 ebullition and
diffusion at the ecosystem scale that could feasibly be sampled at FCR. The variables included depth
(Deshmukh et al., 2014; TusSer et al., 2017), inflow discharge (Maeck et al., 2014), SWI temperature (Aben
et al., 2017), phytoplankton biomass (West et al., 2016), change in atmospheric pressure (Tokida et al.,
2007; Zhu et al., 2016), wind speed (Joyce & Jewell, 2003), and near-sediment and surface water turbulence
(Joyce & Jewell, 2003; Yang et al., 2013). Dissolved oxygen at the SWI at each transect was measured but not
included in the analysis because of sensor failure during the monitoring period.

2.3.1. Mean Transect Depth

We determined the depth of each transect using a Portable Water Depth Sounder Gauge (Cole-Parmer,
Vernon Hills, IL, USA). We first determined the depth of all the traps along FCR's longitudinal gradient
(n = 16 traps; Figure 1). We then determined the mean depth of each transect by adding up the total depth
(m) of the traps in each transect and then divided by the number of traps (n = 4 traps) across the transect
(McClure et al., 2019).

2.3.2. Inflow Discharge

We determined the inflow discharge into FCR using a weir ~150 m upstream from the major stream outlet
into the reservoir. Discharge was determined every 15 min using an INW Aquistar PT2X pressure sensor
(INW, Kirkland, WA, USA; Gerling et al., 2016; Carey, Gerling, et al., 2018; Carey, Lofton, et al., 2018).
Details on the weir and pressure transducer are described by Carey, Gerling, et al. (2018) and Carey,
Lofton, et al. (2018). There are no lower-order streams or known groundwater sources that enter the stream
between the weir and the outlet to the reservoir (Figure 1).

2.3.3. SWI Temperatures

We collected high-resolution temperature data at each ebullition trap during the monitoring period. Two
temperature loggers (HOBO Pendant Temperature/Light Data Logger, Bourne, MA, USA) was deployed
at each ebullition trap during the monitoring period and recorded data on 10-min intervals. One logger
was sunk using a stainless-steel weight and a nylon string to sit ~10 cm above the SWI to determine the
SWI temperature. We affixed the bottom logger ~1 m horizontally away from the passive funnel traps to pre-
vent disturbance of sediments under the traps if movement of the transect lines caused the logger to come
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into contact with the sediments. The other logger was deployed on each trap, just below the water's surface
(McClure et al., 2019).

We used temperature data from the surface and SWI loggers to determine the day of fall turnover in the
reservoir. Because shallow upstream sites were expected to exhibit isothermal water column temperatures
earlier than the deeper stratified sites, we determined fall turnover as the date that the temperature loggers
at the SWI on transect T4 (Figure 1) were <1 °C different from the temperature at the water surface, follow-
ing McClure et al. (2018).

2.3.4. Transect Phytoplankton Biomass

We collected high-resolution water-column depth profiles of total phytoplankton biomass at each of the
transects using an in situ fluorometer. The ~15-cm-resolution profiles were taken from the center of each
transect at the same time we sampled CH, ebullition and diffusion, using a calibrated FluoroProbe (bbe
Moldaenke, Schwentinental, Germany). The Fluoroprobe is a submersible fluorometer that uses multiple
wavelengths to measure concentrations of total phytoplankton biomass in units of pg phytoplankton L™*
(Catherine et al., 2012; Kring et al., 2014; Ouellet Jobin & Beisner, 2014). We determined the mean phyto-
plankton biomass at each transect by averaging the values of the water column profile (Carey, Gerling, et
al., 2018; Carey, Lofton, et al., 2018 ).

2.3.5. Barometric Pressure and Wind Speed

Because CH, ebullition emissions are more closely related to changes in barometric pressure than absolute
barometric pressure (Tokida et al., 2005), we calculated the first difference of week-to-week mean baro-
metric pressure (A pressure). We first averaged all pressure values measured in between sampling days with
a CS106 Standard Barometer (Campbell Scientific, Logan, UT, USA) deployed on FCR's dam as part of the
meteorological station. We assumed that the minute-resolution barometric pressure data recorded at the
dam station were representative of all of FCR's small surface area. We then subtracted the mean pressure
measured in the prior week from the mean pressure recorded during the sampling week. Positive pressure
values between sampling periods indicated an increase in mean pressure at the reservoir surface, and a nega-
tive change indicated a decrease in pressure from the previous week.

Wind speeds were determined with a 05103-L Wind Monitor (Campbell Scientific, Logan, UT, USA)
deployed on FCR's dam as part of the same meteorological station. We calculated mean wind speed during
each week of the CH, ebullition and diffusion sampling period using minute-resolution wind speed data
(Carey et al., 2019).

2.3.6. Water Turbulence

We estimated water turbulence as turbulent kinetic energy at the near-sediment and the surface at each
transect (T1-T4) using a calibrated three-dimensional hydrodynamic model (Si3D) in lieu of direct measure-
ments. The Si3D hydrodynamic model is a semi-implicit three-dimensional computational fluid dynamics
code that adopts a finite-difference method for numerically solving the Reynolds-averaged Navier-Stokes
equations for momentum, transport equations for temperature, and equations that relate water temperature
to density (Rueda & Schladow, 2003; Rueda & Schladow, 2009). The Si3D model provides outputs that are
highly resolved over space and time and allows a user to analyze physical processes of lake circulation
(Rueda & Schladow, 2003). A detailed description of the Si3D model is provided by Rueda and Schladow
(2003), and the hydrodynamics in Si3D were validated following Smith (2006).

For our study, a three-dimensional numerical grid using 5 m X 5 m X 0.3 m (L X W x H) cells was generated
for the entire reservoir based on the bathymetry of FCR. Driver data for Si3D include shortwave radiation
(W m™2), air temperature (°C), atmospheric pressure (Pa), relative humidity (%), cloud cover (%), and the
zonal and meridional wind speeds (m s '), which were all measured by the meteorological station located
on the dam of FCR and the discharge from FCR's primary inflow into the reservoir. The Si3D calibration for
FCR was validated by Chen et al. (Chen et al., 2017; Chen et al., 2018), who reported good consistency
between the field and numerical results for reservoir mixing.

We determined the near-sediment turbulence below each of the ebullition traps by running Si3D for 1-week
intervals at 5-s timesteps, which generated model output of instantaneous velocity in the x, y, and z axes for
each grid cell. First, we determined the perturbation velocity (in cm s, which is the difference between the
instantaneous velocity at each timestep and the mean velocity in all three axes in each grid cell over the
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week-long time interval (Garratt, 1994). Second, we used the mean perturbation velocities to calculate
near-sediment turbulence for each ebullition trap using the following equation:

Turbulence (TKE) = 0.5 m, 3)

where u’, v/, and w’ are the components of mean perturbation water velocity along the X, y, and z axes,
respectively (Garratt, 1994). Third, we calculated the mean transect-level near-sediment turbulence by aver-
aging the turbulence for all ebullition traps in each transect between weekly samplings. We repeated these
calculations to calculate turbulence at the near surface, using the model output for the grid cell at the surface
layer by each ebullition trap (Figure S3). The modeled near-sediment and near-surface turbulence data are
available in the Environmental Data Initiative repository (McClure et al., 2019).

2.4. Statistical Analyses

We first analyzed the CH, ebullition and diffusion rates measured at each individual site to examine if there
was more variability in CH, emissions within or among transects. This analysis was used to determine if
small reservoirs such as FCR exhibited longitudinal variability in their CH, emissions. To do this, we ana-
lyzed the spatial coherence of ebullition and diffusion at each site following Carey et al. (2014). We calcu-
lated the Spearman rank correlations of ebullition rates among all sites over the May-October monitoring
period and then compared these to within-transect site correlations of ebullition. A greater coherence within
transects than among transects supported subsequent analyses examining the drivers of CH, ebullition
aggregated to the transect level. We then repeated this analysis for CH, diffusion rates.

After it was determined that FCR exhibited longitudinal variability in CH, emissions, we used time series
modeling to determine if the drivers of CH, ebullition and diffusion rates varied on the longitudinal gra-
dient in FCR. Given that we were limited to 23 weeks of data, our goal was to identify the most important
time series models predicting CHy ebullition and diffusion rates throughout the entire monitoring period
at each transect and aggregated across the reservoir. CH4 ebullition and diffusion rates were significantly
temporally autocorrelated on a 1-week time lag (Spearman's rank correlation; r = 0.73 for ebullition and r
= 0.38 for diffusion). As a result, we used a separate autoregressive (AR) time series model with an AR1
lag term to predict mean CH, ebullition and diffusion at each transect (Box & Pierce, 1970). Including the
ARI term in our time series models was essential for controlling for the inherent time dependence of the
CH, emissions week to week. We analyzed the mean transect emission rates and not site-specific rates for
the AR1 time series models because our focus was on the generalized differences between upstream and
downstream drivers in CH, emissions and not site-specific drivers unique to FCR. Finally, we also aver-
aged the CH, ebullition and diffusion rates across the four transects to run a reservoir-wide AR1 time
series model.

Because many potential environmental predictors were collinear, we excluded variables with Spearman
rank correlations that had r > 0.5, using univariate scatterplots to choose the best fitting predictor. We
In-transformed CH, ebullition, diffusion, near-sediment and surface turbulence, wind speed, inflow dis-
charge, and phytoplankton biomass to meet the assumptions of normality. The global equation with all pos-
sible environmental predictors was

In(CH 4Emission ) = In(CH4Emission_1)) + (Phytoplankton biomass )+
In(Sediment turbulencey)) + In(Surfaceturbulence(,)) + SWI temperature , + @

Apressure + In (Mean wind speedm) +In (Inﬂow discharge(t)) + Depth + ¢,

where [n(Phytoplankton biomass,) was used as a metric of phytoplankton production and In(Sediment
turbulence()) and In(Surface turbulence,) were metrics of the movement of water near the sediment and
water surface, respectively. SWI temperature,, was a metric of the sediment temperature. A pressure was
the first difference of mean weekly atmospheric pressure measured at the reservoir surface, and In(Mean
wind speed,;)) represented the mean wind speed during the duration of time we sampled the CH4 emission
rates for each sampling date. In(Inflow discharge) represented the mean discharge during each week ebulli-
tion and diffusion were collected. Finally, we also included Depth as a driver variable.
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Figure 2. Box plots summarizing the pairwise spatial coherence (indicated by Spearman rank correlation) of weekly CHy
ebullition (a) and CH, diffusion rates (b) at the four sites within each of the four transects in the reservoir. Coding
indicates correlations among all sites within the reservoir regardless of transect (All) versus at different sites within the
same transect (Transect). The colors denote the identity of the transect where the within-transect correlations were
measured.

We used the corrected Akaike Information Criterion (AICc) to compare AR1 models with all selected envir-
onmental predictors at each separate transect and aggregated across all transects in FCR. We used AICc as
the main metric for evaluating models and not R” to ensure a balance between goodness-of-fit and model
parsimony (Quinn & Keough, 2002). AICc was more likely to identify a model that was not overfitting the
data, thus enabling potential scaling to other ecosystems. We also compared the predicted CH,4 ebullition
and diffusion rates from the highest-ranked AICc model with the observed rates at each separate transect
and aggregated across all transects to assess model performance throughout the monitoring period.
Finally, we compared AICc ranked AR1 models individually for all 16 sites (Table S1). However, given
our research objective to quantify longitudinal patterns in CH, fluxes, the analysis below is focused on the
transect-level and reservoir-level models. All analyses were conducted using R version 3.6.0 (R Core
Team, 2018).

3. Results

3.1. Spatial Coherence of CH, Emissions

There was greater spatial coherence in CH,4 emissions at sites within transects than among all sites for both
ebullition and diffusion in FCR (Figure 2), suggesting that FCR exhibited longitudinal variability in CHy4
emissions. Because of the coherence results, we subsequently focused on emissions aggregated by transect,
rather than individual sites, to determine the most important drivers of ebullition and diffusion along the
reservoir's longitudinal gradient during the monitoring period. All individual site data are available in
Figure S4.

3.2. Seasonal CH, Emission Rates

We observed much higher CH, ebullition rates and slightly higher CH, diffusion rates at upstream transects
T1 and T2 than at downstream transects T3 and T4 (Figure 3), providing further evidence of longitudinal
variability in CH,emissions in FCR. Mean seasonal ebullition rates were highest at T1 (36 + 12 [1 SE] mg
CH,m™? day ') and then lowered by ~50% at T2 (16 + 9.9 mg CH, m~> day ). Ebullition rates continued
to lower at the two downstream transects, with 10 + 6.9 mg CH, m> day_1 at T3 and 0.63 + 0.36 mg CH,4
m~2 day " at T4. Mean seasonal diffusion rates were also highest at upstream transects T1 and T2 at 6.9 +
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Figure 3. Mean seasonal CH, emission rates observed during the 2017 ice-free monitoring period. The height of the vertical solid lines represents the magnitude of
the mean seasonal CH, ebullition rate at each transect, and the height of the vertical dashed lines represents the mean seasonal diffusion rate at each transect. The
diameter of the spheres on top of each line is sized relative to the coefficient of variation of the emission rates measured at each trap on that transect (n = 768
observations; 384 each for ebullition and diffusion).

0.73 and 8.0 + 1.1 mg CH, m™> day ', respectively, and then decreased by 15-40% at downstream transects
T3 and T4 with 6.0 + 0.44 and 4.7 + 0.47 mg CH, m ™2 day™", respectively.

Aggregated across all transects in FCR and over the monitoring period, the mean seasonal reservoir-wide
ebullition rate was 16.0 + 7.4 mg CH, m™2 day_l, and the mean seasonal reservoir-wide diffusion rate
was 6.4 + 1.2 mg CH, m™2 day™", resulting in a reservoir-wide CH,qig:CH.epy ratio of 0.40 + 0.19. transects
T1 and T2 had higher ebullition rates compared to diffusion, with a combined seasonal CH 4q4;¢: CH 4ep, ratio
0f 0.28 + 0.11, while the T3 and T4 transects had higher diffusion rates than transects T1 and T2, with a com-
bined seasonal CHagisr:CHaeby ratio of 0.94 + 0.26 (Figure S4).

3.3. Daily CH, Emission Rates

We observed high spatial and temporal variation in the mean transect daily ebullition rates in FCR
(Figure 4a). Daily ebullition rates across all transects remained low (<6 mg CH, m 2 day ') from 15 May
though 5 June (Figure 4a). In early summer, daily ebullition rates from transects T1-T3 increased until
the peak maximum ebullition rate was observed at T3 on 24 July and T1 and T2 on 31 July, while T4 daily
ebullition rates exhibited no substantial increase or defined peak throughout the monitoring period. Peak
rates were highest at the riverine transects, reaching up to 185 mg CH, m~2 day ' at T1 on 31 July. By 4
September, ebullition rates from all sites had decreased to <15 mg CH, m™2 day ! and then remained below
~25mg CH, m™2 day™" for the remainder of the monitoring period.

Compared to ebullition, we observed less spatial but still high temporal variation in the mean transect daily
CH,4 diffusion rates in FCR (Figure 4b). On the first date of sampling (15 May), we observed elevated diffu-
sion rates from T1 and T2 (18 and 22 mg CH, m > day_l, respectively) and lower diffusion rates from T3 and
T4 (~10 mg CH, m ™~ day ). Diffusion remained low (<10 mg CH, m > day ") until mid-July and then
exhibited a small increase between 24 July and 1 October but never reached higher than 20 mg CH, m™>
day_1 at each site. Starting 1 October, the daily diffusion rates from all transects increased (rates of increase
were 1.1 mg CH4 m_zday_1 for T1, 1.7 mg CH4 m 2 day_1 for T2,0.9 mg CH, m2 day “Lfor T3,and 0.6 mg
CH,m > day " for T4), and all transects reached their highest observed diffusion rate of the season on 16
October, which closely coincided with fall turnover on 17 October (see below). Diffusion rates after turnover
decreased back to levels similar to spring observations.
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Figure 4. Mean daily transect CH4 ebullition (a) and diffusion (b) rates observed during the 2017 ice-free monitoring per-
iod for transects T1-T4. The thin corresponding lines in (a) and (b) denote +1 SE. The ratio of the mean daily

diffusion to ebullition rate are shown for the whole reservoir in (c). The horizontal line in (c) represents the 1:1 diffusion:
ebullition line.

We observed a shift in the reservoir-wide CHygigr:CHyepy ratio during the monitoring period (Figure 4c). The
reservoir-wide CHygier:CHyepy ratio was >1 from 15 May through 19 June before decreasing to <1 from 19
June through 22 August. During the week of 4 September, the CH,gir:CHyepy ratio increased slightly to
1.3 and then decreased to <1 again from 11 to 25 September. During the period just before and after turnover
(2-23 October), the CHyqi¢: CH 40y ratio again increased to >1 as ebullition rates declined across all transects
while diffusion rates increased (Figures 4a and 4b).

3.4. Spatial Changes in the Drivers of Ebullition and Diffusion

The spatiotemporal variability in CH, emissions in FCR was reflected in the variability of the potential envir-
onmental predictors measured at each transect (Figure 5). SWI temperatures exhibited expected seasonal
trends, in which temperatures were low in the spring and increased into midsummer, peaking on 14
August, before decreasing into the fall (Figure 5a). SWI temperatures were warmest at T1 and T2 and
5.27-4.04°C lower at transects T3 and T4. The date of fall turnover in the reservoir was 17 October based
on our criterion.

Unlike SWI temperature, near-sediment and surface water turbulence exhibited varying trends between
FCR's transects (Figures 5b and 5c). The highest near-sediment turbulence occurred at T1 with a mean sea-
sonal turbulence of 1.68 e+ 8.13 77 J kg_l, compared to 1.22 e 8+303e°7J kg_1 at T4, which had the
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Figure 5. Time series of the eight predictor variables tested as drivers of ebullition and diffusion in FCR during the monitoring period (a-h) at transects T1-T4.
These predictor variables included (a) mean weekly sediment-water interface temperatures averaged within each transect +1 SE; mean weekly water turbulence
at the (b) near-sediment and (c) water surface; (d) phytoplankton biomass +1 SE; (e) the first difference of the mean week to week atmospheric pressure

(a-d) with the mean weekly atmospheric pressure + 1 SE shown for reference (e-h); (f) the mean weekly inflow discharge; (g) the mean wind speed during sampling
days; and (h) the mean depth of each site within a transect.

lowest mean seasonal turbulence in the reservoir. The highest mean seasonal surface water turbulence
occurred at T1 (5.46 e f+177¢7°7J kg_l) and decreased downstream toward the dam, with the lowest
surface turbulence at T4 (2.82 ¢ ® + 6.85¢7"7J kg_l).

The A pressure exhibited larger week-to-week changes both early and late in the monitoring period and
remained relatively stable during the middle of the monitoring period (Figure 5e). In contrast, inflow dis-
charge was greater than 0.02 m*s™" from 15 May to 26 June and then substantially decreased to discharge
less than 0.02 m*s ™! for the remainder of the sampling period (Figure 5f). Wind speed did not exhibit any
directional trends during the monitoring period, and there were no weeks when the mean wind speed
was greater than 3.0 m s~ ' (Figure 5g).

Mean seasonal water column phytoplankton biomass was highest at transects T1 and T2 (8.0 + 0.9 and 8.2 +
0.8 ug L', respectively) and lower at transects T3 and T4 (7.6 + 0.6 and 6.5 + 0.5 ug L', respectively).
Phytoplankton biomass exhibited fluctuations throughout the season (Figure 5d) and reached their highest
biomass at the end of the summer monitoring season at all transects.

3.5. Environmental Drivers of CH, Emissions

3.5.1. Whole-Reservoir Emissions

Both physical and biological drivers were important predictors of ebullition and diffusion during the strati-
fied period in FCR based on the AICc rankings. The best model for reservoir-wide seasonal ebullition rates
showed a strong positive relationship with SWI temperature and wind speed and a negative relationship
with inflow discharge (full model AICc = 44.0, p < 0.0001; Table 1). Reservoir-wide seasonal diffusion rates
were best explained by a positive association with total phytoplankton biomass, but the relationship was
much weaker (AICc = 33.2, p = 0.05; Table 1).

3.5.2. Transect-Specific Emissions

Physical factors were the most important drivers of ebullition in the best fitting models for transects T1-T3,
while phytoplankton biomass was the most important driver of ebullition at transect T4 based on the models
chosen by AICc (Table 1). At transect T1, ebullition rates were best predicted by a positive association with
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Table 1

Time Series Models of CH4 Ebullition and Diffusion Rates for the Aggregated Reservoir (“All,” Shaded Rows) or the Individual Transects (T1-T4)

Efflux  Site

Time series model equation Predictor(s) AlCc P R?

Ebu T1 In(eby) = —6.46 + 1.14 + 0.32 + 0.04(AR1) + 0.39 + 0.05 ARI1 + SWI temp. + wind speed — A Press.  38.6 4.8 X 1072 096
(SWI temp.) + 0.39 + 0.05(wind speed) — 0.44 + 0.21(A Press.)

Ebu T2  In(ebu) = —2.36 + 0.96 + 0.04 + 0.11(AR1) + 0.16 & 0.05 ARI1 + SWI temp. — inflow 46.8 11x107° 073
(SWI temp.) — 0.20 + 0.07(inflow)

Ebu T3 In(ebu;) = —2.18 + 1.20 — 0.29 + 0.23 AR1 — inflow 95.0 0.02 0.34
(AR1) — 0.60 + 0.20(inflow)

Ebu T4  In(ebu) = —3.21 +1.48 + 0.23 + 0.18 AR1 + phytoplankton 81.2 0.009 0.37
(AR1) + 1.37 + 0.71(ihioilankton)

Diff T1  In(diff;) = 2.49 + 0.59 — 0.01 + 0.22(AR1) AR1 39.0 0.97 0.01

Diff T2  In(diff;) = 1.55 + 0.59 + 0.39 = 0.22(AR1) AR1 42.2 0.08 0.13

Diff T3 In(diff;) = 1.71 + 0.51 + 0.25 = 0.22(AR1) AR1 47.2 0.26 0.06

Diff T4  In(diff;) = 1.55 + 0.46 + 0.23 + 0.21(AR1) AR1 50.2 0.29 0.01

Note. Refer to Table S2 for all the models within less than two AICc units of the best fitting model shown and the null autoregressive (AR1) model for comparison.
Additionally, refer to Table S1 for all of the models within less than two AICc units for each individual site in the reservoir, which were generally very
similar to the aggregated transect-level results. SWI temperature is abbreviated as SWI temp. The weekly change in atmospheric pressure is represented by A
Press., and phytoplankton biomass is represented by phytoplankton. The weekly mean inflow discharge is represented by inflow.

SWI temperature and wind speed and a negative association with the pressure (AICc = 38.6, p < 0.0001;
Table 1). Similar to T1, T2 ebullition rates were also best predicted by physical drivers, including a
positive association with SWI temperature and a negative association with inflow discharge (AICc = 46.8,
p < 0.0001; Table 1). The T3 transect was best predicted by a negative association with inflow (AICc =
95.0, p = 0.02). The best fitting model predicting ebullition rates at T4 changed from including physical
variables to biological variables, with ebullition best predicted by a positive association with
phytoplankton biomass (AICc = 81.2, p = 0.009).

The CH,4 diffusion models were much weaker than the CH,4ebullition models. Across the reservoir, diffusion
was best predicted by a positive association with phytoplankton biomass (AICc = 33.2, p = 0.05). For all indi-
vidual transects, the best fitting model to predict diffusion was the AR1 lag term alone, with no environmen-
tal predictors (Table 1).

3.5.3. Assessment of Model Performance

The best fitting models for CH, ebullition rates were able to reproduce almost all of the dynamics in
weekly CH, ebullition at the upstream transects in FCR (Table 1 and Figures 6a and 6e). Aggregated
over the whole reservoir, the residuals from comparing the predicted versus observed ebullition were
small throughout the monitoring period (Figure 6a). The predicted ebullition at T1 closely matched
the observed patterns except for 31 July, when the model for the T1 transect slightly underestimated
the observed rates (Figure 6b). The predicted ebullition at T2 also closely matched the observed patterns
except for 31 July and 22 August, when the model also slightly underestimated the observed rates. At
T3 and T4, the predicted ebullition rates were close to the observed rates at the end of the monitoring
period but missed some variability in the early and midseason observations, resulting in weaker model
fits (Table 1 and Figures 6d and 6e).

The best fitting models of CH, diffusion poorly predicted the weekly diffusion rates among transects but did
slightly better at the whole-reservoir scale (Table 1 and Figures 6f and 6j). Aggregated to the whole reservoir,
the residuals from comparing the predicted versus observed diffusion did not always capture large changes
in the week-to-week variability and underestimated the peak diffusion rate that occurred during fall turn-
over. The predicted weekly diffusion rates at T1 were unable to capture any observed variability
(Figure 6g). At T2 and T3, the best-predicted diffusion rates from both transects captured more week-to-
week variability than at T1, but the model fits were poor, and predictions substantially underestimated dif-
fusion rates at fall turnover (Figures 6h and 6i). Finally, the diffusion model for T4 was similar to T1 and was
rarely able to capture the observed variability (Figure 6j).
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Figure 6. Time series of observed data (gray circles) and modeled +1 SE (purple solid lines and shading) of CH, ebullition (a-e) and diffusion (f-j) aggregated across
Falling Creek Reservoir (leftmost column) and at each transect along FCR's longitudinal gradient from 15 May through 23 October. The modeled data are from the
best fitting AICc model for each CH4 emission and transect (see Table 1). Note that the y axes of each row differ among plots.

4. Discussion
4.1. Drivers of CH, Ebullition Varied Spatially in a Small Reservoir

We observed substantial longitudinal variability in both the magnitude and the drivers of CH, ebullition in
FCR, suggesting that the longitudinal heterogeneity in CH, emission rates that has been well documented in
large reservoirs (e.g., DelSontro et al., 2010; Demarty et al., 2011; Marcelino et al., 2015) also exists in small
reservoirs (<0.5 km?). The varying importance of different drivers of ebullition along the longitudinal gradi-
ent in FCR suggests that multiple factors must be considered to predict reservoir-wide ebullition rates in
smaller reservoirs. Our results underscore the need for improved spatial sampling of the rates and drivers
of CH, ebullition in small reservoirs, which encompass the majority of documented reservoirs in the conter-
minous United States (National inventory of dams, 2018).

Ebullition was best predicted by physical variables at upstream transects T1-T3 and phytoplankton biomass
at the downstream T4 transect during the monitoring period. The best fitting model for T1 ebullition exhib-
ited positive associations with temperature and mean wind speed and a negative association with A pressure.
Using FCR's longitudinal gradient as a guide, T1 is upstream of the primary inflow to FCR and below a wet-
land (Gerling et al., 2016), which likely had a strong influence on the CH, ebullition dynamics at this site.
Wetlands are known to emit large quantities of CH4via ebullition (reviewed in Whalen, 2005), and previous
studies have found that the same physical variables in the best fitting model for T1 also drive ebullition rates
in wetlands (Aben et al., 2017; Goodrich et al., 2011; Morin et al., 2014; Whalen, 2005). Additionally, the
highest mean daily ebullition rate from T1 (185 mg CH, mi* day™") is similar to rates observed in flooded
wetland ecosystems (Whalen, 2005).

By comparison, ebullition at transects T2 and T3, which are just downstream of FCR's primary inflow, was
driven by variables characteristic of riverine and transitional sites in larger reservoirs (Beaulieu et al., 2016).
Ebullition rates at both T2 and T3 sites were driven by a negative association with inflow discharge, and
ebullition at T2 also had a positive association with SWI temperature. Inflow discharge rate has been pre-
viously documented as an important driver of ebullition at locations in reservoirs where tributaries can deli-
ver large quantities of organic matter that fuel methanogenesis and subsequent ebullition during periods of
low discharge (Beaulieu et al., 2014, 2016, Maeck et al., 2014; Sobek et al., 2012; Wilkinson et al., 2015).
When discharge is high, ebullition may be inhibited because of organic matter erosion and lower rates of
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deposition at these sites (Beaulieu et al., 2016), thus resulting in the negative association between discharge
and ebullition.

The most downstream transect (T4) was the only transect at which ebullition rates were driven by biological
rather than physical drivers, suggesting that even along a short longitudinal gradient in a small reservoir,
deeper downstream sites may have fundamentally different drivers of ebullition than shallower inflow sites.
The significant positive association with phytoplankton biomass at T4 suggests that phytoplankton produc-
tivity at deeper, more lacustrine sites close to the dam may stimulate ebullition by providing labile auto-
chthonous substrate to the sediments (West et al., 2016; Zhou et al., 2019). This finding is in contrast with
upstream sites, which exhibited higher mean phytoplankton biomass, yet ebullition rates were still driven
by physical factors such as inflow, wind speed, temperature, and pressure. These upstream sites displayed
higher ebullition rates overall, suggesting that physical factors have the potential to be more important dri-
vers of ebullition than biological factors in small reservoirs, as demonstrated by FCR's reservoir-wide ebulli-
tion model (Table 1).

Finally, it is important to note that there were alternate best fitting models for explaining ebullition rates that
were within two AICc units of the top ebullition model for each transect. These alternate models included
other physical variables and phytoplankton biomass (Table S2) but were in general very similar to the best
fitting model reported in Table 1. However, depth was never included as a significant predictor in any of the
best fitting AICc models. This may be because FCR is a relatively small and shallow reservoir (Zmax = 9.3 m),
where ebullition was more likely related to the transect proximity to the inflow than changes in depth
(DelSontro et al., 2011).

4.2. Reservoir-Wide CH, Diffusion Was Predicted by Phytoplankton

In contrast to ebullition, we could not identify unique drivers of diffusion among transects within FCR;
rather, diffusion rates were best predicted at the whole-reservoir scale and were positively associated with
phytoplankton biomass. Overall, the longitudinal variability in both the magnitude and drivers of CH, dif-
fusion was much less than for ebullition. While CH, ebullition decreased by 98% from upstream T1 to down-
stream T4, diffusion only decreased by 32%. We also did not observe a shift in the importance of physical to
biological predictors of CH, diffusion while moving toward the dam on the longitudinal gradient in FCR, as
diffusion rates at all of the transects were not predicted by any of the measured environmental variables
(Table 1). Despite not appearing in any of the site-specific models, phytoplankton biomass was the best pre-
dictor of diffusion at the whole-reservoir scale (Table 1). In the case of FCR, this result suggests that diffusion
may be best predicted by a reservoir-wide analysis of drivers with observations from multiple sites.

Multiple mechanisms may explain why phytoplankton biomass was a significant predictor of the
whole-reservoir diffusion rates. For example, senesced phytoplankton settling onto shallower sediments in
both littoral and pelagic zones could increase methanogenesis (West et al., 2012), potentially stimulating dif-
fusion rates from the sediments into the water column (Peeters et al., 2019). It is also possible that CH4pro-
duction in oxic waters is affected by phytoplankton dynamics (Bizi¢ et al., 2018; Bogard et al., 2014; Grossart
et al., 2011; Yeung et al., 2017).

Surprisingly, wind speed was not a significant predictor of CH, diffusion at any transect or at the
whole-reservoir scale, in contrast to earlier studies (Berg et al., 2017; Cole et al., 2010; Wanninkhof, 1992).
However, FCR is a small, sheltered reservoir in a steep forested watershed that is protected from higher
winds (Gerling et al., 2016). A similar spatiotemporal CH, emission study in naturally formed lakes also
found that wind speed was not a significant predictor of CH, diffusion in two of the three lakes at the
Skogaryd Research Catchment, Sweden (Natchimuthu et al., 2016). Following these conflicting results, we
propose that wind speed may not be a substantial predictor of CH, diffusion in small, sheltered reservoirs
but is likely still an important driver in lakes and reservoirs that are less wind sheltered.

4.3. Other Candidate Drivers and Caveats

There are also other possible drivers for both ebullition and diffusion that we did not measure in this study.
For example, we were unable to measure transect-specific nutrient concentrations (e.g., nitrogen and phos-
phorus), which are known to be positively related to ebullition by stimulating phytoplankton growth
(Davidson et al., 2018). We also did not quantitatively measure aquatic plant abundance, which has been
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associated with CH, ebullition (Marinho et al., 2015) and diffusion (Attermeyer et al., 2016), though we note
qualitatively that plant abundance at our transect sites was minimal. Diffusion was also likely underesti-
mated because we assumed that diffusive rates were the same over a diel period when scaled from the short
duration of time that we measured efflux. Thus, increases in CH, diffusion rates that occur during the night
because of convective mixing (e.g., Anthony & Maclntyre, 2016; Deshmukh et al., 2014) were not accounted
for in our study. Finally, we were also unable to measure sediment properties such as carbon quality (Zhou
et al.,, 2019) and deposition rates, which can also influence CH, ebullition (Sobek et al., 2012; Wik
et al., 2018).

It is also important to note that aggregating CH, emissions and environmental predictors to the week time
scale may have masked the importance of turbulence and A pressure as significant drivers. For example,
rapid decreases in barometric pressure and hydrostatic pressure that occur within short time periods (<24
hr) have been shown to substantially increase ebullition rates (Casper et al., 2000). Using alternate methods
such as echo sounders (Ostrovsky, 2003; TuSer et al., 2017) and automated bubble traps (Delwiche &
Hemond, 2017; Varadharajan et al., 2010) for measuring ebullition may provide insight on the drivers of
ebullition rates at shorter time scales.

4.4. Variable Diffusion:Ebullition Ratios Over Both the Longitudinal Gradient and Time

Our data show that the dominant CH4 emission pathway from the riverine zone was ebullition and the
lacustrine zone was dominated by diffusion, resulting in diffusion:ebullition ratios less than one upstream
and greater than one downstream. This pattern is primarily due to decreases in ebullition rates at down-
stream sites rather than increases in diffusion downstream. While ebullition is sometimes thought of as
the dominant pathway of CH4 emissions from reservoirs (e.g., DelSontro et al., 2010), our results follows
other studies that observed ratios of diffusion to ebullition closer to one at the whole reservoir level (e.g.,
Barros et al., 2011; Deemer et al., 2016). Interestingly, many of these waterbodies with diffusion:ebullition
ratios of ~1 are older reservoirs like FCR (Barros et al., 2011).

Our data also show that the CHaqifr:CHaeby ratio at the reservoir level can vary substantially throughout the
ice-free period (Figure 4c), with spring and fall conditions dominated by diffusion and midsummer condi-
tions dominated by ebullition. These findings follow studies from other northern latitude reservoirs in which
elevated diffusion is observed in early spring immediately after ice-off (Huttunen et al., 2002), when ebulli-
tion is low. In midsummer, elevated ebullition is observed from the shallow riverine sites as the sediment
temperatures warm (Aben et al., 2017), followed by elevated diffusion rates again in the late fall when ther-
mal stratification weakens and deeper waters with high CH, concentrations mix to the surface. The shifts in
the CHyqif:CHyepy ratio observed throughout our 23-week monitoring period highlight the need for
long-term monitoring efforts of both emissions at multiple sites in small reservoirs.

4.5. Lower CH4 Emission Rates at FCR Relative to Other Reservoirs

FCR was a source of CH, to the atmosphere via both ebullition and diffusion, resulting in total emissions of
40.9 g CHy4 m~2 over the monitoring period. However, the overall magnitude of CH4 emissions from FCR
was low relative to ebullition and diffusion rates reported from other reservoirs. In comparison to 75 other
reservoirs for which both ebullition and diffusion rates are available in a recent meta-analysis (Deemer
et al., 2016), total CH, emissions from FCR were only ~30% of the mean CH, reservoir emissions. It is likely
that FCR may have lower emission rates because our study was conducted ~120 years after FCR's construc-
tion, and older reservoirs such as FCR tend to have lower CH, emissions than younger reservoirs (Barros
et al., 2011; Prairie et al., 2018).

5. Conclusions

While reservoir construction has slowed in some parts of the world, it has also increased dramatically in
others (Zarfl et al., 2014), making reservoirs critical ecosystems to monitor for greenhouse gas emissions.
By intensively sampling a small reservoir, we showed that CH, ebullition rates can substantially decrease
along a longitudinal gradient while diffusion rates remain similar and that the dominant CH, emission type
changed over the season. Our time series models reveal that multiple variables predict CH, ebullition along
the longitudinal gradient of a small, shallow reservoir and that the relative importance of these drivers can
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