P1 FINITE ELEMENT METHODS FOR A WEIGHTED ELLIPTIC
STATE-CONSTRAINED OPTIMAL CONTROL PROBLEM

MINAH OH, LINA MA, AND KENING WANG

ABSTRACT. We investigate a P; finite element method for a two-dimensional weighted
optimal control problem arising from a three-dimensional (3D) axisymmetric elliptic
state-constrained optimal control problem with Dirichlet boundary conditions.

1. INTRODUCTION

Let 0 € R® be an axisymmetric domain, and let 2 be the restriction of Q onto the
meridian half-plane R? = {(r,z) € R* : r > 0}. Then,

Q={(r,0,2):(r,z) €eQUTyand — 7 <0 <7},

where I'y is the “artificial” boundary of 2 that is on the axis of rotation (the z-axis). We
will use I'y to denote the subset of 02 that is not on the z-axis, i.e., the rotation of I'y
around the z-axis will return 9.

We call a function axisymmetric if it is defined on an axisymmetric domain, and it is
independent of the rotational variable § when written in terms of cylindrical coordinates.
We will write © above the function to indicate that a function is axisymmetric. Similarly,
we use - above a function space to denote an axisymmetric function space. For example,
L2(2) is the closed subspace of L(€2) that consists of square-integrable functions on €
that are independent of the f-variable. Similarly, H*(()) consists of square-integrable
axisymmetric functions whose distributional derivatives of order k and under are also
square-integrable. We use HZ(€2) to denote the closed subspace of H*(€2) that consists of
functions that vanish on 9.

Let 3 be a positive constant and g, € EQ(Q) We are interested in efficiently solving
the following axisymmetric problem after performing a dimension reduction:

Bz
5 EQ(Q) )

VY N B TR 9
(1) Find (3. i) = argmin [ — i3 o) + 51

(¥,u)eK
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Y]

where (¢, 1) € H} () x L*(2) belongs to K if and only if

(1.2) VyVwdV = / wwdV for all 0 € HL(Q),
Q Q
(1.3) § < a.e. in €.

We assume that 1% is smooth and that 1E > 0 on 9. The condition 15 > 0 on 02 assures
that the contact/coincidence set denoted by Cisa compact subset of Q). This assumption
will be important throughout the paper.

Now let us perform a dimension reduction to the problem (1.1)-(1.3). Consider the 2D
domain Q C R? associated with Q) and define the following weighted Hilbert space:

L2(Q) = {v : / v(r, 2)*rdrdz < oo} :
Q
Then, there is an isometry (up to a factor of v/2r) between L2(€2) and L2(£2), since

(1.4) /17(7‘,9,z)27°d7"d9dz = 27r/v(r, 2)*rdrdz,
) Q

where v(r, z) € L2(Q) is the function associated with #(r, 0, z) € L*() that satisfies
v(r,z) = o(r,0,z).

The inner-product and norm associated with L2(Q) will be denoted as follows:

('Ul,UQ)T—/vlvgrdrdz,
Q

1/2
||v||L%(Q) = (/ UQTdeZ) .
Q

Note that we are using (-, -), instead of (-,-)2(q) for simplicity. In general, we will use
| - |[v and | - |y to denote the norm and semi-norm associated with the Hilbert space V/,
respectively. As usual, we use H*(Q) to denote functions in L?(Q) whose distributional
derivatives of order k and under are in L?(Q). Therefore,

HY(Q) = {v € L3(Q) : Voo € LX(Q) x LAQ)},

ov ov\"
VTZU = <E, &) .

The semi-norm and norm associated with H!(Q) are

1/2
vl ) = ( / (Vrzv)27“drdz) :
Q

1/2

where

[v][m20) = (HUH%E(Q) + ‘Uﬁ{}(ﬂ))
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0
For the remainder of the paper, we will use 0, in place of —, etc. The closed subspace
r
of H}!(Q) whose members have vanishing trace on I'y is denoted by H (), i.e.,
H,}K)(Q) ={ve H(Q):v=0o0nT4}.

It is well-known that the trace condition in this definition is well-defined. (See [3].)
Then (1.1)—(1.3) is equivalent to solving the following 2D weighted optimal control
problem:

(15 Find (., 10) = sngmin [y —allyoy + 5 Il |
where (y,u) € H} () x L2(€) belongs to K if and only if

(1.6) (Viy, Viw), = (u,w), for all w € H; (),
(1.7) y < a.e. in Q.

We assume that y; € L?(Q) , and that 1 is smooth and v > 0 on T';.

An application of optimal control problems like (1.1)—(1.3) (and therefore (1.5)—(1.7))
is in optimal stationary heating when the body to be heated is axisymmetric. Suppose
Q) is the axisymmetric body to be heated by electromagnetic induction or by microwaves.
Then, 1u, can be thought as the optimal heat source (the control) in (2, that makes the
temperature distribution g, (the state) to be the best possible approximation of the desired
stationary temperature distribution denoted by ¢4 while satisfying conditions like (1.1)
and (1.3). Furthermore, 5 can be viewed as a measure of energy costs to implement the
control. More details of such applications (without the axisymmetric assumptions) can
be found in [27, Chapter 1].

The axisymmetric (f-independency) assumption on the functions in (1.1)—(1.3) has two
meanings. One is that this problem arises when the desired temperature distribution (¢g)
and the maximal temperature distribution (15) are axisymmetric, since then the solution
(s, Uy) is also axisymmetric. The other is that the analysis of (1.5)—(1.7) is the first step of
analyzing the elliptic state-constrained optimal control problem with Dirichlet boundary
conditions that has the axial symmetry condition only on the domain Q) and not necessarily
on the functions. This is because, even in such a more general setting, (1.5)-(1.7) is the
problem that needs to be solved to get the 0-th Fourier-mode of the optimal control and
state when using Fourier finite element methods for general axisymmetric problems as in
[3]. Therefore, efficient numerical methods that can approximate the solution of (1.5)—
(1.7) are important for elliptic state-constrained optimal control problems whose domain
is axisymmetric with axisymmetric data and also with general data.

Finite element methods (FEMs) for elliptic distributed optimal control problems with
pointwise state constraints have been studied by many authors ([4, 5, 6, 7, 8, 9, 10, 12, 16,
20, 22, 24]). To our knowledge, this will be the first paper that considers the numerical
solution of a 2D weighted optimal control problem arising from a 3D axisymmetric optimal
control problem. In particular, we will use P, finite elements as in [4, 7, 12] but after
making necessary changes according to the weighted norms to approximate the solution
to (1.5)—(1.7). We follow the analysis done in [4] but modify it to appropriate weighted
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function spaces. These weighted spaces include functions with singularities at the axis of
rotation, so the analysis of the weighted problem require special attention. Furthermore,
to our knowledge, this paper will be the first paper that uses local weighted spaces in the
analysis of axisymmetric problems.

The remainder of the paper is organized as follows. In the next section, we summarize
definitions and useful properties in weighted spaces. In section 3, we analyze the solution
to the continuous weighted problem of interest by using a variational inequality and a
Lagrange multiplier. In the following section, we introduce the discrete weighted problem
that will be used in this paper, and in section 5, we derive error estimates. Finally,
section 6 provides numerical results to back up the theory.

2. CONTINUOUS PROPERTIES IN WEIGHTED SPACES

In this section, we summarize definitions and some results in weighted spaces that will
be useful in this paper. Throughout this paper, we assume that Q) c R3 is a bounded
Lipschitz domain.

Let s € (0,2], and set

HI(Q) =H; () if s € (0,2),
H2(9) ={w € H2(Q) : 0w € 12, ()},
where 2
Lf/T(Q) ={w: /QTdrdz < 00}.
Note that H? (1) is a Hilbert space endowed with the norm
lwlly, = (lwllmze) + 10wl @)
Furthermore, define
HI(Q)={we H(Q):0w=0o0nTy} if s € (2,3]

endowed

[[w] H(Q) = [|w] o forse (2,3].

The following results can be found in [3, Theorem I1.2.1] and [1, subsection 3.2].

Proposition 2.1. The trace mapping f — [ is an isometry (up to a factor \/27) from
L3(2) to L2(). The same holds for the reciprocal lifting, L*(2) — L*(Q), f — f.

Proposition 2.2. The trace operator is an isomorphism from ]:IS(Q) to H3(Q) for all
s € (0,3].

Let Eo(A; L2(€2)) be the subspace of HL(€2) defined by
(A L) = {6 € BY(S): A e LA},
Wherg Az isv uridersteod in the sense of digtributions. Due to elliptic regularity [4, 15, 19,
23], Eo(A; L*(€2)) is a subspace of H'™*(Q) for some «a, and we have
(2.1) 15 ] 14y < ClIAY| 2y for all & € Eo(A; L2(€)).
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In general, the index of elliptic regularity « is in (%, 1].

Next, let us consider A in terms of cylindrical coordinates:
1 1

AD = —8,,(7*8,,27) + —289917 + 8z227
r r

Since Jpv = 0 by the definition of axisymmetric functions, the right-hand-side of the
above formula reduces. With that in mind, and by using the relation o(r, 0, z) = v(r, 2),
we define the following operator:

1 1
AL = ;8,,(7"&71) + 0,0 = ;5),4) + 0,0 + 0,,0.

Then there is an isomorphism between Ey(A; L2(2)) and E, (), where
E,o() = {v € H'(©) : Av € LX)},

and by (2.1) and Proposition 2.2, we also have

(2.2) [0l grre(q) < CllA2v]| 20 for all v € E,,(Q).

Since Ey(A; L2()) is a subspace of H'+*(Q) N HZ(Q) N HY(Q) for some a € (L,1]
([15, 19, 23]), it follows from Proposition 2.2 that E,.(f2) is a subspace of H{™(Q) N
HJQr =N H () where Hi () denotes the space of functions that are in H?(w) for
all w that satisfies @ CC € (the closure of & is a compact subset of €2). We use the

notation loc instead of loc to indicate that the condition on w is that & CC € instead of
w CC €, i.e., a side of w may be on [y but not on I'y.
Moreover, we have the following integration by parts formula:

(2.3) (Apw,v), = =(Vew, Vi), forallv € H (Q),w € E, ().
As usual let L=(€2) denote the space of functions that satisfy
ess sup{w(a) for all € Q} < 0.

Before we end this section, let us define a few more function spaces. Let W% (Q) denote

the subspace of functions in L>(€2) whose distributional derivatives of order k£ and under

are also in L®(2). L*(Q) and W (Q) are defined analogously without having to consider
the weight r.

3. THE CONTINUOUS PROBLEM

By applying integration by parts (2.3), we can rewrite the problem (1.5)—(1.7) in the
following way:

1 s

Find y, = argmin [— — 2 + S ALyl )

(3.1) Y ;ozK 2||?J deLg(Q) ) | yHLz(Q)
where K = {y € FE,,(Q) : y <4 in Q}.

By the classical theory of calculus of variations [17, 21|, the solution y, € K is charac-
terized by the variational inequality

(3.2) W = Ya, ¥ — Yu)r T B(Ar2Yi, Arz(y — 4s))r > 0 for all y € K.
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3.1. Interior Regularity of y,. By [11] there is a unique solution to the minimization
problem (1.1)—(1.3), and

(3.3) G € Hipo(S2) N W2 (€2),
By Proposition 2.2, this implies that
(3.4) ye € HS =(Q)N W2(4).

3.2. Lagrange Multiplier. Let ¢ € C>(Q) (the space of axisymmetric C* functions
with compact support in €2) be nonnegative. Then, let ¢ be the corresponding function
defined on €2 such that ¢(r, z) = ¢(r, 0, z). Since y = —p + y, € K, by (3.2), we have

(Ys = Ya, &) + B(A2Yx, Bred)r <0
It then follows from the Riesz representation theorem ([18, 25, 26]) that

(3.5) (Y = Ya, 0)r + B(Arzys, Arzv)r = / vdp Vv € Eo(Q)
Q

where

(3.6) 1 is a nonpositive regular Borel measure.

Let ¢ = {z € Q: y(z) = ( )} be the 3D contact/commdence set. Recall that we
are assuming that 77/} > 0 on 9 so that € is a compact subset of . Let G denote an
axisymmetric open neighborhood of € such that GQ cc Q. We will use € and G¢ to

denote the restriction of € and éé respectively onto the meridian half plane as usual.
For any v € K whose support is disjoint from €, y* = +ev + y, belongs to K if € is
sufficiently small. Hence by (3.2) we have

(y* — Yd, :l:E'U) + ﬁ( rzYxs rz(iev))r Z O;
which implies
(Y — Ya, 0)r + B(Ay, Arov), =0, Vo € K such that suppv N € = 0.

Consequently, by (3.5), u is supported on €, which is equivalent to the complementarity
condition

(3.7) |~ wrdn=o.

Conversely, if y, € K satisfies (3.5)—(3.7), then y, is the solution to (3.2).
Another way to view p is through the associated 3D axisymmetric problem, i.e.,

(3.8) (U = Ya, 0) g2y + BAYL, AD) oy = /Q?‘?dil Vo € Eo(A; LA(Q)

where
/1 is a nonpositive regular Borel measure.

Furthermore, we have as in [8, (2.7)] and [7, (2.11)]

K
Q

(3.9) dji| < C||%

iy forallve Eo(A; L*(Q)),
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by (3.8), (3.3), and integration by parts. Thus, by (3.5), (3.8), and Proposition 2.2, we
also have that

(3.10) '/ Ud”‘ < Clollmyce  forall v € B o(Q).
Q

3.3. Global Regularity of y, and u,. Globally, by (2.2), we know that

(3.11) ety < ClA el 2o

Furthermore, in view of (3.9), it is known that Ay, € H} (). (See [10, section 2.4].)
Therefore,

(312) Uy = _Arzy* € Hfrl,o(Q)'

4. THE DISCRETE PROBLEM

Assume that ) is meshed by a finite element triangulation .7, that satisfies the usual
geometrical conformity conditions [14]. We use hr to denote the diameter of T € .7,, and
h = maxrpe g, hr to denote the mesh parameter.

Let V) C H},(€) denote the P, finite element space with vanishing trace on I'y, i.e.,

V0={veCQ):vlpeVyforall T €.% and v =0on T}

where
Vi={ar+bz+c:abceR}.
Now, let us define a discrete Laplacian A, : H} () — V;? in the following way:

(4.1) (Ahgp,wh)r = —(Vrzgo, Vrzwh)r, th & Vho
Integration by parts implies that
(4.2) App = QrA,.p for all p € E,,(Q),

where Qy, : L2(Q) — V2 denotes the L2-orthogonal projection. The discrete problem used
to approximate the solution to (3.1) is the following:

(1 B
(4.3 ot = argnin (3lon ~ llyor + 518l )
Y€K},
where K, = {yn € V) typ < I in Q} and I, : H} (Q) — V) is the nodal interpolation
operator, i.e., [yw coincides with w on all nodes in .7,.
It follows from the classical theory that (4.3) has a unique solution y" € Kj, that can
be characterized by the following discrete variational inequality:

(44) (W = yasyn — y)r + BAWYLE Anlyn — y)r 20 forally, € K.
Once the discrete state y? € V) is obtained, we get the discrete control u” € V! by
Before we end this section we introduce an operator that we need in the convergence
analysis. Let the operator Ej, : V}! = E,,(Q) be defined by

(45) A7",z£?fzvfz = Ah/Uh? V'Uh S V}?v
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or equivalently
(Vi Epop, Ve w), = (—Apvp,w),  for all w e Hﬁ’O(Q).
By definition of Ay, we also have that
(V,«th, V,,th),, = (—Ahvh,wh)T for all wy, € V;?
Recall that E, () is a subspace of H}T*((2) ﬂHi,zB’c(Q) NH;,(Q) . Then, by the standard

error estimate [13, section 5] and a duality argument, we get the following Proposition.
Proposition 4.1. For any v, € V), Eyvy, belongs to H{**(Q) for some o € (3,1], and
|Epon — vplmr) < ChY||Apvnl|r2e),
1Evvn — vnll2i) < Ch*||Apvnl|r2(e)-

5. ERROR ESTIMATES
Let us first define a mesh-dependent norm || - ||, by
(5.1) vl = (v,0), + B(ARY, Apv),.

The following theorem is the main result of this paper, and it provides abstract error
estimates.

Theorem 5.1. Let y, be the unique solution to (3.1) and y* be the unique solution to
(4.3). Then, it follows that

h . 1/2
1y = ylln < C (h + inf [Hy* = ynlln + [y — yhlle(aaD :

The following Lemma will be essential in proving Theorem 5.1.

Lemma 5.1. There exists a positive constant C' independent of h such that

(5.2) / Enlyn — y")du < C (Bl An(un — 5 22 + 12 + v — Ingiell ey -
[9]

for all yy,y" € K.

Proof. Consider
(5.3)

En(yn — ") dp
Q

= /Q [En(yn — y2) — (yn — y2)] dp + /Q(Ihw —yl) dp + /Q In(ye — ) dp + /Q(Z/h — Iy dp,

< /ﬂ [En(yn — v — (yn — 4] du+/ﬂfh(y*—w) du+/ﬂ(yh—lhy*) dy,

where in the last inequality above, we are using (3.6) and the fact that y? < 1. We will
get an upper bound for each of the terms appearing in the right-hand-side of (5.3).
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First of all,
(5.4)

/Q [En(yn — yl) — (yn — y2)] dp < Cl|Enyn — v) — (yn — ¥2) ey by (3.10),

< Ch||An(yn — ¥ 120 by Proposition 4.1.

The last inequality above is true, since E,,(2) is a subspace of Hi = (£2) and Cu?é cc Q.

Next we recall the following estimate that follows from [2, Proposition 3]:
(55) ||w—]hw||Loo(G¢) S Ch2||w||wo20((;¢),

for all w € W2 (Ge). Then,

/Ih(y*—w) dp = /((w—y*) —In(¢ — y.)) dp by (3.7),

0 Q

(5.6) <O —yi) = In(¥ — ¥l Loo(ce)  since p is a finite measure,
< CR?|[¢ = yullwz o)

The last inequality follows from (3.4) and (5.5). We also have

(5.7) /Q(yh — Iny) dpp < Cllyn — Intell Lo (Go)-

The proof is complete by (5.3)-(5.7). O
Now we are ready to prove Theorem 5.1.

Proof. First of all, the following is straightforward:

(5.8)
lyn — y2 11
= (Y — Y un — Y + B(AR(yn — ), An(yn — Y2)rs
= (U = Yoo un — U )r + BAR(YL — 42), Anlyn — 42))r
+ (Y — Yas Yn — U )r + BARYw, An(yn — y*))r

( yr)
— (Y = ya, yn — y1)r — BARYY, Anlyn — y™))s,
< lyn — yellnllyn — v2lln + We = Yas yn — Y2 + B(Anys, An(yn — y))r by (4.4).
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Furthermore,
(5.9)
(Y — Yas Un — Y)r + B( Ay, An(yn — y™)),
= (s — Ya> Yn — ¥ — En(yn — ") + (s — yas En(yn — v + B(A vy, An(yn — y)s
by (4.2),
= (Ys — Ya (Y — Y1) — Enlyn — ¥2))r + (e — Yas En(yn — )i + B(A v, Ao En(yn — y2))r
by (4.5),

= (Y = Ya> (un — ¥2) = En(yn — y))r + /QEh(yh —yr) dp

by (3.5),
< Cll(yn — ¥2) — Enlyn — y)lr20) + C (RIIAR YR — ¥ 2200y + B* + lyn — Iyl o ce))
by Lemma 5.1,

< CR*||An(yn — ¥ Iz + C (M An(yn — y) 2 + 12 + llyn — Intill (o))
by Proposition 4.1,

< C (hllyn = vl lln + 1 + lyn — Inysl Loc(ce)) -
Therefore, by (5.8) and (5.9), we have

lyn — y21% < lun = ellallyn = v2lln + C (Bllyn = y2lln + B>+ e — Iyl o)) »
< C ((lyn = yelln + )yn = vl + 2%+ llyn — Iyl Loc(ce)) »

which together with the inequality of arithmetic and geometric means implies
(5.10) o = 2l < € (= gl + o+ g = D2 )
Hence, it holds for all y, € K, that
lye = 92 ln < llye = ynlln + lyn — v2lln,
< lyx — ynlln +C (Ith —lln + R+ o — Dl o )
< C (lye = wnlln + 1+ (lyn = vll (o) + 196 = Intill i) ?) »
< C (llge = wnlln+ b+ llon = w1} 60y + 1) by (5.5).

and thus we have

. 1/2
Iy = yilln < C <h + inf [Hy* = ynlln + [y — yh||L/oo(Ge)D '

O

Remark 5.1. Recall that the discrete control u” € V¥ is obtained by u = —Apy". There-

fore, by (5.1), Theorem 5.1 provides abstract error estimates for the control as well as the
state.
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Remark 5.2. Concrete error estimates may be obtained by constructing a y, € Kj that
satisfies

(5.11) e = gl =+ Il = w11 ey < CUIAI 20+ 1)
as done in [4, Lemma 5.3]. Then it will follow by Theorem 5.1 that
lye = 92 lz2@) + lye = Yllmmze) + e = wlllzz@) < C(Ih[Y2h+ h?).
We note here that the construction of such y;, € K, is possible under the conjecture that
en = (g = Byl (o) < C(IInh|h* + 1),
where Ry, € V) is the finite element solution that satisfies
(Vee R Veotn)r = (Vial, Vizon), for all vy € V.
Under this conjecture, v, = Rpy, — eplp¢ will satisfy (5.11), where ¢ is a nonnegative

function with ¢ = 1 on G and ¢ € C>°(€2).

6. NUMERICAL RESULTS

Example 1
In this example, we modify [4, Section 7 Example 3| so that the domain and the exact
solution is axisymmetric. Let the axisymmetric 3D domain Q C R3 be the following
cylinder:
{(z,y,2) eR*: 2? + 9y <4*and —4 <z <4}
The computational domain is then Q = {(r,z) € R} : r < 4and —4 < z < 4}. We
choose B =1, ¢(r,z) =7+ 22 — 1, and

WY(r, z) if |z| <1,
y(r,2) = qollz]) + [ = ¢(|z))]w(r, z) if 1 <fa] <3,
w(r, z) if |z| > 3,

where |x| denotes v/r2 + 22 and

() o) em (-5

w(r,z) =r* sin4(g(r +4)) sin(g(z +4)).

The corresponding y4 function that we need to get the constructed exact solution vy, is
(r.2) = A2y, +y, if |z| > 1,
il =) = A2y, +y, +2 if|z] <1

The exact control u, is —A,.y,. We use Matlab “quadprog” program to solve this optimal
control problem. We use y; and u; to denote the discrete state and control respectively
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6.69¢-03 2.23 3.18e-01 1.00 1.52e-03 2.53 4.82e-02 1.89

1.50e-03 2.16 1.59e-01 1.00 4.24e-04 1.85 1.35e-02 1.84

3.89e-04 1.95 7.94e-02 1.00 9.14e-05 2.21 3.96e-03 1.77
TABLE 6.1. Results on uniform meshes for Example 1

k Hy* — kaLg(Q) rate ’y* — yk’H}(Q) rate H[ky* — kaLOO(Q) rate Hu* — 'LL]CHL%(Q) rate
0 5.97e+00 1.31e4-01 1.41e4-00 3.52e+01

1 4.24e+00 0.49 1.07e+01 0.28 8.55e-01 0.72 2.90e+-01 0.28
2 1.11e4-00 1.93 5.05e+00 1.09 2.41e-01 1.83 8.71e+00 1.74
3 3.34e-01 1.73| 2.56e+00  0.98 8.03e-02 1.58 2.52e¢+00 1.79
4 8.92e-02 1.91 1.27e+4-00 1.01 2.24e-02 1.85 6.73e-01 1.90
) 3.13e-02 1.51 6.36e-01 1.00 8.83e-03 1.34 1.78e-01 1.91
6

7

8

a

A
o> i,‘)\

(a) State (b) Control (c) Contact Set

FIGURE 1. State, control, and contact set for Example 1

at mesh level k. In Table 6.1, we report the error in the observed norms. Figure 1 shows
the graph of yg and ug and the contact set obtained in mesh level 8.

Example2
1
We now try an example with simpler data. We choose yq(r, 2) = —=, ¥(r, 2) = r? + 22,
r

and 8 = 0.002. The domain is chosen to be the same as the previous example. In this case,
the exact solution (ys, u,) is unknown, so we calculate the error between two consecutive
approximations in the observed norms in Table 6.2. Figure 2 shows the optimal state,
optimal control, and contact set obtained by our method on mesh level 8.

Example 3
In this example, we let  to be the L-shape domain [0, 1]*\[0.5,1]2. We choose = 1,

ya(r,z) = =2, and ¥(r, z) = (r—0.25)%+ (2 —0.25)%> — 0.05. We measure the error between
two consecutive approximations.
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| lyers — ynllze)  rate | [Yesr — velmye) rate | lyesr — yelloe) rate | lupn — ukllrz)  rate
1 1.81e+4-00 4.37e+00 1.36e+4-00 1.31e+01
2 9.70e-01 0.90 3.99e+00 0.13 9.15e-01 0.57 1.59e+4-01 -0.28
3 3.01e-01 1.69 2.17e400 0.88 4.96e-01 0.88 7.93e+00 1.00
4 8.50e-02 1.83 1.13e+4-00 0.94 1.60e-01 1.64 3.14e+00 1.34
) 2.25e-02 1.92 5.79e-01 0.97 5.14e-02 1.63 1.14e4-00 1.46
6 5.75e-03 1.97 2.92e-01 0.99 1.39e-02 1.89 4.87e-01 1.23
7 1.45e-03 1.98 1.46e-01 1.00 3.53e-03 1.98 1.90e-01 1.36
8 3.67e-04 1.99 7.32e-02 1.00 8.87e-04 1.99 5.99e-02 1.67

TABLE 6.2. Results on uniform meshes for Example 2

. D\ A ")

- »

Py a %

(a) State (b) Control (c) Contact Set

FIGURE 2. State, control, and contact set for Example 2
k| vk — yallz) rate | [yt — vkl rate | [ypr1 — ykllc(o) rate | [Juprr — uglzz) rate
1 2.75e-03 4.37e-02 1.40e-02 1.79e-01
2 1.52e-03 0.86 2.53e-02 0.79 7.78e-03 0.85 1.59e-01 0.17
3 5.84e-04 1.38 1.23e-02 1.04 2.30e-03 1.76 4.96e-02 1.68
4 7.19e-05 3.02 6.48e-03 0.93 1.37e-03 0.75 1.81e-02 1.45
5 2.61e-05 1.46 3.54e-03 0.87 9.02e-04 0.60 6.78e-03 1.42
6 1.35e-05 0.96 1.99e-03 0.83 5.79e-04 0.64 3.42e-03 0.99
7 4.11e-06 1.71 1.15e-03 0.79 3.67e-04 0.66 1.25e-03 1.46
8 1.46e-06 1.50 6.78e-04 0.76 2.32e-04 0.66 5.81e-04 1.10

TABLE 6.3. Results on uniform meshes for Example 3

In Table 6.3, we report the error in the observed norms. In this example, the elliptic
regularity index avis 2/3. It is clear especially from the reported error in the H'-seminorm
and the L*°-norm that the order of convergence is dependent on the elliptic regularity
index a. Figure 3 shows the graph of yg and ug and the contact set obtained in mesh level

8.

Example 4
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FIGURE 3. State, control, and contact set for Example 3

E\ Yk — urllzzi  rate | [yesr — rlm) 1ate | |yken — vrlloeo@) rate | [[upyr — uellr2) rate
1 1.41e+01 1.31e+01 1.59e+01 3.76e+00

2 5.87e+00 1.27 9.08e+00 0.53 1.39e+4-01 0.19 2.78e+00 0.44
3 2.16e+00 1.44 4.36e+00 1.06 6.59e+00 1.07 8.98e-01 1.63
4 3.39e+00 -0.65 4.16e+00 0.07 6.69e+00 -0.02 9.73e-01 -0.12
5 1.72e4+00 0.98 2.62e+00 0.67 5.25e+00 0.35 6.03e-01 0.69
6 1.00e+-00 0.78 1.40e+00 0.90 2.84e+00 0.88 2.96e-01 1.03
7 2.53e-01 1.99 5.30e-01 1.40 1.36e+00 1.07 9.80e-02 1.59
8 1.23e-01 1.04 2.25e-01 1.24 6.10e-01 1.16 3.68e-02 1.41

TABLE 6.4. Results on uniform meshes for Example 4

In this example, we choose €2 to be a triangular domain with vertices (0, 6), (6,0), and
(0,—6) with 8 =1, ya(r, 2) = 5 and ¥ (r, 2) = r*(r+ 2z —1)?(r — 2 — 1). Different from the
previous three examples, the contact set in this example has a non-empty intersection with
I'1, so the theory presented in this paper does not apply to this example. Nevertheless
we examine the order of convergence. The error between two consecutive approximations
is reported in Table 6.4 and the approximate state, control, and contact set obtained in
mesh level 8 is presented in Figure 4.

Example 5

Before we end this section, we present here one more numerical example that uses an
algorithm that is closely related to (4.3). Namely, as in [4], we will use a mass lumping
technique to construct another P-FEM to approximate the solution of (3.1). First of all,
let us define another inner product (-, ), s:

rdrdz
(Vn, wh)rp = Z ( Z hT)vh(p)wh(p) for all vy, wy, € Vi,

peY), TET,

where ), denotes the set of nodes in .7,, and .7, denotes the union of all triangles that
have the node p as one of its nodes. Note that this inner-product is different from the one
used in [4, 7] for mass lumping, since [, rdrdz is used instead of |T'| (area of T'). This is
a natural modification that takes into consideration the weight r present in our problem.



A WEIGHTED ELLIPTIC OPTIMAL CONTROL PROBLEM 15

(a) State (b) Control (c) Contact Set

FIGURE 4. State, control, and contact set for Example 4

k Hy* — Ykl L2(0) rate \y* — yk‘HTl_ (@) rate kay* — yk-HLOO(Q) rate Hu* — ukHLg(Q) rate
0 1.15e+01 2.21e+01 4.17e+00 3.56e+01

1 7.72e+00 0.58 2.69e4-01 -0.28 3.76e+4-00 0.15 3.33e+01 0.10
2 1.90e+-00 2.02 1.04e+01 1.37 1.47e+00 1.35 1.28e+01 1.38
3 3.89¢e-01 2.29 3.19e+00 1.70 2.52e-01 2.55 3.31e+00 1.95
4 9.15e-02 2.09 1.35e4-00 1.24 6.20e-02 2.02 9.60e-01 1.79
5 3.41e-02 1.43 6.46e-01 1.06 1.74e-02 1.83 3.20e-01 1.58
6 6.28e-03 2.44 3.19e-01 1.02 4.52e-03 1.94 1.15e-01 1.48
7 1.53e-03 2.03 1.59e-01 1.00 1.28e-03 1.82 4.57e-02 1.33
8 3.72e-04 2.04 7.94e-02 1.00 3.30e-04 1.95 1.95e-02 1.23

TABLE 6.5. Results on uniform meshes for Example 5

By using this inner-product, we define another discrete Laplacian ﬁh : HSVQ(Q) — VY in
the following way:

(&hgoawh)r,h - —(Vm% vrzwh)ry vU)h S Vho

Then we solve the following discrete problem to approximate the state:

(1 Bix
(6.1) yy = argmin (—Hyh - yd“%%(ﬂ) + _HAhth%E(Q)) :
Y€K}, 2 2
The approximate control u” is then obtained by u* = —Ahyf. Since the mass matrix

corresponding to (-,-),, is diagonal, we can use a primal dual active set method which
converges superlinearly instead of “quadprog” to solve (6.1).

Table 6.5 reports the error in the observed norms when (6.1) is used instead of (4.3)
with the same data provided in Example 1. These numerical results are promising, and

they are similar to the ones provided in Table 6.1. The convergence analysis of (6.1)
remains as future work.
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