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ABSTRACT

We study uniform population protocols: networks of anonymous
agents whose pairwise interactions are chosen at random, where
each agent uses an identical transition algorithm that does not
depend on the population size n. Many existing polylog(n) time
protocols for leader election and majority computation are nonuni-
form: to operate correctly, they require all agents to be initialized
with an approximate estimate of n (specifically, the value |logn]).
Our first main result is a uniform protocol for calculating log(n)+
O(1) with high probability in O(log? n) time and O(log? n) states
(O(loglog n) bits of memory). The protocol is not terminating: it
does not signal when the estimate is close to the true value of log n.
If it could be made terminating with high probability, this would
allow composition with protocols requiring a size estimate initially.
We do show how our main protocol can be indirectly composed with
others in a simple and elegant way, based on leaderless phase clocks,
demonstrating that those protocols can in fact be made uniform.
However, our second main result implies that the protocol cannot
be made terminating, a consequence of a much stronger result: a
uniform protocol for any task requiring more than constant time
cannot be terminating even with probability bounded above 0, if
infinitely many initial configurations are dense: any state present
initially occupies Q(n) agents. (In particular no leader is allowed.)
Crucially, the result holds no matter the memory or time permitted.
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1 INTRODUCTION

Population protocols [7] are networks that consist of computational
entities called agents with no control over the schedule of inter-
actions with other agents. In a population of n agents, repeatedly
a random pair of agents is chosen to interact, each observing the
state of the other agent before updating its own state. They are
an appropriate model for electronic computing scenarios such as
sensor networks and for “fast-mixing” physical systems such as an-
imal populations [39], gene regulatory networks [18], and chemical
reactions [36], the latter increasingly regarded as an implementable
“programming language” for molecular engineering, due to recent
experimental breakthroughs in DNA nanotechnology [21, 37].

All problems computable with zero error probability by a
constant-state population protocol are computable in O(n) time [9,
26]; the benchmark for “efficient” computation is thus sublinear
time, ideally polylog(n). For example, the transition x,q — y,y
(starting with at least as many g as the “input” state x) computes
f(x) = 2x in expected time O(log n), whereas x, x — y, g computes
f(x) = [x/2] exponentially slower: expected time O(n) [20].

Although the original model [7] assumed a set of states and tran-
sitions that is constant with respect to n, for important distributed
computing problems such as leader election [27], majority compu-
tation [2], and computation of other functions and predicates [14]
no constant-state protocol can stabilize in sublinear time with prob-
ability 1.! This motivated the study of protocols in which the set
of states and transitions grows with n (essentially adding a non-
constant memory to each agent). Such protocols achieve leader elec-
tion and majority computation using O(polylog(n)) time, keeping
the number of states “small”: typically O(polylog(n)) [2-4, 15, 17],
although O(loglog n) states suffice for leader election [29].

Unfortunately, many of these sublinear-time protocols [2-4, 15,
17] are nonuniform: the set of states and transitions are allowed to
depend arbitrarily on n (this is not true of all, see for example recent
fast, low-memory leader election protocols [29, 30]). This capability
is used to initialize each agent with an approximate estimate of n
(the value [logn]) required by the protocols.

More desirable would be a uniform protocol in which each agent’s
local algorithm for computing the outputs, given the inputs, has
no knowledge of n. Such an algorithm may produce outputs longer

1 A protocol stabilizes when it becomes unable to change the output. A protocol con-
verges in a given execution when the output stops changing, though it could take longer
to subsequently stabilize. Known time lower bounds [2, 14, 27] are on stabilization, not
convergence. Recently Kosowski and Uznanski [31] achieved a breakthrough result,
showing O(1)-state protocols for leader election and all decision problems computable
by population protocols (the semilinear predicates), converging with high probability
in polylog(n) time, and for any € > 0, probability 1 protocols for the same problems
converging in O(n€) expected time. The latter protocols require Q(n) time to stabilize,
as would any constant-state protocol due to the cited time lower bounds.
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than its inputs, retaining the ability to use a number of states that
grows with the population size. A uniform protocol can be deployed
into any population without knowing in advance the size, or even
a rough estimate thereof.

1.1 Contributions

Nonuniform protocols in the literature [2-4, 15, 17] initialize each
agent with the value [logn|. Hence we study the problem of com-
puting an approximate estimate of log n.

Our first main result, Theorem 3.1, is a uniform protocol, starting
from a configuration where all n agents are in an identical state,
that with high probability computes log n + O(1) (storing the value
in every agent), using O(log? n) time and O(log* n) states. This an-
swers affirmatively open question 5 of [25]. This is done primarily
by generating a sequence of geometric random variables,? and prop-
agating the maximum to each agent. However, before the maximum
reaches all agents they begin computation; thus we use a restart
scheme similar to [29] to reset an agent’s computation when it
updates to a higher estimate of the max.

One might hope to use this protocol as a subroutine to “uni-
formize” existing nonuniform protocols for leader election and
majority [2-4, 15, 17].3 Suppose the size-estimating protocol could
be made terminating, eventually producing a termination “signal”
that with high probability does not appear until the size estimate
has converged. This would allow composition with other protocols
requiring the size estimate. It has been known since the beginning
of the population protocol model [7] that termination cannot be
guaranteed with probability 1. However, leader-driven protocols
can be made terminating with high probability, including simula-
tion of register machines [9] or exact population size counting [32].

Our second main result, Theorem 4.1, shows that this is impossi-
ble to do with our leaderless size-estimation protocol and a very
wide range of others. This answers negatively open questions 1-3
of [25]. The production of such a terminating signal cannot be de-
layed, even with probability bounded above 0, by more than O(1)
time in any uniform protocol where, for some a > 0, infinitely
many valid initial configurations are a-dense, meaning that each
state present is the state of at least an agents. This holds even for
randomized protocols with a nondeterministic transition function.
(Because this is an impossibility result, the fact that it holds for both
deterministic and randomized protocols makes it stronger than if
it held only for deterministic protocols.) Since virtually all non-
trivial computation with population protocols requires Q(logn)
time* (including leader election, and computation of predicates and
functions such as majority and g(x) = 2x), this implies that no
uniform terminating protocol can solve these problems from dense
initial configurations.

2 To our knowledge, this constitutes the first analysis of sums of independent random
variables, each of which is a maximum of geometric random variables. Standard
Chernoff and other tail bounds generally used for bounded random variables fail in
this case. We apply the theory of sub-exponential random variables [35] to obtain
strong bounds on the moment-generating function of a maximum of geometric random
variables in order to obtain the required Chernoff bounds.

3 Some protocols for leader election [29, 30] are uniform, but other protocols [2, 4,
15, 17] have the benefit of simplicity and may possibly be easier to reason about and
compose with other protocols.

4 Q(log n) is a lower bound on most interesting computation: by a coupon collector
argument, this is the expected time for each agent to have at least one interaction.
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The hypothesis of density is crucial: with a leader, high-
probability termination is possible in a uniform protocol [9]. The
hypothesis of uniformity is also crucial: if each agent can initially
store a value f(n), then a termination signal can be delayed until
some agent experiences f(n) interactions, an event whose expected
time grows unboundedly with n if f grows sufficiently fast. This re-
sult uses a density argument similar to that used previously to show
time lower bounds, which assume a state set of size O(1) [14, 23, 27]
or < % loglogn [2]. In contrast, our argument holds for any state
set size, by showing that a particular subset of states is produced
in constant time w.h.p., and using a careful argument to show that
this subset necessarily contains the termination signal.

Despite this difficulty in directly composing size estimation with
a downstream protocol (or several stages/subprotocols composed in
series), we present a general and simple method of composition (via
restarting), based on a “leaderless phase clock” using a weaker log
population size estimate s (called logSize2 in the pseudocode in
Section 3.2) obtained initially (where logn —loglnn <s < 2logn
w.h.p.).> Based on s and the expected convergence time of the
downstream protocol, each agent once per interaction increments a
counter ¢, from 0 up to f(s), and the first agent to reach f(s) signals
the entire population to terminate (or move to the next stage).
f(s) is chosen large enough that no agent reaches f(s) before the
downstream protocol converges. The entire downstream protocol
is reset if the initial size estimate s changes. With the above scheme,
agents need to store the variables s, ¢, and possibly also f(s) (in
our case f(s) = O(s) so it need not be stored explicitly, but if
f(s) = poly(s), for example, f(s) may need to be stored separately
from s). If the downstream protocol requires #(n) time to converge,
then agents also set their threshold f(s) > t(n) (where f(s) is
“large” compared to £(n)). This requires O(f(s)?-log n) states will be
added to the state complexity of the protocol, or O(log? n) if f(s) =
O(log n) (as in our case) since f(s) need not be stored explicitly. To
compose multiple downstream stages/subprotocols in series, we
also need a way to compute and possibly store the number K of
stages (in our case K = O(log n), also chosen as a constant times s,
so K need not be stored explicitly), and we need to store an index
indicating which stage we are on. For K stages, this multiplies the
state complexity by K if K = O(log n) and K? otherwise (since K
must be stored explicitly in the latter case).

1.2 Related work

The work of this paper was inspired by recent work on nonuniform
polylog time leader election/majority [2—4, 6, 15, 17, 38]; the fact
that those protocols require an approximate size estimate is the
direct motivation for seeking a protocol that can compute such an
estimate (though unfortunately due to Theorem 4.1, composition
of our protocol with these is not totally straightforward).

Some nonuniform protocols crucially rely on an estimate of log n
(e.g. [2-4, 15, 17, 38]) for correctness. Other nonuniform protocols
are more robust, using the estimate merely to allow the proto-
col to have a finite number of states. For example, Alistarh and
Gelashvili [4] show a O(log® n)-time protocol for leader election in
which leaders increment a counter on each interaction. The uniform
variant of that protocol, with no estimate of log n, is correct with

5 The first leaderless phase clock for population protocols was proposed in [3]. Ours
is different, based on [38]. Both are nonuniform, relying on an estimate of log n.
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probability 1, and the estimate of log n is used only to bound the
counter (hence also the number of states) below log n. Nevertheless,
it is not obvious how to modify that protocol to be uniform and
have a bounded number of states with high probability.
Self-stabilizing leader election and exact size counting. Cai,
Izumi, and Wada [19] (using different terminology) show an impos-
sibility result for uniform population protocols, that no protocol
electing a leader can be uniform if it is also required to be self-
stabilizing: correct with probability 1 from any initial configuration.
In fact, it must be nonuniform in a very strong way: the exact
population size must be encoded into each agent. Self-stabilizing
exact size computing has also been shown to be possible with a
leader [12] in O(nlog n) time and O(n) states for the leader and 2
states for the other agents, all asymptotically optimal parameters
in the self-stabilizing setting [10].

Exact size counting. In the less restrictive setting where all agents
start from a pre-determined state, Michail [32] proposed a uniform
terminating protocol (where agents “know” when they have con-
verged) in which a pre-elected leader computes the exact population
size n in O(nlog n) time with high probability. Going from the ter-
minating to the less restrictive converging criterion (where agents
eventually converge on the correct size, but do not know when this
occurs), exact size counting is possible in O(log nloglogn) time
and O(n®0) states [25], without an initial leader.

Approximate size estimation. Alistarh, Aspnes, Eisenstat,
Gelashvili, and Rivest [2] show a uniform protocol that in O(log n)
expected time and states converges to an approximation n’ of the
population size n, computing an integer k such that with high prob-
ability %logn <k <9logn,ie,vn < 2k < n° Each agent gener-
ates (an approximation of) a geometric random variable, letting k
be their maximum. We use their protocol as the first step of ours.
The analysis of [2] is based on synthetic coins with a deterministic
transition function, which have bias complicating the analysis. Our
randomized model assumes access to perfectly random bits, so a sim-
pler analysis (Corollary 3.7) shows that logn—loglnn < k < 2logn
w.h.p. The remainder of our protocol improves this from a constant
multiplicative error in approximating log n to a constant additive
error. In other words we estimate the population size to within a
constant multiplicative factor (instead of a polynomial factor as
in [2]), but use O(log? n) time and O(log* n) states.

Berenbrink, Kaaser, and Radzik [16] independently studied the
same size estimation problem as ours, obtaining stronger bounds
on additive error and number of states: computing the value |logn]
or [logn] (i.e., additive error < 1) with high probability, using
O(log? n) time and O(log nlog log n) states. They also show a pro-
tocol with probability 1 of correctness, using O(log? n) time and
O(log? nloglog n) states.

2 MODEL

To formally define uniform computation in population protocols,
the agents’ transition algorithm is modeled as a 2-tape deterministic
Turing machine (TM) with the read only “input tape” as tape 1 (for
reading the other agent’s state) and read-write “working tape” as
tape 2 (for storing this agent’s state).®

© Our model generalizes the original constant-state model [8] by allowing the memory
potentially to grow with n; however, constant-state protocols can be implemented
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Our protocol describes a constant number of integer fields com-
prising each agent’s state, which could all be stored in the working
tape and separated by a special symbol. An agent’s working tape
is identical to what it was on the conclusion of the previous inter-
action. When two agents interact, each copies the content of the
other’s tape 2 its own tape 1, and then each of their TM states is
reset from a halting TM state to the start TM state. The space usage
(in bits) s is defined as normal for TMs: the maximum number of
tape cells that are written during the computation on the read/write
working tape. The number of possible agent states (working tape
contents) is then ¢®, where s is the maximum space usage of any
agent during an execution of the protocol and c is the size of the
tape alphabet. For ease of understanding, we will use standard popu-
lation protocol terminology and not refer explicitly to details of the
TM definition except where needed. A state s € A always refers to
the TM working tape content of an agent (leaving out TM state and
tape head positions since these are identical in all initial configura-
tions), where A is the set of all agent states. A configuration ¢ € NA
is a vector indexed by a state, where ¢(s) is the count of state s in
the population. We set the output of our protocol the value stored
in a special field labeled “output”. Some definitions allow the output
to be a function of the fields stored in an agent’s memory, without
the output itself counting against the memory usage. Our protocol
reuses a field for the output that is used prior in the protocol, so
our memory usage is the same under either definition.

We furthermore assume that each agent has access to indepen-
dent uniformly random bits, assumed to be pre-written on a special
read-only tape (this allows the TM to be deterministic even though
it is computing a nondeterministic relation). This is different from
the traditional definition of population protocols, which assumes a
deterministic transition function. In our case, we have a transition
relation § C A*. Several papers [2, 15] indicate how to use the
randomness built into the interaction scheduler to provide nearly
uniform random bits to the agents, using various synthetic coin
techniques, showing that the deterministic model can effectively
simulate the randomized model. In the interest of brevity and sim-
plicity of presentation, we will simply assume in the model that
each agent has access to a source of uniformly random bits. A vari-
ant of our protocol using the sender/receiver choice to simulate
uniformly random bits with a deterministic transition function,
with the same time, state, and error bounds, is available in [24].

Throughout this paper, n denotes the number of agents in the
population. Repeatedly, a pair of agents is selected uniformly at
random to interact, where they run the transition algorithm on the
pair of states they were in prior to the interaction, and storing the
output states for their next interactions. The time until some event
is measured as the number of interactions until the event occurs,
divided by n, also known as parallel time. This represents a natural
model of time complexity in which we expect each agent to have
O(1) interactions per unit of time, hence across the whole popula-
tion, ©(n) total interactions occur per unit time. All references to
“time” in this paper refer to parallel time. An execution is a sequence
of configurations ¢y, ¢, . . . such that for all i, applying a transition

with our model. It is worth distinguishing four ways for memory to increase with
n: 1) not at all (constant-state), 2) increasing with n but, for each n, bounded by a
constant depending on n (most non-uniform protocols), and 3) possibly unbounded
but bounded with probability 1 (this paper), 4) unbounded with positive probability.
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to ¢; results in ¢j+1. logn is the base-2 logarithm of n, and Inn is
the base-e logarithm of n.

2.1 Definition of correctness and time

The notion that a protocol’s configuration “has the correct answer”
is problem-specific. For leader election, it means there is a single
leader agent. For predicate computation, it means all agents have
the correct Boolean output. In this paper, since our goal is to ap-
proximate log n within additive factor 5.7, we say a configuration
is correct if the output field of each agent is within 5.7 of log n.”
The following definitions match those used in the literature,
when other notions of “correct” are substituted. Let & = (¢, ¢1, .. .)
be an infinite execution. A configuration ¢ is stably correct if every
configuration reachable from ¢ is correct.? We say & converges at
interaction i if ¢; is not correct and for all j > i, ¢; is correct. We say
& stabilizes at interaction i if ¢; is not stably correct and for all j > i,
¢j is stably correct. A protocol can converge and/or stabilize with
probability 1 or a smaller probability. However, if the set of reach-
able configurations is bounded with probability 1 (which is the case
for the protocols discussed in this paper), then for any p € [0, 1],
a protocol converges with probability p if and only if it stabilizes
with probability p.” For a computational task T equipped with some
definition of “correct”, we say that a protocol P stably computes T
with probability p if, with probability p, it stabilizes (equivalently,
converges). If p is omitted, it is assumed p = 1. However, when
measuring time complexity, convergence and stabilization may be
much different. We say that  converges (respectively, stabilizes)
in (parallel) time ¢(n) with probability p if, with probability p, it pro-
duces an execution that converges (resp., stabilizes) by interaction i,
where i/n < t(n). Many protocols converge much faster than they
stabilize, such as those that combine a fast, error-prone subprotocol
with a slow, error-free protocol, e.g., [9, 20, 31]. However, for the
protocol of this paper, convergence and stabilization coincide. We
use the term “converge” throughout the paper to refer to this event.
Many papers separately measure high-probability time conver-
gence and expected time to converge. Our protocol has positive
probability of error, but we argue that expected time is a meaningful
notion only with error probability 0, which is why we do not mea-
sure expected time. The only reasonable definition “time until cor-
rectness” on a non-converging execution is co. So with positive error

7 We note that our notion of function approximation differs from that of Belleville,
Doty, and Soloveichik [14]. They use a distributed output convention, where the output
of a function f : N¢ — N is encoded as the population count of agents in a special
output state y. Thus one must examine the entire population to know the output. In
our local output convention, each agent has a field encoding a value from the function’s
range. The output is undefined if some agents have different values, and defined to be
their common value otherwise. This is similar to how Boolean predicate output with
range {0, 1} is encoded in population protocols [7].

8 Belleville, Doty, and Soloveichik [14] also consider function approximation, but
define a configuration to be stable if the output cannot change, whereas we allow it
to change within a small interval around the correct value. The time lower bound
techniques of [14] do not apply to our more relaxed notion of stability.

9 Let C and S respectively be the set of stabilizing and converging executions. Clearly
S C C. Although S C C is possible, we argue that Pr[C \ S| = 0. Suppose a protocol
converges in an execution (&, ¢y, . . .) at interaction i (so ¢; is correct for all j > i).If

did not stabilize, then for all j > i, some incorrect configuration d /; would be reachable

from ¢;. Let p; > 0 denote the probability of reaching d; from ¢;. The set of reachable

configurations is bounded with probability 1, so min p; is well-defined and positive.
J>i

The probability of never reaching any J] is then 0.
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probability, the expected convergence time is E [time|converges] +
E [time|doesn’t converge] = E [time|converges] + co = 0. One
could imagine measuring only E [time|converges]. However, con-
ditioning can artificially “speed up” the process.”

3 FAST PROTOCOL FOR ESTIMATING log n
WITHIN O(1) ADDITIVE ERROR

In this section we describe a uniform protocol for computing the
value of log n with an additive error, i.e., estimating the population
size to within a constant multiplicative factor. We say a population
protocol is leaderless if all agents start in the same state.

THEOREM 3.1. There is a uniform leaderless population protocol
that converges in time O(log® n) with probability > 1 — 1/n?, uses
O(log* n) states with probability > 1 — O(log n)/n, and stores in
each agent an integer k such that |k — logn| < 5.7 with probability
>1-9/n.

We note that the protocol has a positive probability of error. It
is open to find a protocol using polylog(n) time/states computing
log(n) + O(1) with probability 1.

The protocol is described and its time and state complexity ana-
lyzed in Subsection 3.2. Much of the analysis of the approximation
involves proving a bound on the moment-generating function of a
maximum of geometric random variables, enabling the Chernoff
technique can be applied to sums of such variables. This is quite
nontrivial; see appendix in [24] .

3.1 Intuition

Alistarh et al. [2] describe a protocol for estimating log n within
a constant multiplicative factor. A %—geometric random variable
is the number of flips needed to get one head when flipping a
fair coin. In their protocol, each agent generates an independent
geometric random variable G;, then propagates the maximum M =
maxi<j<n Gi by epidemic: transitions of the form i, j — j,jfori <
J, which in O(log n) time “infect” all agents with the maximum. It
is known that E [M] ~ logn [28], and logn—loglnn < M < 2logn
with probability > 1 — O(1)/n (Lemma C.7 [24]).

We take the obvious extension of this approach: do this K times
and take an average. The estimated average is within O(1) of logn
so long as K = Q(log n) [24]. One problem to solve first is how to
calculate K; after all, K = ©(log n) scales with n, so with a uniform
protocol it cannot be encoded into the agents at the start. The
agents estimate it using the protocol of [2]. Since that protocol
is converging but not terminating (provably it cannot be made
terminating by Theorem 4.1), each time an agent updates its value
of K, it reinitializes the remainder of its state.

However, a trickier problem remains: a naive approach to im-
plement “averaging of K numbers” requires storing K = ©(log n)
numbers in each agent, each having value ©(log n), implying the
number of states is O((log n)logny = @(nlo81og ) This is even more

10 Consider a hypothetical protocol that runs a parallel subprotocol S that completes
quickly and, upon completion, somehow prevents the main protocol M from converg-
ing. The main protocol, on the other hand, may somehow detect if it completes before
S does, and if so, M then shuts S down. Many executions will not converge, but those
that do must be very fast in order to converge before S completes. Thus conditioning
on convergence “anthropically speeds up” convergence [1]. This is an extreme exam-
ple that has the property that the probability of correctness is reduced by S, but it
nevertheless shows that measuring conditional expected time can be problematic.
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than the O(n®®) sufficient to quickly compute exactly n [25]. To
overcome this problem, we use a “leaderless phase clock” similar
to those of [3, 34, 38], but uniform. Unlike the phase clock used
by [3, 34], our leaderless phase clock simply increments a counter on
every interaction. This simultaneously gives an elegant way to com-
pose our protocols with downstream protocols requiring the size
estimate. Agents count their number of interactions and compare it
with a threshold value ©(log n). Whenever their number of interac-
tion passes the threshold they will move to the next round similar
to the protocol described above (the population with a leader). The
threshold is calculated in the following way. In our protocol, agents
start generate a geometric random variable called logSize2 and
propagate the maximum logSize2 among themselves. After agents
agree on the logSize2 variable, a constant multiple 95.1ogSize2
is the threshold in their leaderless phase clock. This lets the agents
synchronize epochs of the algorithm, each taking O(logn) time,
and prevent the next epoch from starting until the previous has
concluded.

The probabilistic clock inside agents might go off very soon at
the very beginning of the protocol, but after O(log n) time all agents
will store the maximum generated logSize2 and their leaderless
phase clock will eventually converge to a stable one which goes
off after completion of a predefined constant factor of logn; to
handle this, each time an agent updates its value of 1logSize2, the
remainder of its state is reset and it begins the rest of the protocol
anew. Restarting the downstream protocol is a known technique
in population protocols also used in [29] to compose two leader
elimination subprotocols. The agents then generate K additional
geometric random variables in sequence, taking their sum. Upon
completing the generation and propagation of the K’th number,
the agent divides the sum by K and stores the result in their output
field. Composition with a downstream protocol is as simple as
letting that protocol be the last phase. However, since our protocol
has a positive probability of failure, this would translate to the
downstream protocol as well.

The time is O(log? n) by the following rough analysis (details
follow). We propagate K numbers one after each other and for each
epidemic O(log n) time is required. Since we set k = O(log n) then
the protocol will take O(log? n) total time to complete.

3.2 Formal specification of protocol

Our protocol uses uniform random bits in multiple places. We as-
sume agents have access to independent uniformly random bits.
In the protocol, agents start by dividing in two groups of S and
A. A agents are responsible for the most part of the algorithm in-
cluding generating geometric random variables and propagating
their maximums while the S agents only provide memory to store
the sum of K maximum geometric random variables. We split the
state space such that A agents and S agents are responsible to store
different variables. The space multiplexing is a common approach
used in population protocols to reduce the space complexity of the
protocols [5].

Agents initially have no role (X), and partition into roles via
X, X — A, S. Since this takes ©(n) time to complete, we add transi-
tions A, X — A,Sand S,X — S,A, converging in O(logn) time,
with the price of deviating from % for each role. It is proven
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in [24] this deviation is O(Vnlnn), increasing the size estima-
tion error by merely a constant additive factor.!’ All agents start
at epoch = 0. The A agents generate one geometric random vari-
able (called logSize2) and continue by propagating the maximum
among the whole population. Since we use this logSize2 value for
all early estimation of log n, each time an agent finds out there was
a greater value for the logSize2 than its own, it will reset all other
computations that might have happened.

The maximum logSize2 amongst the population is a 2 factor es-
timation of log n . When any agent updates its logSize2 with a new
maximum, it restarts the entire downstream protocol via RESTART.
Once the maximum logSize?2 value is generated in the popula-
tion, it propagates (triggering RESTART) by epidemic in O(logn)
time. The logSize2 variable could be used to estimate K, which is
the number of independent additional geometric random variables
each agent will generate. We also use logSize?2 to set the leader-
less phase clock inside each agent. In each epoch, the A agents will
generate one new geometric random variable and propagate its
maximum. They count their number of interactions in each epoch
using the time variable. At the end of an epoch, when time reaches
95.1ogSize2, the A agents accumulate the value of the maximum
gr into the sum of a S agent. The A agents increase their epoch
variable by one and set time = 0 after either passing the geometric
random variable to a S agent or interacting with a S agent in a
higher phase. Separately, S agents are responsible to propagate the
maximum sum and maximum epoch among themselves.

In the LoG-S1zE-ESTIMATION protocol, all agents in role A will
finally generate K = 5 - logSize2 geometric random variable and
let the S agents to store a sum of maximum one generated for
each phase. Once all agents reach epoch = 5 - logSize2 they set
protocolDone = TRUE and output = e;grgh + 1. We use |A[, |S| for
the cardinality of A and S agents respectively.

COROLLARY 3.2. In the LOG-S1zE-ESTIMATION protocol the cardinal-
n 2n

ity of agents with A role is in the interval of [3, ?] with probability

>1-¢ /18,

In each epoch, one geometric random variable (in the first epoch
logSize2 and in the subsequent epochs gr) is generated and its
maximum will be propagated by epidemic among the population.
We set the time of each epoch equal to the required time of gener-
ating one plus the time for completion of an epidemic. To analyze
the time complexity of our protocol, we require the time bounds
for completing an epidemic from the paper [9]. The current form is
taken from [25]. For alln € N*, let H, = X7 % denote the n’th

harmonic number. Note thatInn < "T_lanl <1l+Inn.

LEMMA 3.3 ([9]). Let T denote the time to complete an epidemic.
ThenE|[T] = ”T_lHn_l, Pr [T < %ln n] <2V, and for any ay, >
0,Pr[T > ay Inn] < 4n~%u/4+1,

The following corollary describes an epidemic in a subpopulation.
This refers to some subset S of the population executing epidemic
transitions only among themselves, which slows down the epidemic
by only a constant factor if |S| = Q(n).

! This mechanism of splitting the population approximately in two works for our
protocol, because the number of A agents is likely to be so close to r/2 that our estimate
of log n is reduced by an additive factor likely to be very close to —1.
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Protocol 1 LoG-S1zE-ESTIMATION(rec, sen)

Subprotocol 5 PRoPAGATE-MAX-G.RV.(agent1, agent2)

> initial state of agent:
role = X,
time = 0, sum = 0,epoch =0,
gr =1,logSize2 =1,
protocolDone = FALSE
PARTITION-INTO-A/S(rec, sen)
if rec.role = A then
rec.time « rec.time + 1
CHECK-IF-TIMER-DONE-AND-INCREMENT-EPOCH(rec)
if sen.role = A then
sen.time « sen.time + 1
CHECK-TF-TIMER-DONE-AND-INCREMENT-EPOCH(sen)
PROPAGATE-MAX-CLOCK-VALUE(rec, sen)
PROPAGATE-INCREMENTED-EPOCH(rec, sen)
if one agent have role = S and one have role = A then
UPDATE-SUM(rec, sen)
if both agents have role = A then
PROPAGATE-MAX-G.RV.(rec, sen)
if sen.protocolDone then
output « e;% +1

Subprotocol 2 PARTITION-INTO-A/S(rec, sen)

> Partition the population in two almost equal size subpopula-
tions.
if sen.role = X,rec.role = X then
sen.role « A
sen.logSize2 « one geometric random variable
rec.role < S
else if sen.role = A, rec.role = X then
rec.role « S
else if sen.role = S,rec.role = X then
rec.role « A
rec.logSize2 < one geometric random variable

Subprotocol 3 PRoPAGATE-MAX-CLOCK-VALUE(agent1, agent2)

> Maximum generated geometric variable for logSize2 will be

propagated.

if agentl.logSize2 < agent2.1logSize2 then
agentl.logSize2 « agent2.logSize2
REsTART(agent1)

else if agent2.1ogSize2 < agentl.logSize2 then
agent2.logSize2 « agentl.logSize2
REsTART(agent2)

Subprotocol 4 REsTarT(agent)

time « 0, sum « 0, epoch « 0
gr « one geometric random variable
protocolDone « FALSE

Setting ¢ = 3 and @, = 24 in Corollary A.3 of [24] gives the
following.
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> Maximum generated geometric variable for gr will be propa-
gated.
if agentl.epoch = agent2.epoch then
if agentl.gr < agent2.gr then
agentl.gr « agent2.gr
else if agent2.gr < agentl.gr then
agent2.gr « agentl.gr

Subprotocol 6 CHECK-1F-TIMER-DONE-AND-INCREMENT-EPOCH(agent)

> Agents compare their time value to the specified threshold.
if agent.time = 95 X agent.logSize2,
agent.protocolDone = FALSE, agent.updatedSUM = TRUE
then
agent.epoch « agent.epoch + 1
MovEe-To-NEXT-G.RV(agent)
if agent.epoch = 5 X agent.logSize2 then
agent.protocolDone < TRUE

Subprotocol 7 PROPAGATE-INCREMENTED-EPOCH(agent1, agent2)

> The maximum epoch will be propagated.
if both agents have role = A then
if agentl.epoch < agent2.epoch then
agentl.epoch < agent2.epoch
MovEe-To-NEXT-G.RV(agent1)
else if agent2.epoch < agentl.epoch then
agent2.epoch < agentl.epoch
MovEe-To-NEXT-G.RV(agent2)
else if both agents have role = S then
if agentl.epoch < agent2.epoch then
agentl.epoch <« agent2.epoch
agentl.sum « agent2.sum
else if agent2.epoch < agentl.epoch then
agent2.epoch < agentl.epoch
agent2.sum « agentl.sum

Subprotocol 8 Move-To-NExT-G.R.V(agent)

> The agent move to the next epoch:
agent.time < 0

agent.gr « one geometric random variable
agent.updatedSUM = FALSE

COROLLARY 3.4. Suppose an epidemic happens among a subpopu-
lation of n/3 agents with time T. Then Pr[T > 241Inn] < 27n73,

The next lemma bounds the number of interactions an agent has
in a given time, and it is the basis of the leaderless phase clock we
use. It is proven in [24]. It follows from a simple Chernoff bound
on the number of interactions involving a single agent in a given
window of time.

LEMMA 3.5. Let C > 3 and D = 2C + V12C. In time CInn, with
probability > 1 — 1/n, each agent has at most D In n interactions.
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Subprotocol 9 UppaTE-Sum(agentl, agent2)

> The agent accumulates the current value of gr in sum:

a < agent with role = A

s < agent with role = S

if a.epoch = s.epoch, a.time >

a.protocolDone = FALSE then
s.epoch « s.epoch + 1
5.SUM < s.sum+ a.gr
a.updatedSUM = TRUE

else if a.epoch < s.epoch then
a.updatedSUM = TRUE

95- a.logSize2, and

COROLLARY 3.6. Each agent has > 65Inn interactions in time
24Inn with probability < 1/n.

By Lemma 3.5 each agent has at most (2 <24+ V12 24) Inn <

65Inn < 94logn interactions in the time that it takes to generate
and propagate maximum of one geometric random variable. Thus,
each agent should count up to 94 log n for its leaderless phase clock,
to ensure that with high probability none reaches that count until
the maximum geometric random variable is known to all agents.
However, agents are not aware of any prior approximation of log n.
In the LoG-S1zE-ESTIMATION protocol, agents use their logSize2
variable for this approximation. As mentioned, all the agents in
role A start by generating one geometric random variable logSize2.
The maximum in the population is used as a weak (constant factor)
approximation of log n. Their statement and proofs appear in [24].

CoroLLARY 3.7. The logSize2 (gr) wvalue generated by
GENERATE-CLOCK (GENERATE-G.R.V) is in the interval of [logn —
loglnn — 2, 2log n — 1] with probability at least 1 — 1/n — e~"/18.

CoROLLARY 3.8. The number of interactions in each epoch
in the LOG-SIzZE-ESTIMATION is in the interval [95logn —
95logIn n, 189 log n] with probability > 1 —1/n — ¢~"/18,

Proor. By Corollary 3.6, agents should count up to 961In <
1391og n before moving to the next epoch. if we set the thresh-
old of the time to 95 - logSize2, 95logn — 95loglnn > 93logn
then the time variable will be in the interval of [95logn —
95loglnn, 188logn + 95] with high probability (188logn + 95 <
1891logn for n > 2). ]

CoROLLARY  3.9. The number of epochs in the
LoG-S1zE-ESTIMATION is in the interval [5logn — 5loglnn, 111og n]
with probability > 1—1/n — e /18,

Proor. By Corollary C.10 in [24], to achieve the additive error
of 4.7 for our protocol the number of geometric random variables
should be > 4log n. By setting the threshold of the number of phases
to 5x logSize2, for n > 200, 5logn—>5loglnn > 4logn. The num-
ber of phases will be in the interval of [5 log n—5log In n, 10 log n+5]
with high probability (10logn + 5 < 11logn for n > 2). |

The next Lemma bounds the space complexity of our main
protocol by counting the likely range taken by the variables in
Log-S1ze-ESTIMATION. It is proven in [24].
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LEMMA 3.10. LoG-SizE-ESTIMATION uses O(log* n) states with
probability > 1 — O(log n)/n.

The next corollary bounds the time complexity of protocol Log-
S1zE-ESTIMATION; the main component of the time complexity
is that ©(logn) geometric random variables must be generated
and propagated by epidemic among the population, each epidemic
taking ©(log n) time. A proof appears in [24].

COROLLARY 3.11. The LOG-SIZE-ESTIMATION protocol converges in
O(log? n) time with probability at least 1 — 1/n.

The following result is a Chernoff bound on sums of random
variables, each of which is the maximum of independent geometric
random variables (with probability of success %) It is a corollary
of a similar Chernoff bound proven in the appendix of [24].

LEmMmA 3.12. Let K > 4logn and a be a number in the interval
of[n/2 —Vnlnn,n/2 + Vnlnn]. Let sum/K be the average of K %—

geometric random variables. Then Pr [|% +1-logn| >5.7] < &.

LEmMMA 3.13. In the LoG-SIZE-ESTIMATION protocol, with probabil-
ity 1, all agents converge to the same value C in their output field.
Furthermore, Pr [|C —logn| > 5.7] < 9/n.

Termination with a leader and guaranteed size upper bound.
Two other results are discussed in more detail in [24]. The first is
that we can make the size-estimation protocol terminating with
high probability using an initial leader. Intuitively, the leader can
be used to trigger an epidemic-based phase clock used to count
to Q(log? n), enough time for the protocol to probably have con-
verged. The second discusses the possibility of transforming the
size estimation, which has a small probability of being much larger
or much smaller than the actual size, into a guaranteed upper bound
on the population size.

Reducing the space complexity. In our protocol, we used space
multiplexing, a known technique in population protocols that split
the state space such that different agents are responsible to store
different variables. Although this technique reduces the number
of states per agent, we cannot push it further with the current
scheme. Our protocol is dependent on all agents agreeing on the
values of logSize2 and epoch to stay synchronized. Thus, if an
agent participates in the protocol it is required to stores the updated
value of both 1logSize2 and epoch.

4 TERMINATION

The concept of termination has been referenced and studied in
population protocols [11, 32, 33], but to our knowledge no for-
mal definition exists. We give an abstract definition capturing the
behavior of most protocols that “perform a computational task”.
Let P be a protocol with a set I of “valid” initial configurations,
where each agent’s memory has a Boolean field terminated set
to FALSE in every configuration in I. A configuration ¢ of P is
terminated if at least one agent in ¢ has terminated = TrRuUE. (Note
the distinction with a silent configuration, where no transition can
change any agent’s state [13].) Let k > Oand ¢t : N — N. P is
K-t-terminating if, for all iel , with probability > k, P reaches from
7to a terminated configuration ¢, but takes time > t(n) to do so.
This definition leaves totally abstract which particular task (e.g.,
leader election) is assumed to have terminated. The idea is that if the
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task will not be complete before time ¢(n) with high probability, then
no agent should set terminated = TRUE until time > #(n) with high
probability. So proving an upper bound on t(n) in the definition
of terminating implies that no protocol can be terminating if it
requires time > #(n) to converge.

The definition is applicable beyond the narrow goal of termi-
nating a population protocol. It says more generally that a “signal”
is produced after some amount of time. This signal may be used
to terminate a protocol, move it from one “stage” to another, or it
may be some specific Boolean value relevant to a specific proto-
col, where in any case the value will start FALSE for all agents and
eventually be set to TRUE for at least one agent.

Let @ > 0. We say a configuration ¢ is a-dense if, for all s € A,
¢(s) >0 = &(s) = an. (Recall n = ||¢||.) In other words, every
state present occupies at least fraction « of the population. We
say protocol P with valid initial configuration set I is i.0.-dense if
there exists @ > 0 such that infinitely many i € I are a-dense. In
particular, an i.0.-dense protocol does not always have an initial
leader: a state present in count 1 in every i € I.

The next theorem, our second main result, shows that termi-
nation is impossible for uniform i.o.-dense protocols that require
more than constant time, no matter the space allowed.

THEOREM 4.1. Letk > 0 andt : N — N, and let P be a uniform i.o.-
dense population protocol. If P is k-t-terminating, then t(n) = O(1).

Let A be the (possibly infinite) set of all states of a population
protocol. Recall the definition of randomized transitions from Sec-
tion 2; We now introduce extra notation that will be useful in
this Section. We consider a transition relation A € A%, writing
a,b — c,d to denote that (a,b,c,d) € A (i.e., if agents in states
a and b interact, then one of the possible random outcomes is

to change to states ¢ and d). For p € (0, 1], we write a,b ﬁ) c,d
to denote that when states a and b interact, with probability p
they transition to ¢ and d. Say that p is the rate constant of tran-

sition a, b ic, d. If there exist a,b € A and p’ > p such that

a,b 2 ¢,d, we write ¢ € PRODy(a,b) and d € PROD,(a, b). (In
other words, ¢ € PROD(a, b) if ¢ is produced with probability at
least p whenever a and b interact). For any I' C A and p € [0, 1],
define PROD,(T) = {s € A | (3a,b € T) s € PRODy(a, b)}.

Let A’ C A. For i € N7, define Al, = AL"1 UPROD (A5 ™). For
meN,ifs e Ag, we say s is m-p-producible from A°. For config-
uration ¢, we say s is m-p-producible from ¢ if s is m-p-producible
from A® = {s € A | &s) > 0}, the states present in C.

Our main technical tool is the following lemma, a variant of the
“timer/density lemma” of [23] (see also [2]). The original lemma
states that in a protocol with O(1) states, from any sufficiently large
a-dense configuration, in O(1) time all states appear with §-density
(for some 0 < § < ). The proof is similar to that of [23], but is re-
tooled to apply to protocols with a non-constant set of states (also
to use the discrete-time model of population protocols, instead of
the continuous-time model of chemical reaction networks).!? The

12 Alistarh et al. [2] also prove a variant applying to protocols with (1) states, but for
a different purpose: to show that all states in A appear as long as [A| < % loglog n.
However, beyond that bound, the lemma does not hold [29]. In our case, we are not
trying to show that all states in A appear, only those in some constant size subset of
states, all of which are m-p-producible from the initial configuration.
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key new idea is that, even if a protocol has infinitely many states (of
which only finitely many can be produced in finite time), for any
subset of states A7 “producible via only m transitions, each having
rate constant at least p”, all states in A} are produced in constant
time with high probability from sufficiently large configurations.

LEMMA 4.2. Let @ > 0, m € N*, p € (0,1], and P be a popu-
lation protocol. Then there are constants €,6,ng > 0 such that, for
alln > ng, for all a-dense configurations ¢ of P with n = ||¢||, the
Jollowing holds. Let Aj}' be the set of states m-p-producible from c.
Fors € Aandt > 0, let C¢ s be the random variable denoting the
count of s at time t, assuming at time 0 the configuration is ¢. Then

Pr[(vs e A)Cp g > 5n] >1-2en,

A self-contained proof is in [24]. Intuitively, Lemma 4.2 can
be used to prove Theorem 4.1 in the following way. In some
“small” population size ng, the terminal signal appears. The set
of states A’ C A appearing with the terminal signal is constant
size. Lemma 4.2 states that for any constant-size A’ C A, in all
sufficiently large population sizes, all states in A’ appear in con-
stant time with high probability, so the termination signal appears
prematurely in larger populations. This is fairly straightforward
for deterministic transition functions, but it requires some care to
handle a randomized protocol.

We now use Lemma 4.2 to formally prove Theorem 4.1.

PrROOF OF THEOREM 4.1. Assume P is k-f-terminating; we will
show t(n) = O(1). Let (¢;);2, be an infinite sequence of a-dense
initial configurations in I. Dickson’s Lemma [22] states that every
infinite sequence in N¥ has an infinite nondecreasing subsequence,
so assume without loss of generality that ¢; < ¢;4+1 for all i € N.
Let A% = {s € A | G(s) > 0} be the set of states present in .

By hypothesis Pr [P terminates from ¢y] > x > 0. Thus there is
at least one finite execution & starting with ¢y and ending in a ter-
minated configuration. Let m = |&| be the length of this execution.
Let p be the minimum rate constant of any transition in &. Then
every state appearing in configurations in & is m-p-producible from
Cp, i.e., is in A where A% = {s € A | G(s) > 0} is the set of states
present in .

For any £ > 1, since ¢y < ¢y, all states in A are m-p-producible
from ¢, as well. By Lemma 4.2, there are constants €, §, ng > 0 such
that, for all £ € N such that n = ||¢¢|| > no, letting Cy 5 be the
random variable denoting the count of s at time 1, assuming at time
0 the configuration is ¢, Pr [(Vs € Ag) Cys > §n] >1-27¢",

However, A’p” contains terminated states, so for all ¢, with
[Ié¢ll = no, with probability > 1 — 27¢™, P terminates within time
1. Since 27¢" < k for sufficiently large n, this implies that if P

is x-t-terminating, then #(n) < 1 for sufficiently large n. Thus
t(n) = O(1). O

Observe how the assumption of uniformity is used in the proof:
we take a set of transitions used on the population ¢y and apply it
to a larger population ¢;. In a nonuniform protocol, the transitions
may not be legal to apply to ¢. As a concrete example, in a nonuni-
form protocol, an agent increments a counter using transitions such
as ¢7,x — cg,y until the counter exceeds log n, then produces a
termination signal ¢ via a transition cg, x — t,y. The transition
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cg, x — t,y producing this signal is not legal in a population larger
than twice n, since the value log n is at least 1 larger in such a pro-
tocol. In this example, the transition of the larger protocol with the
same input states simply increments the counter without producing
a termination signal: cg, x — ¢9,y.
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