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1. Introduction

In this paper, we consider finite element solvers for two-dimensional Stokes flow in the velocity-pressure formulation

—pnAu+ Vp =f in 2,
V.u=0 in £, (1)
u=g, on 952,

where 2 C R? is a polygonal domain, p > 0 is the fluid kinematic viscosity, u the unknown fluid velocity, p the unknown
pressure, f an external body force, g a boundary condition that satisfies the compatibility condition fa o8 -n=0withn
being the outward unit normal vector on the domain boundary 952.

Development of efficient and robust finite element solvers for Stokes flow is a fundamental task in computational fluid
mechanics. The classical finite elements [ 1-4], e.g., Taylor-Hood elements, focus on simplicial (triangular and tetrahedral)
and (2-dim and 3-dim) rectangular meshes. Few work [5] addressed Stokes elements for quadrilaterals or other types
of geometric shapes. It is recognized that there is a need for developing efficient and stable finite elements for Stokes
problems on more general polygonal or polyhedral meshes.

Recently, the weak Galerkin (WG) methodology has demonstrated its potentials as a new platform for development
of novel finite element methods for a wide range of scientific computing tasks [6-11]. Among the recent work on WG
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finite element methods for Stokes flow, [12,13] considered polygonal or polyhedral meshes in general and higher order
polynomial approximants. In these cases, a penalty term is introduced to handle the discrepancy between the polynomials
in element interiors and those on inter-element boundaries. However, it is possible to develop WG finite element methods
on polygonal meshes and avoid the nonphysical penalty term.

In this paper, we develop a lowest-order WG finite element method for 2-dim Stokes flow problems on convex
polygonal meshes. This can be viewed as a continuation of our previous efforts on developing lowest-order WG methods
for Darcy flow and elasticity problems [8,14,15]. This also echoes the efforts in [16] for developing a simple WG method
for Stokes flow on simplicial meshes. But the method in this paper applies to triangular, rectangular, quadrilateral, and
more general polygonal meshes in a unified way.

The rest of this paper is organized as follows. Section 2 presents preliminaries on the Wachspress barycentric
coordinates for polygons and the Chen-Wang CW, spaces that are H(div)-subspaces for polygons. Section 3 introduces the
lowest-order weak Galerkin finite elements (Pg, Pg; CWOZ, Py) for polygons. They are used to establish a numerical scheme
in Section 4 for solving Stokes problems on polygonal meshes. Rigorous analysis for the numerical scheme is presented
in Section 5. To overcome the saddle-point problems resulted from discretizing the Stokes equations, we investigate
also construction of a discretely divergence-free subspace for velocity and subsequently pressure recovery in Section 6.
Section 7 presents numerical experiments on four widely tested examples to demonstrate the accuracy and efficiency of
our new method. Section 8 concludes the paper with some remarks.

2. Preliminaries

This section first presents preliminaries on Wachspress type barycentric coordinates for polygons and then briefly
reviews the concepts, properties, and construction of the Chen-Wang spaces CW,, which utilizes the Wachspress
coordinates. The CW, spaces, as finite-dimensional H(div)-subspaces, are constructed for polygons [17], but can be viewed
as extensions of the classical Raviart-Thomas spaces RT for triangles and RTo; spaces for rectangles.

2.1. Wachspress barycentric coordinates

The Wachspress coordinates extend the notion of barycentric coordinates for triangles to polygons [18].

Consider a typical convex polygon E with n vertices a;(1 < i < n) that are arranged counterclockwise. Let e;(1 < i < n)
be the edge that connects vertices a; and a;, . For convenience, we adopt the modulo n convention for indexing. So a, ;1
is understood as a;. Let n;(1 < i < n) be the outward unit normal vector on edge e;. For x € E° (interior of E), its distance
from x = (x, y) to edge e; is

di=@-—-x)-m 1<i<n (2)
We introduce a scaled normal vector
n=mny/d, 1<i<n. (3)

Then we define
wix) = det(@;, Bipr), W) =) wix). 4)
i=1

Now we can define the Wachspress coordinates as
2i(X) = wi(x)/W(x), 1=i=n. (5)

For a convex polygon, the Wachspress coordinates have the nice convexity and linear precision as stated in [18,19]:
n n
ME)Z0, YA =1, Y Mxa=x (6)
i=1 i=1

The standard barycentric coordinates for a triangle are linear functions. But the Wachspress coordinates are usually
rational functions. As an example, we consider a convex quadrilateral E with vertices (0, 0), (1, 0), (a, b), and (c, d)
(assuming counterclockwise orientation). For simplicity, we assume (a, b) is close to (1, 1) and (c, d) is close to (0, 1).
The Wachspress coordinates are

rilx, y) = fix, )/8(x, y), i=1,2,3,4, (7)
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where
filx,y)=ab+ (b(b — 1) — ab)x + (a(a — 1) — ab)y

—b(b—1x*+(2ab—a—b+ 1)xy — ala — 1)y?,
folx,y) = abx + b(b — 1)x*> — abxy,
k. y)=(a+b— 1)y,
fa(x,y) = aby — abxy + a(a — 1)y?,

g(x,y)=ab+b(b—1)x+a(a—1)y.
When the quadrilateral degenerates into the unit square, i.e, a = 1,b = 1,¢c = 0,d = 1, the Wachspress coordinates
become the familiar bilinear polynomials:
M=1-=x)1-y), ra=x(1-y), Az=2xy, rsa=(1-—Xx)y.
Further illustrative graphics about the Wachspress coordinates can be found in [8].
To facilitate the discussion, we utilize an auxiliary ratio function [19]:
Vw;(x)

Ri(x) = wX)

, 1<i<n. (8)

The quotient rule of differentiation yields

n
VAi(x) = )ui(X)(Ri - ZA,-R,-), 1<i<n. (9)
j=1
For later use, we also consider rotation of the gradient vector clockwise by 90°:
N || |0 =1 ' .
curl(y;) = [ 3xki:| = |:1 O] Vi, 1<i<n. (10)

2.2. H(div)-conforming CW, spaces for polygons

The H(div)-conforming CW, spaces constructed in [17] for convex polygons have attractive approximation properties.

We consider a typical convex polygon E with n vertices a;(1 < i < n) that are arranged counterclockwise. Let
X. = (X, Yc) be the element center and |E| be its area. For 1 < i < n, let |e;| be the edge length and n; the outward
unit normal vector. Let |T;|(1 < i < n) be the area of the triangle formed by X, a;, a;+1. Note we have adopted the modulo
n notations for indexing.

As discussed in [8,17], we use these coefficients:

a; = le|/(2IE]), 1=<i=<n, (11)

bij = éijlejl — leillTI/IEl, 1<i,j=<n, (12)
1 n—1

= ’;kbmk, 1<ij<n, (13)

where §;; is the Kronecker symbol. It is shown in [17] that forany 1 <i,j <n,

n
E bijik =0, bij = cij— Cijs1.
k=1

Basis for CW, space. With the above coefficients, it is shown in [17] that the following n vector-valued functions form
a basis for CWy:

n
Wi = ai(X — Xc) + Zc,-,j curl(pj), 1<i<n, (14)
=1

where A; are the Wachspress coordinates (See Section 2.1).
Clearly, the basis functions in (14) rely on the frame consisting of the following (n + 1) functions

X—X;, curl(2) (1 <j<n),
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which use the normalized coordinates and the Wachspress coordinates. The coefficients a;, ¢;; in (14) form a conversion
matrix with rank n.

The reader is referred to [8] for graphics illustrating the CWj basis functions.

The CWj basis functions have theses noticeable properties:

W,'|ej'l'lj = 81‘_]', V -w; = 2a;, V1 < l,] <n. (15)

So both pointwise normal fluxes and divergences are constants. The 1st item was established in [17]. The 2nd item can be
derived from the fact that divergence of curl is zero. These properties set up the foundation for the CW§ space (a matrix
space based on the CWj space) to be used for Stokes flow.

3. WG(P, P; (W2, P,) finite elements for polygons

In this section, we first extend the CW, spaces of vector-valued functions to CW& spaces of matrix-valued functions.
Then we discuss WG(Pg, Pg)—type discrete weak functions and define their discrete weak gradients in the CW& spaces and
their discrete weak divergences as elementwise constants.

CW§ spaces for polygons. Let E be a polygon. The CW&(E ) space consists of the size 2 x 2 matrix-valued functions
whose row vectors are in CWy(E). The properties in (15) imply the following

Lemma 0. For any W € CWZ(E),

(i) its classical divergence V - W is a constant vector on E;
(ii) its trace Wn is also a constant vector on each edge of E.

WG(Pg, PZ; CW¢, Po) finite elements for polygons. Similarly to [14], we consider WG(Pg, P3)-type vector-valued
discrete weak functions on a polygon E with n edges. Such a function v = {v°, v’} has two parts: v° denotes its value as
a constant vector in the element interior E°; v’ denotes its value on the element boundary E?, which is a constant vector
on each edge of the boundary. We can choose 2 + 2n basis functions are as follows.

e For the interior E°, there are 2 basis functions vy, v,. They can be chosen so that their values in the element interior
are v§ =[1, o, v = [0, 1]". However, their values v‘?, vg on the boundary E? are the zero vector.

e For the ith (1 < i < n) edge, we can choose 2 basis functions vy; 1, V5i12 such that vgi+1 =11,0], ng»Z =10,1]" on
the edge itself, but their values are the zero vector on all other edges and also in the element interior.

Here we remark that for the ith (1 < i < n) edge, we can also use its unit normal vector n; and unit tangential vector t;.
In other words, v, ; =mjand v, =t; (1 <i < n).

Let v = {v°, v’} be a WG(PZ, P2)-type discrete weak function. We specify its discrete weak gradient V,,v in CWZ(E) via
integration by parts

/(va):wz va-(Wn)—f v (V-W), YW e CWZ(E), (16)
E EO o

where : is the standard colon product for matrices and n is the outward unit normal vector on the element boundary E?.
If we set V,,v = 21221 ¢jW;, then the coefficients cy, ..., ¢z, are readily available by solving a SPD linear system.
The discrete weak divergence V,, - v of such a discrete weak function v is also defined through integration by parts

/(Vw~v)w=f va-(wn)—/ Ve (Vw), VYw € Py(E). (17)
E E9 E°

Note that the 2nd term on the right side of the above equation actually disappears, since the classical gradient of a constant
function is a zero vector. Therefore, the discrete weak divergence can be computed directly.

4. Lowest-order WG scheme for Stokes flow on polygonal meshes

In this section, we develop a novel finite element scheme in the weak Galerkin framework for Stokes problems on
polygonal meshes. The scheme uses the lowest-order approximants, namely, constant vectors for velocity and constant
scalars for pressure.

Let &, be a shape-regular convex polygonal mesh [8,10]. We use V), to denote the space of the (Pg, Pg)—type discrete
weak vector-valued functions defined on &,. Note that such a finite element shape function takes a constant vector value
in the interior of each polygon and also a constant vector value on each edge of the mesh skeleton. It is obvious that

dim(Vy,) = 2 (#elements + #edges).

We define vg as a subspace of V;, consisting of functions that vanish on the boundary edges. We define W}, as the space
of piecewise constants on &. Clearly,

dim(W},) = #elements.
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Definition 1 (Local L2-projection Operators). Let E be a polygon. We define

(i) Qn as the L2-projection from L?(E) to the space of constant scalars on E;
(i) Qu = {Q}, Q)}, where Q; is the local L?-projection from L*(E°)* to the space of constant vectors in E°, whereas Q} is
the local L?-projection from L(E?)? to the space of constant vectors on E?;
(iii) Qp as the local L*-projection from L?(E)**? to the matrix space CWZ(E).

We define bilinear and linear forms for uy, v € V,, and p, € W} as follows

Ap(, v) =) (Vylp, ViV, (18)
Ee&y
Bu(pn, V) = Y (Ph, Vi - V). (19)
Ec&p
Falv) =Y (£ V). (20)
Ee&y

For convenience, when q € Wj, we consider also Bx(q, uy) = Z(q, Vy - up)g.
Ee&p

Scheme I. Seek uy, € V;, such that uhqu: Qha(uD) and for any v € Vg, q € Wy, there holds

{Ah(uha V) — Bu(pn, V) = Fi(v), 1)
By(q, uy) = 0.
To implement the above full scheme, one can use

e two natural basis functions [1, 0]7, [0, 1]7 for the interior of each element;
e again two natural basis functions [1, 0]”, [0, 1]7 on each edge, or equivalently the unit normal and tangential vectors
n,, t. for each edge e.

Anyway, the resulting discrete linear system has a size (3#elements + 2#edges). It is a typical saddle-point problem.
5. Error analysis

This section presents a complete rigorous error analysis for the WG finite element scheme developed in the previous
section. We assume &j, is a shape-regular convex polygonal mesh. Finite dimensional subspaces Vj, V‘ﬁ W), are all defined
as in the previous section.

5.1. Lemmas on two semi-norms

Definition 2 (Two Semi-norms on Vj). For any v € Vj,, we define two semi-norms as follows

LIV = An(v.v) = > 1VuVIZ, (22)
Ee&y
LIV =) kgt Iv = a(v)12,. (23)
Ee&y
Remarks.

(i) Here tr(v°) means that we extend the constant vector value of v° to the boundary E? for each polygon E.
(ii) It is clear that | || - || |; is based on the discrete weak gradient, whereas | || - || |, involves another type of gradient in
the discrete sense [14]. In the following, we shall show that these two semi-norms are equivalent.
Lemma 1 (Commuting Identities). Let E be a polygon. Then
(i) For u € H'(E), there holds V,,(Quu) = Q(Vu);
(ii) For u € H(div, E), there holds V,, - (Qqu) = Qu(V - u).

Proof. These identities can be proved by using the definitions of the discrete weak gradient and discrete weak divergence,
the definitions of the above local L2-projections, and Gauss Divergence Theorem. O

Lemma 2 (Conversion to Trace). Let E € &, and v € V.
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(i) For any W € CWZ(E), there holds
(VoV, W) = (V0 — tr(v°), Wn) . (24)
(ii) For any w € Py(E), there holds

(Vi -V, w)p = (V) — tr(v°), wn)ga. (25)

Proof. For item (i), we apply the definition of discrete weak gradient to obtain
(va, W)E = (vaa Wn)Ea - (Vos V. W)E°~

For (v°, V - W), integration by parts, Gauss Divergence Theorem, and the fact that Vv° = 0 (the usual gradient of a
constant vector is a zero matrix) all combined lead us to

(V. V- W) = (tr(v°), Wi)gs — (VV°, W)ge = (tr(v°), W),
Combining the above equalities gives the desired one in (i). Similar ideas produce a proof for item (ii). O
Lemma 3 (Trace Equivalence for CWOZ). Let E be a polygon. There holds

IWn|2, ~ i [WIE, YW e CWS(E). (26)

Proof. In [8], we established a similar equivalence relationship for vector-valued functions in CWy(E), which can now be
utilized to prove (26). O

Lemma 4 (A Relationship between the Two Semi-norms). There holds

HIVIE S TV, YV € Vh. (27)

Proof. Let v € Vj. Consider a convex polygon E with n vertices. Note that dim(CW(f(E )) = 2n and v? offers 2n constant
vectors on all n edges together. By Section 3 Lemma 0(ii), there exists a W € CW(f(E ) such that

(Wn)|ga= v’ — tr(v°). (28)
For this W, applying Lemma 2(i) yields

(VuV. W) = V) — tr(v?)]1%,. (29)
By the Cauchy-Schwarz and Young's inequalities, we have, for any § > 0,

IV — (w12, < IV Ve IW e < %nvwvné + gnwnﬁ. (30)
By Lemma 3, there exists an absolute constant C such that

W < Che|Wn]2,. (31)
So we have

1
0] oy[12
v® —tr(v g < —

Rearranging the terms yields

1) .
Vvl + 5Ch5||v" — tr(v)||2,. (32)

1)
25 (1 - EChE> IV — tr(v)lIgs < I VuVIiz. (33)
By choosing § = 1/(Chg), we obtain
C Mg IV = (V)3 < IVuVIiE- (34)

Summing the above estimate over the entire mesh yields the desired result. O

Lemma 5. Let E € &, and v € V. There holds
IVWVIE < hg v = e (v))12,, (35)

IV - VIIE < by IV = er(v)]|2,. (36)

Proof. The first inequality can be proved using the same techniques employed in the proof for [8] Lemma 5. Once gain,
mesh shape-regularity, in particular, |E|/|E?| ~ hg, is used. The second inequality can be proved similarly. O
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Lemma 6 (More about Semi-norms). The two semi-norms ||| - || |; and | || - || |, are equivalent on V. They both become norms
on V0.
h

Proof. The first statement is obtained by combining Lemmas 4 and 5. We just need to prove the second one.

Consider v € Vg such that | ||v|| |, = 0. Then ||v* — tr(v°)||§3 = 0 for each polygon E in the mesh. Since v° = 0 on the

boundary edges, this implies that v° = v? = 0 for all polygon interiors and all edges. O

5.2. Error equation

Assume (u, p) are the exact solutions of the Stokes problem (1). We define two linear functionals for v € V;, by

Gi(u,v) =) (Qu(Vu) — Vun, v — tr(v*))pa, (37)
Ee&y
Go(p, V) =—Y_(Qup — p), V" — tr(v°))a. (38)
Ee&y

We also define two discrete errors:
e, = (€7, el} = Quu — up, en = Qup — Ph- (39)

Lemma 7 (Error Equation). Let (u, p) be the exact solutions of (1) and (uy, py) be the numerical solutions obtained from (21).
Let ey, and ey, be the errors defined above. For any v € V}f, q € Wy, the following hold

{-Ah(efh v) - Bh(eha V) = gl(uv V) + g2(p; v)a (40)
Bi(q, en) = 0,

where Gy, G, are defined in (37) and (38).

Proof. For simplicity, we assume p = 1. Testing the first PDE in (1) by v = {v°,v?} ¢ vg on each polygonal element
E € &, we obtain

(£, v)e = (=V - Vu,v’)g + (Vp, v°)g. (41)
For the 1st term on the right side, we apply integration by parts to get

(=V - Vu,v°)g = (Vu, Vv°) — (Vu)n, tr(v°))gs. (42)
For the 2nd term, we have

(Vp, Ve = —(p, V- V) + (pm, tr(v®))pa. (43)
We note the following facts:

(i) v° is a constant vector function inside each polygon E, so Vv° = 0 (zero matrix) and V - v° = 0 (zero scalar) on E;
(ii) the exact solutions (u, p) have normal continuity across the interior edges;
(iii) v? = 0 on boundary edges.

Summing the above two equalities over the entire mesh and applying the above facts, we obtain
DSEVE = ) (Vum, v — tr(v))

Ee&y Ee&y (44)

- Z(pn, V0 — tr(v®))zo.

Eegy

Then we use the 1st equation in the numerical scheme (21) to get

An(Un, V) = Ba(pn, V) = Y (Vu)m, v — tr(v°))

Ee&y ‘ 45
— Z(pn, V0 — (V). (45)

Ee&y
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On the other hand, applying Lemmas 1 and 2(i), we arrive at

-Ah(thL V) = Z(Vw(Qhu)’ VU}")E

Ee&y

> (@(Vu), Vv

Ee&p

Y (@ Ve, v — tr(v®)) o

Ee&y

and similarly by Lemmas 1 and 2(ii),

Bi(Qp,v) = Y (Qup, Vi V)

Ee&y

> ((Qipn, v — tr(v°))a.

Eegy

Combining the above two formulas gives

An(Quu, V) = By(Qup, V) = Y {(@u(Vu)n, v — tr(v*) o

Ee&y

— > (@pn, V) — tr(v))pa.

Ec&p
Subtracting (45) from (48) yields
Ap(en, v) — Bn(en, v) = G1(u, v) + Ga(p, v).
Again, for each polygonal element E, applying Lemma 1(ii) along with the incompressibility V - u = 0 gives
(4, Vi - (Quu))e = (q, Qu(V - w))e = 0.
Then we have
(@, Vi - en)p =(q, Vi - (Quu — up))p = —(q, Vi - Up ).
Summing the above equality over the entire mesh gives
Bi(q, en) = —Bn(q, up) = 0,
where we have used the 2nd equation in the numerical scheme (21). O

Lemma 8. There exists a constant C > 0 independent of h such that
(Vw -V, q)
sup ———— >Cllqll,  Vq € W,.
v | IVI Ty

Proof. For Yq € W), it is known that there exists ¥ € Hj(£2)* such that
(V-v.q)
Vil
Let v = Q,V. By Lemma 1(i), we have (elementwise and then meshwise)
VoVl = IV (@)l = [|Qu(VV)Il < [IVV].
Using Lemma 1(ii) together with the definition of Q;, we have

> Cliqll-

(Vi v, @) = (V- (QiV), @) = (Qu(V - V), @) = (V -V, q).
Combining (54), (55), (56), and the semi-norm equivalence, we have
(Vu -v,q) . (Vy v, q) . (wa,q)
LIV, Vwvll Vv
which completes the proof. O

> Cliqll,

5.3. Energy norm error estimate

For any function v € H!(E), the following trace inequality holds true

w12, < Clh IV I3 + hel Vi liZ.).

(55)

(56)

(58)
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Theorem 1 (1st Order Convergence in Energy Norm). Let (u, p) be the exact solutions of (1) and (uy, py) be the numerical
solutions of (21). Then

HQuu — uyl |; < Ch(llullz + Ipllh). (59)

1Qup — pall < Ch(llullz + lipll1)- (60)

Proof. Let v=e; and q = e in (40). Adding those two equations yields
| lenl 13 = An(en, en) = Gi(u, e) + Ga(p. en). (61)

By the Cauchy-Schwarz inequality, the trace inequality, the approximation capacity of Q, the definition of semi-norm
[l - Il |, and the shape regularity of the polygonal mesh, we have

Gilw el = | 3 (VW) — Vuin, & — e
Eeg&y
1 1
2 ’ 1) ad 2 2 (62)
< | Do hellon(Ve) = Va2, || D kit lleh — tteR)i,
Ee&p Ee&p
< Chllullz| llenll |
Similarly, we have
Ga(p e = | =D (@b —pn, € — tr(ef))es
Ec&p
2 ’ 1| a0 2 ! (63)
< Do hel@p—plz | | D he'leh — tr(ep)iizs
Ee&y Ee&y
=< Chlipllal llenl lla-
Combining the estimates in (62) and (63) and applying the equivalence between ||| - || |; and | || - || |;,, we obtain
[lenl ll1 < Ch(llall2 + lIpll1). (64)
The above estimation applies to any v € V) as well and hence yields
1G1(u, v) + Ga(p, V) < Ch(llullz + Ipl)HIVI - (65)
Applying the Cauchy-Schwarz inequality and the semi-norm equivalence yields
| An(en, V)I < Clllen| 1[IV 1y < Clllenl L IVI 5 (66)
Using (40), we obtain
|Bn(en, V)l = |An(en, V) — Gi(w, V) — Go(p, V)|
(67)
< Ch(llullz + lIplOIIVI 5
The above estimate together with Lemma 8 implies
llenll < Ch(llull2 + lIpll1), (68)

which concludes the proof. O

5.4. 12-norm error estimate for velocity
In this section, we derive an L>-norm error estimate for velocity based on a duality argument. To this end, we consider
the following dual problem

—-A®+VE=¢€ in 2,
V-#=0 in £, (69)
& =0, on 052,

for which the dual solutions are assumed to have full regularity (®, &) € Hg(.Q)d x H(£2) along with

I®ll2 + 15111 < Cllegll- (70)
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Theorem 2 (L?>-norm Error Estimate for Velocity). Let (u, p) be the exact solutions of (1) and (uy, p;) be the numerical solutions
obtained from (21). Assume additionally f € H'(£2). Then

IQpu — uj || < Ch*(Jlullz + [Iplly + IIfl1)- (71)
Therefore, after combining with the projection error, we have

lla —uyll < Ch(llullz + lIpllx + IIfll1). (72)

Proof. Consider a polygonal element E € &,. We test the 1st equation in the dual problem (69) by e} to obtain
(=V-V®, e, + (VE, e ) = (e, ) ). (73)
For the first term on the left side of (73), we apply the definition of discrete weak gradient to obtain
(=V - V@, e = (Ve, Vyep) — (VE®), e))ps. (74)

Summing the above equality over the mesh along with application of the normal continuity of V& and the definition of
Qn, we obtain

D=V Ve, &) = Y (Ve Vyey)

Ee&y Ee&y
=D (Qu(V®). Vuer). (75)
Eegy
=) (Qu(VE)— V&, Vyer) + > _(V&, Vyen.
Ee&p Eegp

The 1st term on the right side of (75) can be estimated utilizing the Cauchy-Schwarz inequality, the approximation
capacity of Qp, the regularity of &, and Theorem 1:

| > (@uve) - Ve, Vaen)| = Ch(lula + Pl @l (76)
Eegy

For the 2nd term on the right side of (75), applying the definition of e,, Lemma 1(i), the definition of @, and the
orthogonality induced by Qj, we have

(Ve, Vier) = (V&, Vi (Quu))e — (VE, Vyup e
=(Ve, Qu(Vu)) — (V&, V,up)
= (Ve, Qun(Vu))e — (Qu(V®), Vi)
= (Ve, Qu(V))e — (Vi (Qu®), Viyttp)e (77)
= (V®, Qy(Vu) — Vu)p + (V&, Vu) — (Vyy(Qu®), Vot )
= (Ve — Qu(Ve), Qn(Vu) — Vu)

+(Ve, Vu)p — (Vi (Qu®), Vi g ).
Summing the above result over the mesh gives
D (Ve Viens = ) (V& — Qu(V), Qy(Vu) — Vu)

Eeé Eeg (78)

+ ) (Ve Vu) — Y (Vi (@), Viltn)e.

Ee&y Ee&y
Testing the first PDE in the Stokes problem (1) by @ and applying the normal continuity of Vu and also the fact that
V - ® = 0, we obtain
D (Vu, Ve) = (f, Ve). (79)
Ee&y Ee&y
On the other hand, we take v = Q;,® in the 1st equation of Scheme I and then apply the fact that V,,(Qy®) = Qx(V-®) =0
to get

D (Vutn, Vi (Qu@)) = Y (F, Q@) (80)

Ee&y Ee&y
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Together, these lead to
Y (Ve Vue — ) (Vu(Qu®), Viuin)e

Ee&y Ee&y

=) (Fe—Qak=) (f-Qf &—Qe),
Ee&y Ee&y
where we have used the orthogonality induced by Q.
Combining the results in (81) and (78), we arrive at

Y (Ve Ve = ) (Ve — Qu(Ve), Qu(Vu) — Vu)

Ee&y Ee&y

+Y (- Qf. & — Q&)

Ee&y

(82)

Applying the approximation properties of Q, and Qj along with the regularity assumption on u, &, f, we arrive at

| S (Ve Vaen| = cX(lul + Ifi @1 (83)
Ee&y

Combining the estimates in (83), (76), and (75), we obtain

\ D (=V Ve, )| < Ch(Jlullz + lIplls + IIfl11)- (84)
Ee&y

Now we go back to estimate the second term on the left side of (73). Applying integration by parts, the definition of
Qp, the definition of discrete weak divergence, we have

(VE,ef)re = —(§,V-e€})pe + (6, tr(e))ps

—(Qué, V - €})e + (6, tr(e})) o

(V(Qn§), ep)ee — ((Qué)m, tr(ep))ps + (&M, tr(ep))go (85)
—(Qué, Vi - en)e + ((Qué)m, €))po

— ((Qné)m, tr(ep))go + (&m, tr(ep))ps.

Summing the above result over the mesh, applying the definition of B, and then the fact that B;(Qx&, e,) = 0, along with
the normal continuity of &, we obtain

D (VE €)= Y ((QuE — &)n, €] — tr(ef) o (86)

Eegy Eeg&y

This can be estimated similarly as to (63) to end up with

| D2 (ve €| = c(ul + IpIIE . (87)

Ee&y

Combining the estimates in (87) and (84), Eq. (73), along with the dual regularity, we finally obtain
1Qpu — upll = llepll < CR*(flullz + [Ipllx + IIfll4), (88)
which completes the proof. O

6. Reduced scheme for the discretely divergence-free subspace and pressure recovery

Note that for the full scheme in (21), the resulting discrete linear system has a size (3#elements + 2#edges). It is a
typical saddle-point problem that requires specially designed linear solvers. In this section, we consider a reduction to
the discretely divergence-free subspace for velocity and subsequently a procedure for pressure recovery.

6.1. Scheme for velocity in the discretely divergence-free subspace

Let us examine a typical choice of basis functions for the full scheme in (21).
e For each element E, one can choose two discrete weak functions Vg 1, Vg » such that
vi,=[1,0", vi,=[01]

inside this element E but be the zero vector inside any other element. Of course, one sets vg.i =0(i = 1, 2) for any
edge in the mesh. The definition of discrete weak divergence in (17) implies that

Vu '(VE,l)ZOa Vu '(VE,Z)ZO

on any element in the mesh.
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Fig. 1. A node-based basis function for the discretely divergence-free subspace.

e For each edge e in the mesh, one can choose a discrete weak function
v={v, v’} ={0,t,].

Again it can be easily shown that V,, - v =0 on any element in the mesh.
e For each edge e in the mesh, if one chooses a discrete weak function
v={v, v’} ={0,n.},
then for any element E that has e as a part of its boundary, there holds
le]
(Vw . v)'E: 7(“6 . nE)v
|E|
where ng is the outward unit normal vector on the boundary of E.

Based on the above analysis, we use three groups of basis functions to span the discretely divergence-free subspace
Vfldf for velocity.

(i) Element-based: For each polygonal element, consider the two local basis functions [1, 0]7, [0, 1]”;
(ii) Edge-based: For each edge e, consider the local basis function on the edge that involves only the unit tangential

vector t,.
(iii) Node-based: For each interior node a that is connected to edges ey, e, ..., ey, assume the unit normal vectors are
N, , N, ..., N, and they are oriented counterclockwise (see Fig. 1), we define
1 n 4 1
Vo= —N + -+ —N,.
lelq lelm "

Then for each polygonal element E participating in the hull made by the other endpoints of these edges, we have

(Vi - Vg)lg= 0.
This is simply because one edge has flow in and the next edge has flow out. This construction extends to boundary
nodes also.

It is interesting to notice that the above Type (ii) and (iii) basis functions have some features similar to those
edge-midpoint-based basis functions used in [4].
It is also interesting to note that

dim(V,) = 2 #elements + 2 #edges, (89)
dim(Vzdf) = 2 #elements + #edges + #nodes. (90)

We shall have dim(Vﬁdf ) < dim(Vy), since #nodes < #edges generally for a polygonal mesh. For example, for a uniform
rectangular mesh with n partitions each in the x-, y-directions, there holds

#nodes = (n + 1)* < 2n(n + 1) = #edges.
Scheme II. Seek uﬁdf € Vﬁdf such that

DV Ve =Y (Ev) Wwe Vi (91)

Eegp Ee&p

This results in a symmetric positive-definite linear system that is much easier to be solved than a saddle-point problem.
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6.2. Procedure for pressure recovery

Once uzdf € ngf , namely, the numerical velocity in the discretely divergence-free subspace, is obtained from Scheme II,
we use it to recover a numerical pressure p,, which is a constant on each element.

Note that uzdf still satisfies the first equation in the full scheme (21). To recover a numerical pressure from the
aforementioned equation, we shall utilize the test functions v that are in V; but not in Vi”. Clearly, we can use the
discrete weak functions that take the values of normal vectors on individual edges.

Let I, be the set of all edges in a shape-regular polygonal mesh &. Let e € I'};, and n, be a unit normal vector for e.
Note that it can be pre-chosen from any of the two possible directions but must be outward to the domain when e is a
boundary edge.

Let v, = {v°,v?} be a discrete weak function such that v? = n, only on edge e but be the zero vector on all other
edges. In the same spirit, v° = 0 for all element interiors. Let E € &, and e C E?. Then by the definition of discrete weak
divergence in (17), we have

le|
|E|
where ng is the unit normal vector on e that is outward to element E. Clearly, n, - n = 1 if they points to the same
direction and —1 otherwise.

Now for the 1st equation of the full scheme (21), we take v = v, for any edge e € I',. When e is an interior edge
shared by two polygonal elements Eq, E;, we have

el (e - mey ) ale, +me - )P, ) = = Y (Vuthy?, Vel (93)

Ee&p

(Vw : Ve)lE: (ne : nE), (92)

But the summation on the right side involves only the two elements E;, E, that share e. When e is a boundary edge, only
one element is involved.

Conceptually, (93) is a linear system whose number of equations = #edges and whose number of unknowns =
#elements. It can be readily solved in Matlab. On other platforms, an algorithm can be established by starting with
the boundary edges and going over the interior edges to recover the elementwise constant pressure. Then the algorithm
would have some features similar to the one in [20].

7. Numerical experiments

This section presents numerical results to illustrate the theoretical analysis in Section 5 and also demonstrates the
accuracy and efficiency of our new weak Galerkin finite element solver for Stokes flow.

Example 1 (A Swirling Velocity with No-slip Boundary Condition). We consider a problem adopted from [21] that has a
swirling velocity with a prescribed pressure:

u(x, y) = (sin®(7rx)sin(2ry), — sin(27x) sin®(y)),
p(x,y) = 7 sin(2mx) sin(2wy).

The domain is the unit square £2 = (0, 1)%. A no-slip boundary condition (u = 0) is posed on the whole boundary. We
set © = 1 and compute the body force f(x, y) accordingly.

We test Example 1 on a sequence of polygonal meshes generated by PolyMesher [22]. As shown in Fig. 2 left panel,
most polygons are pentagons and hexagons, there are few quadrilaterals and 7-gons. Table 1 further reveals the 1st order
convergence in numerical velocity obtained by the WG(PZ, P¢; CWZ, Py) method.

We test this example also on triangular and rectangular meshes, see Tables 2 and 3, respectively. Again 1st order
convergence in velocity and pressure can be clearly observed.

Fig. 2 left panel shows profiles of numerical velocity and pressure obtained from applying the lowest-order WG finite
element method (Scheme I) on a level 5 polygonal mesh. The swirling velocity field and the 4 patches of the pressure field
are accurately captured by this novel WG method. Fig. 2 right panel shows results from the discretely divergence-free
scheme (Scheme II) and the subsequent pressure recovery procedure. The aforementioned flow features are also well
captured.

Example 2 (Lid-driven Cavity). The lid-driven cavity problem is a popular testcase [13,16,23] that does not have a known
exact solution. Let £2 = (0, 1)? be the cavity domain and x = 1. The fluid moves at a unit speed on the upper side, while
remaining still on the other three sides. To be more specific, a Dirichlet boundary condition is given as

o= (1,0) ifxe(0,1),y=1,
Wa2= (0, 0) elsewhere.

The boundary condition is discontinuous at the two upper corners, which induces pressure singularity.
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Table 1
Example 1 (Swirling velocity): Convergence rates of errors in velocity obtained by lowest-order
WG method on polygonal meshes generated by PolyMesher.

Lvl. #Ems #Egs h 1Quu — a4 Rate lu—wpll2 Rate

3 64 193 1.8627e—1 5.7257e—1 - 1.5877e—1 -

4 256 769 9.2022e—2 2.8134e—1 1.007 8.0922e—2 0.955

5 1024 3073 4.5607e—2 1.3837e—1 1.010 3.9715e—2 1.013

6 4096 12 289 2.2752e—-2 6.9062e—2 0.999 1.9731e—-2 1.005
Table 2

Example 1 (Swirling velocity): 1st order convergence of errors in velocity and pressure
obtained by lowest-order WG method on triangular meshes.

Level

#Elements #Edges h lu —uy 2 lIp — pnll2

3 128 208 1/8 1.3123e—1 7.3526e—1

4 512 800 1/16 6.5605e—2 3.5999e—1

5 2048 3136 1/32 3.2751e-2 1.5541e—1

6 8192 12416 1/64 1.6366e—2 6.8144e—2
Table 3

Example 1: Swirling velocity approximated by the discretely divergence-free scheme on
rectangular meshes: 1st order convergence in velocity and recovered pressure.

h lu — w22 P — pull2 " P
1/8 1.6127e—1 7.0427e—1 —2.2908 2.2908
1/16 8.0324e—-2 2.8092e—1 —2.9071 2.9071
1/32 4.0102e—2 1.2972e—1 —3.0815 3.0815
1/64 2.0043e—2 6.3438e—2 —3.1265 3.1265
WGO numerical velocity & pressure 1 WGODDF numerical velocity & pressure
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Fig. 2. Example 1 (Swirling velocity): Profiles of numerical velocity and pressure obtained by WG(PZ, PZ; CWZ, Py) method: Left: Scheme I on a
polygonal mesh (Level 5); Right: Scheme Il with pressure recovery on a rectangular mesh (h = 1/2°).

Shown in Fig. 3 are profiles of the numerical velocity and pressure obtained from applying the lowest-order WG method
to the lid-driven cavity problem on 8 x 8 and 16 x 16 uniform rectangular meshes. Our new WG solver clearly captures
the main features of the problem:

e A large eddy located at (0.5, 0.75);
e Pressure singularity (diverging to +00) at the two upper corners.

Example 3 (Flow Passing a Cylinder). This benchmark problem has been frequently tested in literature [ 16,24]. The domain
in consideration is £2 = (0, 2) x (0, 1) but a cylindrical obstacle with radius 0.1 is placed at (0.5, 0.5). The left- and right-
sides of the domain have a prescribed velocity [1, 0]7, whereas the top- and bottom-sides admit a no-slip condition. There
is no body force and u = 1.

Here we test it using our new WG finite element solver on polygonal meshes. Numerical results are presented in Fig. 4.
The top panel shows clearly the pressure increase before (on the left of) the obstacle and the pressure drop after (on the
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, WGO numerical velocity & pressure , WGO numerical velocity & pressure
f—>_$-_9__$ 15 7 5 g g
09 i 09 C T T % Ny 30
! ; ’ \ TMEEEEEENN ol b
08 e 08
N 10 : : : \\ i AR VAVAEN 20
o7f \ N (IR H 07 VEIE o |l VA WA
Es 4 / / 5 YN TRT-T-T,
AR/ RIS 10
06 N \ N - _ 06 YIS E FE AP A
v / / 151 T FIEE EE AR
05 0 05 BENNE B
: S=l= |~ |- |7 ik / !
IR N i P P V2 FEENFEEE
04 H 04 |
5 SO EEEEEE 10
03 » g - - < 4 03 <[~ [-[-
02F N ~ - = =~ 5 o -10 02 i
0.1 H 0.1 S EE T S -30
: : = = ; -15
] 0
0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9 1 0 0.2 04 06 08 1
h=%  —
8 16

Fig. 3. Example 2

(Lid-driven cavity) simulated by the lowest-order WG method on rectangular meshes. Left panel: Numerical velocity and pressure
profiles for h = 3; Ri

ight panel: Numerical velocity and pressure profiles for h = %.
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Fig. 4. Example 3 (Flow passing a cylinder) simulated by WG on a polygonal mesh (1500 elements, 5254 edges, h ~ 0.0268). Top: Profiles of
numerical velocity and pressure; Bottom: Streamlines and pressure field.

right of) the obstacle. The bottom panel shows the streamlines obtained from the numerical velocity. Clearly, the flow
takes a detour around the obstacle and returns to its original path, e.g., a flow particle starts at y = 0.45 (when x = 0)
returns to basically the same position y = 0.45 when x = 1. So our lowest-order WG method captures the main physical
features of the flow.

We also comment that the posed velocity boundary conditions have discontinuity at the four corners and hence induce
pressure singularity at those corners, but the streamlines (flow path) are actually not affected by such singularity.

Example 4 (Flow Over a Backfacing Step). This is another benchmark problem that has been widely tested in the literature
[16,25]. As shown in Fig. 5, the domain is £2 = ((—1,5) x (=1, 1))\ (=1, 0)2. The body force is f = 0 and x = 1. Dirichlet
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Fig. 5. Example 4 (Flow over a backfacing step): Problem description.
5 WGO numerical velocity & pressure
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Fig. 6. Example 4 (Flow over a back step) simulated by WG on a rectangular mesh with 2304 elements, 5872 edges, and h ~ 0.0570.

boundary conditions are posed on the whole boundary. More specifically,

[4(1—y)y, 01" forx=—1,y€(0,1),
u(x,y) = {[(1+y)X1+y)/2,01" forx=5,ye(-1,1), (94)
0 for other parts of 952.
In other words, the fluid enters from the left boundary (x = —1) following a Poiseuille pattern and exits from the right

boundary (x = 5) following a Poiseuille pattern also. At the entry, the maximum of u; is 1 and the total flux is 2/3. At
the exit, the maximum of u; is 1/2 but the total flux is still 2/3. These make the total flux zero on the whole boundary.
We solve the problem using the lowest-order WG finite element method on a sequence of rectangular meshes. In

Fig. 6, the top panel demonstrates the pressure drop right after the step corner; the bottom panel shows the eddy near
the step bottom; all as expected.

8. Concluding remarks

In this paper, we have developed a simple new finite element method in the weak Galerkin framework for Stokes flow
in two space dimensions. The method has some noticeable features.

(i) It is for polygonal meshes and hence includes triangular [16], rectangular, and quadrilateral meshes all as special
cases.

(ii) It uses just constant vectors (in element interiors and on edges separately) for velocity approximation and constant
scalars (on elements) for pressure approximation.

(iii) The method has expected 1st order accuracy in velocity and pressure.

(iv) The method is practically useful as demonstrated by numerical experiments on several widely tested benchmarks.
It captures the main physical features and has the flexibility of using different types of meshes.
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The method can be further reduced to a version using the discretely divergence-free subspace for velocity approx-
imation. This results in a symmetric positive-definite linear system and hence overcomes the saddle-point problem. A
subsequent pressure recovery procedure has also been established.

On the theoretical aspect, the identities on conversion to trace (Lemma 2) reveal the connection between the trace-
interior difference and the discrete gradient/divergence of a discrete weak function. The matching between constant
approximants for pressure and constants for discrete weak divergence of velocity allows us to establish stability for this
new finite element method.

There are many directions one could go from here:

e A similar method for linear elasticity on polygonal meshes. Error analysis in the grad-div formulation is doable by
using similar techniques in [11,14]. But an analysis in the strain-div formulation is challenging.
e Extension of the method to 3-dim or higher orders.

These are currently under our investigation and will be reported in our future work.
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